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ABSTRACT

A key characteristic of Alzheimer's disease (AD) is lossmodic memory - memory for what
happened, where and when; this final aspect - timing - is the fuf this paper. Although timing deficits
have been reported in AD patients, few parallel studieslieem performed in animals, compromising
the translational potential of these findings. We looked foing impairments in the APPswe/PS1dE9
mouse model of AD at 4-5 months of age, before significaguels have developed. In Experiments
1 and 2a mice were trained with auditory stimuli thateffellowed by food, either immediately (delay
stimulus; Experiments 1 & 2a) or after a short intervaté@rstimulus; Experiment 1). In Experiment 1
APPswe/PS1dEdE9 mice conditioned normally, but showed more vatiatitey of the delay-
conditioned cueExperiment 2 examined timingf two delay-conditioned CSs, with Experiment 2a
using mice 4-5 months old, and Experiment 2b mice at 6-8 monitts W longer CS the transgenic
mice showed both more variable timjragd earlier timed peak responding than wild-type ntfoese
effects were not influenced by age. Our results bear sitpitarthose seen in AD patients, raising the
possibility that they have diagnostic potential. They alsemdble deficits in animals with dorsal
hippocampal lesions, suggesting that they could be mediated bgréais Activated microgliaa
component of the immune response thought to be driven by tetedelevels of3-amyloid, were
elevated in both dentate gyrus and striatum of young transgpiegg providing some support for this

proposal.

Keywords: Alzheimer’s disease, APPswe/PS1dEY, interval timing, appetitive, Pavlovian conditioning,

peak procedure

Abbreviations: Alzheimer’s disease (AD), dentate gyrus (DG), mild cognitive impairment (MCI),

conditioned stimulus (CS), unconditioned stimulus (US), APPswe/PS1dHYIPS1), wild type (WT).



Introduction
Alzheimer’s disease (AD) is a neurodegenerative condition characterized by the abnormal

accumulation of amyloid plaqueseurdfibrillary tangles and neuronal loss, especially of chgioe
neurons in the basal forebrain (Auld et al., 2(¢hliebs and Arendt, 201%elkoe, 2001Thal et al.,

2002 Braak and Braak, 1995As these pathological symptoms start years before the emergence of
clinical symptoms, the best time to treat AD would behim pireclinical stages - yet current cognitive
test batteries that could help screen for AD are insuffigiesensitive to detect it (Aizenstein et al.,
2008 Baudic et al., 2006-iandaca et al., 201Rentz et al., 201Fpaan and Dolan, 2010). Developing
translational tests sensitive to the cognitive changes in poadlstages of AD is thus critical, both for

development of screening tests that could facilitate eaalyndisis, and testing potential treatments.

Impairment in episodic memory - the recall of previous expeeirca spatio-temporal context
- is a cognitive hallmark of AD, and also detectable ingmais with Mild Cognitive Impairment (MCI),
which in a proportion of cases converts to AD. This suggests episediory failure could be a good
diagnostic indicator of AD. However, the existence of episodicongim non-human species has been
guestioned (Tulving and Markowitsch, 199thought see Clayton et al., 20@rystal, 2010) and
translational demonstrations of episodic memory deficitsainsgenic mouse models of AD are rare

(But see Davis et al., 2013aavis et al., 2013b)

An alternative is to focus on the spatio-temporal componéegEsondic memory. For example,
spatial learning is impaired in both AD and MCI (Allison kf 2016 Verghese et al., 201Zaczo et
al., 2009 Vicek and Laczo, 2014), an effect mirrored in virtuallytednsgenic mouse models of AD
(Stewart et al., 201 Webster et al., 2014Jemporal processing, on the other hand, has received much
less attention, especially in animal work. The limitgddies examining temporal processing in AD
patients show increased variability in their ability to jutiges intervals (Carrasco et al., 2000, Caselli
et al., 2009, El Haj et al., 2013, Hellstrom & Almkvist, 1997, Nitketlal., 1993Rueda & Schmitter-
Edgecombe, 2009, but see Heinik et al., 2012), althoogtonsistent effect on timing accuracy was

found Despite the number of studies showing timing impairments in psitienty two studies have



examined timing in transgenic mouse models of AD (Gur e2@19a; 2019hXhe first found no effect
in 10-month-old 3xTg AD mice, while the second found significamderestimation of the target
interval in 9-month-old 5xFAD mice, but did not reproducedfiect on variability found in patients
Given the inconsistency of these findings, and the fact mhadtih the mice were quite old and their
neuropathology potentially advancdte potential implications of these findings for early diaghosi
are arguably limited. Accordingly the aim of the present ex@nts was to further examine temporal

processingin a different, younger transgenic model of AD.

We began by examining timing in an appetitive Pavlovian ciomdily task, in whicha
conditioned stimulus (CS) is paired with a motivationally sigaifit unconditioned stimulu&Jg). The
CS then comes to elicit a conditioned response indicatingiation of the US that follows delay
conditioning (Pavlov, 1927)Ve also examined trace conditioning, a variant in which @BUt are
temporally separated by a trace interval. This temporahipulation retards learning (the trace
conditioning deficit), and recruits additional neural substratelditg hippocampus- indeed,
disruption of trace conditioning is regarded as indicative of hgappal impairment (Bangasser et al.,
2006, Chowdhury et al., 2005, McEchron et al., 1998, Solomon 086, but see Rawlins & Tanner,
1998; Rogers et al., 2006, Tam & Bonardi, 2012a). Hippocampus iscalffearly in the development
of AD ((Thal et al., 2002Braak and Braak, 199%an der Flier and Scheltens, 206flliday, 2017
Setti et al., 201,7Henneman et al., 2008llison et al., 2016), and has been implicated in termpora
processing. For example, pioneering work by Meck and colisagemonstrated systematic differences
in timing accuracy after hippocampal damage (Meck 1884 Meck et al., 2013Meck, 1988)which
later studies reproduced with lesions confined to dorsal higppes (Tam et al., 201%am et al.,
2013 Tam and Bonardi, 2012d8am and Bonardi, 2012lBalci et al., 2009Yin and Meck, 2014
Merchant et al., 2013Vieck et al., 2013). Thus it seemed possible that timing immeaitswould be

more pronounced in this hippocampal-dependent trace conditioning task.

We measured timing using the peak procedure. This technique inva@irésgranimals that

presentations of a fixed-duration conditioned stimulus (CS; eldgp-s click) are followed by food



delivery; then the animals' ability to estimate the point athtood is presented is assessed in
intermittently presented peak trials, during which thesd8esented for an extended duration (e.g. 45s)
without reinforcement. The animals' pattern of responding miakesssible to determine both the
accuracy and variability with which they anticipate thed (Balci et al., 2008Buhusi et al., 2009
Buhusi and Meck, 2009Matell et al., 2006Tam and Bonardi, 2012&am and Bonardi, 2012b). In
Experiment 1 this procedure was adapted for trace conditioniegtbpding the trace interval rather
than the CS on peak trials (e.g. Balci et al., 2009)

The experiments were conducted using a well charactetdule transgenic mouse model of
AD - the APPswe/PS1dE9 (APP/PS1; Borchelt et al., 198FP/PS1 mice co-express the mutated
Swedish APP gene and exon-9 deleted variant of the presgémjane, and show the age-related
cognitive decline characteristic of AD. These cognitive dsfigere initially attributed to the presence
of amyloid plagues; however more recent work questionedmt@goretation, suggesting that in fact
the elevated levels ¢f-amyloid that precede plaque formation are responsibleexample, in this
strain cognitive deficits begin to manifest at 3.5 months (Bomaal., 2011Pistell et al., 2008Vegh
et al., 2014Zhang et al., 201 Ramirez-Lugo et al., 2009) the exact point at which levet®lniblep-
amyloid start to be elevated in cortex and hippocampus (&lu 010). Amyloid plaques, in contrast,
although first detected at 4 months, are only widespread aiohths of age, along with significant
neuronal loss (Kuhla et al., 201FMuang et al., 2016Savonenko et al., 200Ruan et al., 2009)
Moreover, manipulations that increase plaque levels can imppex®rmance on spatial tasks
(Jankowsky et al., 2005), while the spatial learning deficits seelder mice are correlated with levels
of soluble amyloid rather than plague load (Zhang et28l11). Thus our animals were tested at 4
months of age, which we judged to be equivalent to aipieall stage of AD, at which point both

cognitive impairments and elevation®amyloid begin to emerge.



Experiment 1

In Experiment 1 four-month-old APP/PS1 and WT mice were traimedan appetitive
conditioning task with two 15-s auditory stimuli. The delaywz followed immediately by a sucrose
pellet, whereas sucrose occurred five seconds after offset dfabeCS, levels of conditioned
responding are typically lower in the latter type of trgad,effect termed the trace conditioning deficit.
This paradigm allowed us to examine timing by examining respomingpn-reinforced peak trials
On delay peak trials the CS was extended to 45s, and respondirdece each 1-s bin of the CS.
Timing would be evident as a progressive increase in respatest® 15s after CS onset, at which point
sucrose was previously delivered, followed by a gradual declibageline levels. Timing on trace
peak trials was examined in a similar manner, but by recondisgonding during the 15-s CS

presentation and also during an extended 15-s trace inteavdbliowed it.

Delay CS Trials
Conditioning 15
5 Il
Peak 45s M
I ¥
Trace CS Trials
Conditioning 15s 5s -
Peak 15s 15s I

Figure 1 Pavlovian conditioning and peak trials. Conditioned stimdliteace intervals are drawn to

scale and the vertical dashed line represents the time paist aélivery on the conditioning trials.



Materials and Methods
Ethical statement
Procedures were authorized under UK law, carried put iordanoce with the Animals
(Scientific Procedures) Act (1986), and also the EU Dive@D10/63/EU for animal experiments. This
work was funded by the School of Psychology, University of Nottinghsing otherwise had no

involvement in this research.

Subjects

The experiment employed 24 naive male APP/PS1 and litieermilal-type (WT') control mice;
12 APP/PS1 and 12 WT conducted in two replications (medibitidn weight ranged between 20
30 grams). All animals werered in the University of Nottingham’s transgenic animal facility from
stock purchased from the Jackson laboratory. The APP/P&Isemexpresses the chimeric
mouse/human APP (Mo/HUAPP695swe) and Presenilin (PS1-dE9)anstatossed onto a C57BL/6
background. All animals were group-housed and maintained1@412 hour light/dark cycle; holding
room temperature, humidity and air exchange were autaatigtoontrolled. Animals had ad-libitum
access to water, and were provided with a play tube and nesiegials. All experimental procedures
occurred during the light cycle. Seven days before thedftisting each mouse was gradually reduced
to 85% of its ad-libitum weight by restricting its food ratithe mice were maintained at this level

throughout testing.

Behavioral apparatus

The behavioral experiments were conducted in six identicaldsattenuating conditioning
chambers equipped with ventilation fans (Med Associales)h had a floor made from 24 stainless
steel bars separated by a 7.9-mm gap, above a stainless stegbara Two chamber sides were made
from stainless steel panels (15.9cm x 14.0cm x 12.7cm); a transpareyatrpohate back wall, ceiling
and front-loading door made up the remaining sides. A 1.9-cm dedpup, into which 45-mg sucrose
pellets (Formula PTest Diet) could be delivered, was housed in a 2.5cm x 2.5enirapin the center

of the right wall, 1cm above the floor. An infra-red photadinecrossed the food cup opening, and each



beam break was recorded as a response. A 28-V, 12-W housel@hited in the center of the left
chamber wall, was illuminated throughout the experiméntaudio generator delivered a 74-dB white
noise, a 2-Hz 74-dB click and a 75-dB, 2-Khz tone throwgiddpeakers mounted in the right-hand

wall. The equipment was controlled by Med-PC for WindowsH@ia and Zurn, 1989).

Procedure
Behavioral testing: Habituation. Before training all mice were given sucrose pellets iir the
home cage. The day before conditioning all animals spent 30awiimuthe conditioning chambers with

access to five sucrose pellets.

Behavioral testing: delay and trace conditioning. On days 1-6 all mice received conditioning
sessions (1 session per day), each consisting of 20 delay aag¢@itls presented in a semi-random
order. Delay trials comprised a 15-s pre-CS period, followedediately by a 15-s CS presentation
terminating with delivery of a sucrose pellet. Tracegnaere identical except for the insertion of a 5-
s trace interval between CS offset and pellet delivinyintertrial interval (ITI), consisting of a fixed
120s plus a variable period (drawn from an exponential distributiih)a mean of 60 sec, which
separated US delivery from the start of the next pre-CS pgfigdl). In each replication half of each
genotype had the white noise as the delay CS and the diskée trace CS, and the remainder the

reverse.

Behavioral testing: interval timing. On days 7-8, two test sessions were administered (1
session per day). These sessions were identical to the oaimdjtsessions, except that 10 delay and
10 trace trials were replaced by 10 delay peak and 10 trakernsds respectively. In delay peak trials
the delay CS was presented for 45s, and in trace pebskthdal5-s trace CS was followed by asl5-

trace interval; neither was reinforced (Figure 1).



Histology

p-amyloid pathology. To confirm that plaque load conformed with previous workhisstrain
(e.g. Huang et al, 2016; Kuhla et al., 2017; Ruan et al., 2B@%nenko et al., 2005), two of the
APP/PS1 mice were culled after testing, and theimbreemoved and processed exactly as in Pardon

et al.(2016) Results are presented in the Supplementary material (Figure S1

Data Analysis

Delay and trace conditioning. Mean response rates (in responses per minute; rpm) during the
pre-CS, CS and trace intervals for each trial typeeveemputed for each session. Average response
rates during pre-CS periods were used to index background respowdiiihg,conditioning was
measured as a difference score - the rate of responding theitarget period (delay or trace CS, or
trace interval) after subtraction of the rate of responduring the corresponding pre-CS period. This
gave a measure of the degree to which responding during tret @egod was elevated over

background levels. The results are presented in the supplemmati@nals (Table S1).

Interval timing. One APP/PS1 mouse died after the first test session, so atalyfrdm the
first test session were used for this animal. Timing abiiag evaluated from peak trial responding,
using the method employed by Tam and colleagues (Tam et al., P&h5et al., 2013Tam and
Bonardi, 2012aTam and Bonardi, 2012b), following that adopted in previous \{Balici et al., 2008
Buhusi et al., 2009Buhusi and Meck, 20Q053Matell et al., 2006Tam and Bonardi, 2012dam and
Bonardi, 2012h). Response rates during each 1-s bin of eacbftgsak trial, pooled over all test
sessions, were computed for each mouse; in the trace @alotiExperiment 1 responding during the
15-s trace interval was appended to responding during the pred&dn@S to produce a single 80-
distribution. Using this data, the mean response rate wasdlmiated over the full peak trial response
distribution (45s for the delay CS, 30s for the trace CS), anga@ud between genotypes. The resulting
1s bin distributions were then smoothed, by calculating respate® aver a 5-bin moving average
(i.e., trials 1-5, 2-6, 3-7 etc), to avoid Hig-bin variability obscuring meaningful differences (Harris

et al., 2011).
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The smoothed data were then normalised by dividing eagfomse rate in each 1s time bin by the
maximum response rate for each mouse(€arvalho et al., 20QFox and Kyonka, 2015im et al.,
2017 Narayanan et al., 2012). Gaussian function with three parameters (a = peak rate, kteadsp
and c = peak time) was then fitted onto each ansmahoothed and normalised response function
(Figure 2) where i indicates 1-s time bins. Peak time inectimning accuracy, while spread indicates
precision: the greater the spread, the less precise the tifiiag:oefficient of determination,2Rvas
computed as a measure of the degree to which the Gaussian fiittetibthe data. Animals with fits
less than 0.2 were omitted only from the Gaussian analyseanimals were omitted from this
experiment The peak rate parameter was not analyzed due to the @afigsition being fitted onto
the normalized response distributions, whiohmalized each animal’s maximum response rate to 1.
Timing on peak trials was assessed by computing the area undmirtiee(AUC) on each
animal’s normalized distribution, using GraphPad Prism version 8 (GraphPad Software, La Jolla
California USA), which employs the trapezoidal method flcwating the area under the curve. In
brief, between each 1s bin the connecting segment makes the shatpapefzoid, using the trapezoid
rule the area of each trapezoid is the same as the equivakamigle; the AUC is then the sum of all
the areas of each rectangle. Separate AUC values werdated from CS onset to expected US
delivery (Start AUC: delay 0s 15s; trace Os 20s;) and also from expected US delivery to the end of

the peak trial (Stop AUC: delay 153115 trace 20s- 25s).
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Response Rate (y)

Peak Time

Figure 2. The Gaussian model with three parameters (a = peglbt= peak spread, ¢ = peak rate)

which was fitted to the peak trial response distributions.

Statistical analysis

Data were analysed using repeated measures ANOVA. Teal@rese-Geisser correction was
applied when the assumption of sphericity was violatgtlis given as a measure of effect size for
significant effects and interactions, and the significancd lgae set at p < .05. Significant two-way
interactions were explored with simple main effectsyamigblising the pooled error term, and significant
three-way interactions by theoretically meaningful 2-WayOVAs. Post-hoc tests on main effects with
more than two levels were performed with t-tests, andsamaple t-tests compared mean peak times

with the target time; in both cases the Bonferroni abiwa was applied.

Results

Delay and trace conditioning. Figure 3 shows genotype mean difference scores for delay and
trace CSs over the conditioning sessions (Panels A and B tigshgcIn order to visualise the trace
conditioning deficit, Panel D shows these data collapsed acesastyge, and suggests that the
difference scores were lower in the trace than the defay the expected trace conditioning deficit
Panels A and B show that difference scores were slightly hightee APP/PS1 mice. ANOVA with

genotype (APP/PS1 vs WT), CS type (delay/trace) and sessitm$&) compared responding in delay

12



and trace CSs between genotypes. The effects of CS typesmioiswere significant, F(1, 22) = 21.1,
MSe = 23.57, p = .002;,2 = .355, and F(3, 66) = 34.29, MSe = 63.1, p < .= .61 respectively,

as was their interaction, F(5, 110) = 5.87, MSe = 5.842,(40%, r,°> = .211: difference scores were
greater for the delay CS than the trace CS on sessiofsilusive (smallest F(1, 132) = 9.10, MSe
=8.79, p = .003y,%> = .064 for session 6). No effect or interaction involving ggmetyas significant,
largest F(1, 22) = 2.14, MSe = 141.74, p = .158; nothing elsesigagicant, Fs < 1. Thus a trace
conditioning deficit developed as training progressed the apparent genotype differences suggested
by Panels A and B were not statistically significant.

Mean difference scores during the trace interval are sho®ariel C, and preCS response rates
in Table S1 in the supplementary material; neither differdevdmn genotypes; ANOVAs with
genotype and session as factors revealed only main effesession, F(2.04, 44.9) = 44.60, MSe
109.40, p < .001,%>= .649 and F(3.05, 67.16) = 24.59, MSe= 8.41, p < .915 .53 for trace and

preCS scores respectively; nothing else was signifi€a, 1.
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Figure 3: Genotype mean difference scores + SEM for the dela§)@@¢e CS (B) and trace interval

(C), and mean difference scores for delay and trace CSs (D) dhergix acquisition sessions of
Experiment 1. Atrace conditioning deficit (greater differencees@or the delay than the trace CS)
was present on sessions 3-6 inclusive; no genotype effects were obseREISEPN = 12, WT: N =

12.

Interval Timing: response rate. Genotype mean (smoothed) rates of responding during each
1-s bin of the delay and trace peak trials are presentédine 4 (Panels 1la & 2a respectively); it can
be seen that the APP/PS1 mice respdmdimerically more thaWWT animals; however this proved not
to be significant. For the purposes of comparison we computedéhasge response rate across all 1-
time bins for each CS; the resulting values for the defeptrace peak trials respectively were 8.7 (SEM

= 1.4)) and 8.2 (SEM = 1.5) for the WT mj@nd 12.02 (SEM = 2.3) and 12.67 (SEM = 3.0) for the
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APP/PS1 animajsANOVA with genotype and CS type as factors revealed no stgnifidifferences

(Fs<1).

Interval Timing — area under the curve (AUC). Both the smoothed (Figure 4 Panels 1a & 2a
for delay and trace respectively) and normalized (Figufeadels 1b & 2b for delay and trace
respectively response distributions appeared broader and fiattle APP/PS1 mice than in the WT
mice, and this was especially evident on the ascending ph# fofriction This was quantified by AUC
analysis (Elcoro, 2016): Start AUC values for delay aacettrials respectively are shown in Panels 1c
& 2c for each group, and the corresponding Stop AUC valueariel® 1d & 2d. Both Start and Stop
AUC values were higher on trace than delay trials; alst 81UC values appeared to be higher for the
APP/PS1 mice, although the Stop AUC values did not dif@tematically between genotypes
ANOVA on the Start AUC data confirmed this descripti@yeaaling a main effect of CS type F(1,22)
=55.694 MSE = 8.73 p = .019 7,°= .225 and of genotype F(1,22) = 15.4MBE=6.113 p = .001
ne>=.412, but no interaction, F(1,44) = .QMSE = 8.738 p > .05. Analysis of the Stop AUC values
only revealed a main effect of CS type F(1,22) = 425.70, M8M63, p < .001p,2= .951. Thus the
APP/PS1 mice showed weaker temporal control of responding dé®wmelivery on both delay and

trace trials.

Interval Timing — Gaussian functions. Genotype mean values of the Gaussian parameters are
shown in Figure 5The values of spread (Panel A), which indicate timing pratisiere numerically
higher for the APP/PS1 than WT mice, and also higher on dk&xy trace trials. ANOVA with
genotype and CS type as factors confirmed that thePFPiice had higher values of spread on delay
trials: there were main effects of genotype, F(1, 22) = &/&& = 32.9, p = .02y,2= .22, trial type
F(1, 22) = 22.7, MSe = 19.40, p < .004%= .51, and a significant interaction, F(1, 22) = 5.15, MSe
19.40, p = .0335,°= .19; APP/PS1 mice had higher values of spread on dela; ffidl, 22) = 7.03,

MSe = 42.31, p = .015;,>= .242 but not on trace trials, F < 1. Figure 5 also showsgltbateak times

(Panel B) were higher on delay than on trace trials, dutati differ systematically between genotypes.

15



ANOVA confirmed this with a significant effect of CS tyg&(1, 22) = 4.54, MSe = 35.12, p = .045,
nw?=.171, but nothing else significant, largest F(1, 22) = 1.5& MS5.12, p = .235. One sample t-
tests showed peak times (for APP/PS1 and WT respectively 22x5b21.12s for delay trials, and
16.71s and 19.57s for trace trials) did not differ from thgetavalue of 20s on trace trials 05, but
did differ from the target value of 15s on delay trials (p =af@d p < .001 for APP/PS1 and WT
respectively). It is paradoxical that peak times were hifdredelay trials - on which sucrose was
delivered after 15s - than for trace trials, where it wdivated after 20s. This may reflect the mice
using the 5-s interval following offset of the trace CS teettite occurrence of sucrose delivery, rather
than the 20-s interval from CS onset.

Mean values of RPanel C) were higher on trace trials, and for the WEM&OVA revealed
a main effect of genotype, F(1, 22) = 4.70, MSe = .041, g% §°= .18, reflecting greater’Ralues
for WT mice, and a main effect of CS typ€1, 22) = 6.51, MSe = 018, p = .01 = .23 reflecting
greater values for the delay C8&einteraction was not significant, F(1, 22) = 1.98, MSe = 08,

17, n,2= .082.

16



1a 1b 1c 1d

Delay 1-15s Delay 16-41s
Delay ) .
_ £10 : 20+ 20
E 15 : : *
2 P $ 08 :
s / S A~ N 15 15
[} o . i
® 10 ;/ 206 / V% A
2 2 f ! oy S 1o S 10
8 504y | : 2’ <
S 5 2 3
@ ® 0.2 H i 4
] APP/PS1 : 5 5
« Wt E s — APP/PS1
0 200 i — WT
———————— R R 0 T T 0 T T
0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50 APP/PS1 WT APP/PS1 WT
One-second bins One-second bins
2a 2b 2c 2d
Trace 1-20s Trace 21-26s
(2]
Trace ; 210 i 15+ - 15+
E 15 N 3 :
g / \ $ 08 :
I ] NN g 7R~
E 10 % 0.6 P ~— 104 10
o 4 g ! 9 9
0 H 2 2
g g 04 / | 2 2
H 0 H - -
@ i S 02 i 5 5
2 i — APP/PS1 E i— WT
0 i WT 200 i— APP/PS1 | |
: T r r r " ) ; r r T T r ) 0 T T (] T T
0 5 10 15 20 25 30 0 5 10 15 20 25 30 APP/PS1 WT APP/PS1 WT
One-second bins One-second bins

Figure 4. Data from test sessions of Experiment 1. Genotype meaatlieat) rates of responding
during each 1-s bin of the delay (Panel 1a) and trace ped& (Ranel 2a), and corresponding
normalized functions for delay (Panel 1b) and trace CSs (PaneBS@r).AUC scores (xSEM)

presented for delay and trace trials in Panels 1c and 2c respectilect the genotype difference in
AUC for the light blue area in Panels 1b and 2b. Stop AUC scoresnpeéder delay and trace trials
in Panels 1d and 2 respectively, derive from the remainder of tmestiohs. * denotes a significant

genotype difference. APP/PS1: N = 1¥7: N = 12.
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difference between observed peak time and time of expectediMSdegWT; N = 12 APP/PS1; N =
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Discussion

While there was no effect of genotype on learning or #e @i the trace conditioning deficit
APP/PS1 mice showed signs of impaired interval timing. RBR/had higher Start AUC scores than
the WTs (Figure 4c)suggesting broader and hence less precise timing functionse tlegopoint of
US delivery This was supported by the Gaussian analysis, which also regeasdr peak spreads for

the delay CSn the APP/PS1 than WT mice; accuracy was unaffected

Experiment 2a & 2b

Experiment 1 revealed an impairment in timing the delay @%id-month-old APP/PS1 mice,
and the first aim Experiment 2 was to see if this novel finding could be detegeth with altered
delay parameters (Experiment 2a$ no effect was found in timing the trace CS, this conditias
omitted from the present experimefAtsecond aim of Experiment 2 was to examine whether there was
any change in these timing deficits as pathology worseitadage, by examining performance in mice
that were 6-8 months old (Experiment 2b). Our aim was to exple suggestion that the deficits
observed in Experiment 1 are attributable to elevated lef/@lsamyloid rather than plaques. Elevated
B-amyloid begins to emerge at 4 months in this strain, whetagee deposition is only sporadic until
the mice are at least 6 months of age (Hu et al., 2010)if thiagjues were responsible for the findings
of Experiment 1, we would expect the deficits to be muctempoofound at 6-8 months, by which time
plague load is substantial; conversely4iamyloid were responsible, then one would not necessarily

make such a prediction.

Both Experiments 2a and 2b comprised identical training witketauditory CSs; two of these,
one 10s in duration and the other 20s, were immediately regnfosith a sucrose pellet; the third
stimulus, which was 10s for half its presentations, and 20s farethainder, was never reinforced.

Timing of the reinforced CSs was then examined in péalktas in Experiment 1.
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Materials and methods
All aspects of the method that are not specified were wntd those of the previous

experiment.

Subjects
Experiment 2a employed 36 mice (18 APP/PS1 & 18 WT) all 4-5 mafithge. Experiment
2b employed 35 mice, 16 APP/PS1 and/I® aged between 6.5 - 8 months. Both experiments were

conducted in three replications.

Behaviour al apparatus

Identical to Experiment 1 except for the addition of a 75-dBRh2 tone.

Behavioral testing: delay conditioning. This occurred on days 1-8ach session comprised
42 trials: 14 10s trials, 14 20s trials, and 14 nonreinfo@®drials. CS presentations on the 10s and
20s trials were 10s and 20s respectively; in both, CS offseiaeaspanied by sucrose pellet delivery.
On nonreinforced CS- trials the cue was either 10-s or 80¢s(IF trials of each per session). The 10s
and 20s CSs were either click or noise (counterbalararedsagenotype in each replication); CS- was

the tone for all animals.

Behavioral testing — Interval timing. On days 7-9, three test sessions were admiats{ér
session per day); these were identical to the conditionsgicses except that three of each of the 10s
and 20s trials were replaced with 10s and 20s peak trials tigshecl0s peak trials comprised a 80-

presentation of the 10s CS, and 20s peak trials a 60-s praseafdhe 20s CS; neither was reinforced.

Histology
p-amyloid pathology. Once Experiment 2a was completed, brains were taken froroftihe

APP/PS1 mice, one of 4 months and one of 5 months; these weesged exactly as in Experiment
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1, again to confirm the mice showed levels of plaques consiginiprevious reports in this strain

(e.g. Huang et al, 2016; Kuhla et al., 2017; Ruan et al., Z¥#nenko et al., 2005). No brains were
taken from mice in Experiment 2b, as it is clear from prewenrk that plaques are evident at this age
in this strain (e.g. Garcia-Alloza et al., 2006). Resultspaesented in the supplementary material

(Figure S1)

Datatreatment

The peak trial data were pooled over all three test sesslan in all other respects data
treatment was identical to that of Experiment~ix the Gaussian function analysis the criterion of
excluding animals with a response distribution for whiékv&s less than 0.2 resulted in elimination of
2 mice from each genotype in Experiment 2a (leaving N = 1&fir genotype), and 4 of each genotype
in Experiment 2b (leaving N = 12 and 15 for APP/PS1 and \W§peatively) The remaining analyses

included all the animals.

Results

Delay conditioning. The genotype mean difference scores for the conditioning sesgiens
shown in Figure 6: Panels A and C show these data for the W& fai Experiments 2a and 2b
respectively, and Panels B and D show the corresponding APEER&L1It is evident that all mice
learned to respond more to the reinforced than nonreinf@g8edhs training progressed, and difference
scores for the 10s CS tended to be slightly higher than tbosieef20s CS, especially in the APP/PS1
animals (although this proved not to be reliabkpally, there was no obvious difference in pattern
between Experiments 2a and 2b.

For Experiment 2a ANOVAs on the difference scores, with geeot@¢S type (10205 CS)
and session as factors, revealed main effects of ses¢iri ) = 46.144, MSe = 76.0 < .001,7,
= .567 and CS type F(2, 68) = 70.27, MS68.66 p < .001 7,* = .674, and an interaction between
these two factors, F(10, 340) = 20.42, MSe = 22008.001 7;,> = .38 due to the higher scores for the

reinforced 10s and 20s CSs than the non-reinforced CShwihis significant from session 2 onwards
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(smallest p <.001 for session 2). Differences scores for thent30s CSs did not differ during session
six (smallest p = .12 here was also a significant interaction between sesamgenotype, F(5, 170)
= 5.884, MSe= 76.06 p = .001,7,2 = .148; scores were higher for the WT than the APP/PS1 mice on
session 2 F(1, 34) = 5.543, MSe = 34.7, p = .0235 .140, but this pattern had reversed by session 6,
F(1, 34) =5.36, MSe = 25.12, p = .02j% = .136.No significant genotype differences were seen during
the remaining sessions (smallest F(1, 34) = 2.77, MSe = g39,105) No interactions involving
genotype and CS type were significafs,< 1, suggesting that the groups did not diffielearning the
task; nothing else was significafs < 1.

ANOVA on the mean rates of preCS responding (Table S1, in theesogmiary material),
with genotype and session as factors, revealed a main effeession, F(5, 170) = 53.77, MSe = 2.09,
p <.001,7,? = .613 which interacted with genotype F(5, 17) = 4.33, MS&$¢, .= .001, 7, = 113:
APP/PS1 mice responded more than WT mice on sessions 2samdllést F(1, 34) = 5.94, MSe = 4.6,

p =.02,7m,2 = .149 (session 2); these genotype differences had dissipaseddign 6, F < 1.

A parallel ANOVA on the data from Experiment 2b revealed sicanift effects of session F(5, 165)
= 25.22, MSe = 122.82, p < .004 = .433, CS type, F(2, 66) = 46.25, MSe = 54.97, p < .95
.584 and an interaction between the two F(10, 330) = 15.1=\29€70, p < .001,2 = .314; both the
10s and 20s CSs had significantly greater difference stloaa the non-reinforced CS from session 2
onwards (smallest ps < .001 for session. N®thing else was significant (smallest F(10, 330) = 2.31,
MSe = 29.70, p = .059;,% = .066, for the three-way interaction).

Analysis of preCS response rates, shown in Table S1 in the swgopbey material, revealed
significantly higher ratein APP/PS1 micg=(1, 33) = 6.59, MSe = 3.26, p = .02%?= .17, and session,
F(2.60, 85.75) = 17.90, MSe = 3.19, p < .09%, = .35; the interaction was not significant, F(2.60,
85.75) =1.33, MSe = 3.19, p = .27.

In summary, despite a tendency of APP/PS1 mice to haverhighponse rates and greater
difference scores, there was no evidence of an effgeraftype on learning the discrimination in either

age-group.
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Figure 6: Genotype mean difference scores +SEM for the 10-s CS, 3aad_CS- in the six
acquisition sessions of Experiment 2a (Panel A & B for WT and ABPYEspectively), Experiment 2b
(Panels C & D for WT and APP/PSL1 respectively). There wadfex ef genotype on acquisition of
the discrimination between reinforced and nonreinforced CSs. Experim&mP2&®S1: N = 18, WT:

N = 18 Experiment 2b APP/PS1: N = 16, WT: N = 19.

Interval timing

Interval Timing: response rate. Genotype mean response rates per 1-sec bin of the [adalkate
shown in Figure 7 (Panels la, 2a, 3a and 4a); it appearsshahse rates were again higher in the
APP/PS1 mice. Response rates averaged across athéhbitis for both CS types are shown in Table
2; ANOVA conducted on these data with genotype, experimehC&type as factors revealed a main
effect of CS type F(1,67) = 107, MSe = 14.16, p < .0fd= .615, genotype F(1,67) = 13.3, MSe
83.87, p = .0013,> = .166 and an interaction between the two F(1,67) = 4.08,2MSk16, p = .047,
np? = . 057: APP/PS1 mice showed greater average response rates fos @@ F(1, 67) = 11.42,

MSe = 73.76, p = .00%;,* = .146, and the 20s CS F(1, 67) = 13.75, MSe = 24.27, p =504, 170.
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Mean response rates were also higher for the 10s CS than to (88 #dboth WT and APP/PS1 mice

(ps <.001). No other main effect or interaction was sigmifidas < 1

Table 2
Genotype mean response rate across all time bins for the smoothadd @&s CS response

distributions in Experiments 2a and 2.

Experiment  Genotype CS Type
2a APP/PS1 10sCS 19.55 (2.45)
20sCS 12.63 (1.4)
WT 10sCS 13.05 (.98)
20sCS 7.89 (.75)
2b APP/PS1 10sCS 19.19 (2.97)
20sCS 10.44 (1.29)
WT 10sCS 11.71 (1.4)
20sCS 6.3 (1.1)

Standard errors of the mean are shown in parentheses. ExperiPd@R/RS1: N = 18, WT: M

= 18; Experiment 2b APP/PS1: N= 16, WT: N = 19.

Interval Timing: areaunder thecurve (AUC). The normalized response distributions (Figure
7 Panels 1b, 2b, 3b and 4b) showed a similar pattern to Expérdmeith APP/PS1 mice showing a
broader distribution of responding; in addition there was an gummoying tendency for APP/PS1
animals to peak earlier than the WT mice. The Star€Aldores, shown in Panels 1c, 2c 3c and 4c,
appeared higher in the APP/PS1 mice, especially for th€30ANOVA with genotype, experiment

and CS type revealed a main effect of CS type F(1, 67) =1781S2 = 4.21p < .001 7*> = .727,

genotype F(1, 67) = 6.16, MSe = 13.99, p = .046,= .084 and an interaction between the two, F(1,
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67) = 4.68, MSe = 4.12, p = .034,> = .065 nothing else was significant (smallest F(1, 67) = 2.09,
MSe = 13.99, p =.152, for a main effect of experiment). 3@ scores were greater for the APP/PS1
mice for the longer 20€S, F(1, 67) = 6.51, MSe =14.4{,= .013, n,> = .089, although not for the
shorter CS (p = .081). In addition Start AUC scores weratgrdor the longer CS in both genotypes
(ps < .00L)reflecting the broader distributions for longer CSs anticipated by Weber’s law. Stop AUC
scores are shown in Panels 1d, 2d 3d and 4d, which do not suggesangenotype differences;
ANOVA revealed only a main effect of CS type, F(1, 67) = 133M% = 7.37p < .001,77,° = .665
reflecting higher Stop AUC scores for the longer €3s nothing else was significant F(1, 67) = 1.23,

MSe = 9.8, p = .271, for the genotype x experiment intenacti

Interval Timing — Gaussian function
The Gaussian parameters of peak spread and peak time, #lotigewalues of R are shown in Figure

8 (Panels A, B and C respectively).

Peak spread. Spreads (Figure 8 Panel A) appeared significantly highrethfo 20s CS, as
Weber's law predicts, but in addition APP/PS1 mice in bgdtgroups seemed to show higher values
of spread than the WT mice for this longer. @BIOVA with genotype, experiment and CS type as
factors confirmed this impression, revealing main effectgeobtype, F(1, 55) = 5.9RISe = 39.57p
=.018 7,2 =.097, and CS type-(1, 55) = 61.28MSe= 31.58 p < .001,7,2 =.52, and an interaction
between these factors F(1, 55) = 4.16, MSe = 31.58, p = 13486, .07; spread for the 20s CS was
significantly greater in the APP/PS1 mice, p = .0N@ other main effect or interaction was significant,

largest F(1, 55) = 1.75, MSe = 31.58, p = .191 (CS x experiment).

Peak time. Peak times (Figure 8 Panel B) appeared higher for the 20shihd®sCS as one
would expect, but in addition seemed lower in the APP/PB# for the longer CS. ANOVA with
genotype, experiment and CS type as factors confirmedéhisaling an effect of CS typE(1, 55) =

38.63 MSe = 36.00p < .001,7,* = .41 which interacted significantly with genotyf&(1, 55) = 5.32

MSe = 36.00p = .025,7,° = .088: peak times were significantly lower in the APP/PS1 foicthe 20s
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CS, p =.040, but not the 10s CS, F < 1. Again no effect or idtierainvolving age was significarfs
<1, and nothing else was significant, largest F(1, 55) = 3.067MSe76, p = .08. Group mean values
of peak time for the 10s CS were, averaged over both agggrl4.80s and 15.54s for APP/PS1 and
control mice respectively; both differed from the targaietiof 10s, ps < .01. Corresponding values for
the 20s CS were 19.17s and 25.20sWHemice significantly overestimated the target time, p =,.002

while the APP/PS1 mice did not, p =.71.

Goodness of fit. The values of Rvalues are shown in Figure 8 Panel C; ANOVA revealed only
a main effect of CS type, F(1, 55) = 16.51Be = .022p < .001,7° =.23; nothing else was significant,
largest F(1, 55) = 1.42Se = .036, p = .23. Thus neither genotype nor age affected gsoolni in

this experiment.
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Figure 7 Panels 1 & 2 show data from Experiment 2a, Panels 3 and 4 data froriniexger
2b. Genotype mean (smoothed) response rates during each 1-s bin of {®ahéls 1a, 3a) and 20-
s (Panels 2a, 4a) CSs; corresponding normalized rates shown in Pa&elb idr the 10-s CS, and
Panels 2b & 4b for the 20-s CRart AUC scores (xSEM), presented for 10-s and 20-s CSaelda
1c & 3c, 2¢ & 4c respectively, reflect the genotype differenc8JC for the light blue area in Panels
1b & 3b, and 2b & 4b. Stop AUC scores, presented for 10-s and 20ks E&sels 1d & 3d, and 2d &

4d respectively, derive from the remainder of these functioneflécts a significant genotype
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difference. Experiment 2a APP/PS1: N = 18, WT: N = 18; ExpertiZle APP/PS1: N = 16, WT: &
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Figure 8 Genotype mean values of peak spread (A), peak tima(B)R (C) + SEM for the 10-s and
20-s CSs in Experiments 2a and 2b. The APP/PS1 mice had significghity spreads and lower

peak times than the WT mice for the 20-s CS; neither wastedf by age. # = significant genotype
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difference, * denotes statistical significance between CS typesgritent 2a APP/PS1: N = 16, WT:

N = 16; Experiment 2b APP/PS1: N = 12, WT: N = 15.

Discussion

As in Experiment 1 the APP/PS1 mice showed some evidence of@thpaterval timing.
They had greater Start AUC scores and values of pea&dstitan the wild types for the long@0s
CS indicating broader response functions and hence poorer tipregsion. However, as in
Experiment 1 the Stop AUC scores did not differ the genotypegestigg that the APP/PS1 response
functions were broader only on the ascending section that prefwedkdelivery. A novel finding in
this second experiment was a difference in timing accura@®P/PS1 peak times for the 20s CS were
significantly earlier than those of the WT mice; howevas,was not obviously a genotype impairment
in accuracy, as although the WT mice significantly overeséichahe time of food delivery, the
APP/PS1 peak times did not differ from the correspondingetadimes Finally, none of these effects
wasinfluenced by age. The fact that the timing abnormaliig evident in both the younger and older
mice is consistent with the suggestion that it was causeldvsted levels op-amyloid, which would
have been present in both young and old mice, rathepthgne deposition, which would have been
substantial in the older mice only. However, the fact the yauage older mice did not seem to diffe
in performance deserves some commeohe might imagine that this elevation would be accentuated
as the mice aged, magnifying the behavioural effects. Bustiggestion may be over-simplistic. First,
there is evidence that levels of soluplamyloid do not in fact increase between 6 and 12 months of
age in this strain (Xiong et al., 2011Rut even if they did, there is no particular to suppose that the
relationship between these indirect physiological indices of ahedamage and behavioural
performance is linear, or that the relative sensitivitgheir measures is sufficient to detect changes
over this time period. In short, if a relationship betweenwo were present this would be compelling
— but the absence of one cannot be truly informative, as it episiel for any number of reasons.

There was no sign that genotype had any effect on the lahirhiity to learn the discrimination

between reinforced and non-reinforced CSs in either emgg There was, however, a tendency
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throughout for APP/PS1 mice to respond more, and have hiiffenence scores, than WTs in both
experimentswhich might reflect increased motivation; moreover, altifothe analysis of mean non-
normalised response rates during peak trials revealedthisatifference was not significant in
Experiment 1, it was in Experiment 2. However, in Experiment2ghine analysis revealed higher
response rates in the APP/PS1 mice in both theCBland the 20€S - and inspection of the data
shown in Table 2 reveals that this genotype difference in respateswas numerically greater for the
10sCS. Thus if response rate alone had been driving the greatzrdspeen in the APP/PS1 animals,
then one would also predict they would have shown greater dprahe 10CS, whereas in fact there
was no sign of such a differencEhe entire pattern of behavioural findings is therefore diffito
explain in terms of response rate alone.

As in Experiment 1, the Rmeasure of fit to the Gaussian model was low relative t&Rthe
values found in human studies, although consistent witle ttoosd in the animal literature (Tam and
Bonardi, 2012bDrew et al., 2007but see Yin and Meck, 2014). Critically, although genotype
differences in Rwere observed in Experiment 1, no such differences werevelosie Experiment 2,

meaning that the transgenic effect on timing cannot béwatiyd to this factor.

Experiment 3

Experiment 3 explored the neural basis of our behavioral findihgas been argued that the
mechanism by which elevated levels @Famyloid produce cognitive impairment is via
neuroinflammatory responses, which are now widely thoughtriee the symptoms of AD
(Parachikova, 2007). While it has long been established that nifanaination can be triggered by
plague deposition, more recent work suggests that s@udnheyloid can have the same effect (Bruno
et al., 2009; Lue et al., 1999; Okello et al., 2009) and Husallso been demonstrated in our APP/PS1
mice. For example, there have been reports of elelatets of inflammatory markers in this strain

from 2 months of age, well before the start of plaque depogi¢.g. Ruan et al., 2009; Zhang et al.,
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2012). Thus in the present study we attempted to evaluate néuroimdtion markers in our animals
to evaluate the possibility that neuroinflammation could Uredéne behavioural effects that we
observed

The inflammatory response in the brain involves increased produutt reactive astrocytes
and activated microglia, whose role is to detect and rdpaiage, and stimulate production of a variety
of substances involved in the immune response. Accordingly we meedntiensity of activated
microglia in APP/PS1 and WT mice from Experiment 2a, biisig with the ibal antibody, a protein
that is expressed in microglia and up-regulated during miedagttivation. The primary site of interest
was the hippocampus (Ruan et al., 2006ng et al., 2011Zhang et al., 2012put we also examined
the striatum, an area affected early in familial ABiegani et al., 201Felden et al., 19943rd heavily
implicated in timing (Meck, 2005)n the APP/PS1 mice, clusters were also analyzed: micraglg c
group around aggregated amyloid plaques to form a singdeecl(Shemer and Jung, 20Palli et al.,
2012 Stalder et al., 199%Ruan et al., 20QMarlatt et al., 2014), which can be used as an indirect

marker for plaque deposition.

Materials and methods
Subjects
The experiment employed 12 APP/PS1 and 12 wild type mitieh had previously taken part

in Experiment 2a. Half of each genotype were 4 months of age¢ha remainder 5 months.

Tissue preparation. The brains used to estimate microglial pathology were post-fixdéo
paraformaldehyde and stored at°G8or at least 48 hours. They were then placed into increasing
concentrations of ethanol (70% ethanol for 1 hour, twice; 90#net for 1 hour; 90% ethanol for 1.5
hours; 100% ethanol for 1.5 hours, twice; and finally 100% ethan@lhours). The samples were then
placed into 100% chloroform for 2 hours, before being putligtod paraffin wax, twice for 1 hour,
and finally embedded in paraffin wax with a tissue embedsfiation (Leica TP1020). All sections

were cut on the coronal plane and mounted on 3-Aminopropkitisigsilane (APES) slides.
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Hippocampal sections were taken from between bregma 1.18mn2 &2unm, and striatal sections

from between bregma 1.32mm and -0.82mm.

I mmunohistochemistry. Immunohistochemistry for ibal staining was carried out according t
a standardised procedure (Pardon et al., 2016). Two slidesgieregion, averaging 6 slices per slide,
were taken. After staining all slides were then mounted@lghrvue mountant (Thermo scientific, cat.
Nr. 4212), and cleaned the following day with acetone. Saimalges were taken using a Hamamatsu
NanoZoomer-XR 2.0-RS C10703 digital scanning system using a TDbZAdamer camera
(Hamamatsu Photonics K.K. Systems, Japan) with a 20 X magiufic and viewed with NDP.view2

software (NanoZoomer Digital Photography).

Datatr eatment

Microgliosis in APP/PS1 and WT mice was compared by cogrtie number of stained
microglia and, in the APP/PS1 mice, microglial clusterghEbtriatal and six hippocampal slices
(dorsal to ventral) per animal were used; regions of ist@ere defined in both hemispheres for dorsal
striatum, CA1, CA2, CA3 and dentate gyrus (DG). These regiens.2mrfor all but CA2, for which
they were 0.1mi The number of ibal-stained microglia in these regions wasciented blind to
genotype. Clusters (in the APP/PS1 mice; there were no r&uiste VT animals) were counted
separately in hippocampal (bregma 1.18mm and -2.92mm) and ddegal s&ctions (bregma 1.32mm
/ -0.82mm), and also in the surrounding cortical tissue. In baies counts were averaged across

hemisphere and slice, and transformed into counts pér mm

Results

Microgliosis. Figure 9 (Panel A) shows the genotype mean number of countsygen CAL,
CA2, CA3 and also DG regions of interest; representative exanghl®G microglia are shown in
Figure 10. Counts were numerically higher in the APP/P&&,nespecially in the DG. ANOVA on
counts in hippocampus proper, with area (CALl, CA2, CA3), gpadiPP/PSIWT) and age (4 and

5 months) as factors revealed a main effect of areastafge 39, 33.68) = 13.02, MSe = 49.26<p
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.001, 77,% = .39; t-tests revealed higher counts in CA1 than in CA3, t (BB%; no other comparisons
were significant. There was also a significant effect of &ffe, 20) = 23.81, MSe = 148.54, p < .001,
np? = .54, counts being higher at 5 months in every condition; nothieghgls significant, large$t(l,
20) = 3.04, MSe = 148.54, p = .10. Although there was no genotigi# eh counts in hippocampus
proper, a difference in DG was evident: ANOVA revealedsdn effect of genotypd;(1, 20) = 10.42,
MSe = 111.06, p = .0043° = .34, and ager (1, 20) = 8.73, MSe = 111.06, p = .008% = .30, but no
interaction,F(1, 20) = 1.35, MSe = 111.06, p = .26. Thus in the DG microglia cetentssignificantly
higher in the APP/PS1 mice, as well as in the older .rkagels C and D of Figure 9 show a similar
pattern in dorsal striatum, with counts being higher in the/RBP animals and in the older mice
ANOVA with genotype and age as factors revealed maintsféédoth genotypd; (1, 20) = 4.93, MSe
= 53.66, p = .03875,2 = .20 and ageF(1, 20) = 16.54, MSe = 53.66, p = .004? = .45, but no
interaction, F < 1. Thus APP/PS1 mice had greater nigrdfemicroglia than WTs in dentate gyrus
and dorsal striatum, but not in CA1, CA2 and CA3.

The total number of microglial clusters in the entire @odnd hippocampal areas taken from the
hippocampal sections are shown in Figure 9 (Panel E). Cluster Ippdarad to be higher at five
months than at four, and more so in cortex than hippocampl@VA confirmed main effects of both
age,F(1, 10) = 20.19, MSe = 13.43, p = .004? = .67, and ared; (1, 10) = 51.12, MSe = 5.62,9¢
.001, 2 = .84, and a significant interactioR(1, 10) = 23.00, MSe = 5.62, p = .0042 = .70: more
clusters were found in cortex at five months than at fe(ir, 20) = 40.66, MSe = 9.52, p < .001, but
levels in the hippocampus did not differ with agél., 20) = 1.37, MSe = 9.52, p = .26. We observed
no clusters in the striatum itself, but in the correspondindgcabdlices the mean numbers of clusters
were 3.54 and 9.19 at 4 and 5 months respectively, and thiess differedF(1, 10) = 17.10, MSe

5.59, p = .0027,2 = .63.
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Figure 9: Ibal staining: genotype mean counts pef #18EM in CA1 CA2 CA3 and DG at 4 month
(Panel A) and 5 months (Panel B), andstriatum at 4 months (Panel C) and 5 months (Panel D).
Panel E shows the average number of clusters in the cortex, higpegcamd striatum of 4 and 5
month old APP/PS1 mice. APP/PS1 mice had significantly great@bers of microglia than WTs in
dentate gyrus and dorsal striatum, but not in CAl, CA2 and @ABel APP/PS1 mice the number of
microglial clusters increased between fout and 5 months in cdrdéxot hippocampus. * denotes

statistical significance
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Figure 10: Representative samples of ibal-stained microglia (20x magaif) in the dentate gyrus

in wild type and APP/PS1 mice at 5 months of age.

Discussion

APP/PS1 mice had greater numbers of microglia than WTHemtate gyrus and dorsal striatum,
but not in CA1, CA2 and CAS3; numbers increased in all angisage. In addition the number of
microglial clusters in the APPS1 mice increased between 4 and 5 months in cortex, but not

hippocampus; no clusters were seen in striatum, or in the W&, mic

General Discussion

The results of the present experiments suggest that the APP/&Sdhmived abnormalities in

their timing behaviarFirst, they had greater values of spread than the WE foicthe delay CS in
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Experiment 1 and for the 20s CS in Experiment 2, an observatioh isldonsistent with more variable
timing - an exact parallel of what is found in humantigipants (Caselli et al., 20PBlichelli et al.,
1993 Carrasco et al., 200Rueda and Schmitter-Edgecombe, 2@Haj et al., 2016Hellstrom and
Almkvist, 1997) It is unclear why the effect on spread was naokeevifor the trace CS in Experiment

1 or the shorter 10s CS in Experiment 2, although both migiduledo ceiling effects making
differences in spread more difficult to detdat Experiment 1 the pattern of results suggested that the
mice were using trace CS offset to time food delivery 5s, lataking food delivery easier to time than
for the 15-s delay CSimilarly, in Experiment 2 the 10s would have been easier to timetiedanger,

20s CS, again making ceiling effects in timing more likely

The APP/PS1 mice also had greater Start AUC scordsofb CSs in Experiment 1, and for
the 20s CS in Experiment 2, although the Stop AUC scores didiffest This is consistent with the
effect on spread in suggesting reduced precision of timing, st bedore the criterionrtie This
asymmetric effect of genotype on the ascending and descendiioy sft¢he response functions also
bears on an alternative interpretation of our res@lthough it has been supposed that peak procedure
performance is independent of motivational factors such avadfditude (e.g. Roberts, 1981), there is
evidence that the resulting response distributions may benn#idenot only by timing ability, but also
impulsivity. Single trial analysiseveals that animals’ response rates abruptly switch from a state of low
to high responding near the criterion time, and then abruptp again. A tendency to respond
impulsively could bring forward the transition to the highesia this low/high/low pattern, raising the
ascending arm of the average response funetiand in principle explain the pattern of results we
observed. However, this effect should be symmetrical eswldsdlay the second transition to the low
response stateelevating the descending section of the averaged functionslladatell & Portugal
(2007) have provided evidence in support of this. In an elegant stagyattempted to remove the
contribution of impulsive responding on Fl schedule performance by sumsiimgpan additional
behaviour-dependent variable-interval reinforcement schexdtutedifferent manipulandum, in which
the animal only had the possibility of obtaining food if itswaaking a second response. They observed

that this decreased the spread of the FI response fundiffatsively increasing the precision of timing
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— and critically this effect was symmetiic single trial analysis revealed that both low/high and
high/low transition points moved closer to the criterion t{adehough the differences in the averaged
functions did appear numerically larger before the criteiior). On this basis we think it unlikely the
asymmetrical effect we observed can be acauifior in terms of impulsivity.

Another aspect of our findings that is difficult to explaintérms of impulsivity is the effect
we observed of genotype on timing accuracy: in Experiment 2RRPS1 mice showed significantly
earlier peak times than the wild types for the @8gcf. Gir et al., 2019b)his may help explain the
asymmetric effect on Start and Stop AUC valueshifting the function to the left in this way would
selectively increase Start AUC values even without any cotaoneffect on spread (cf. Figure 6 Panel
2b). Of course, a leftward shift in the timing function shalkb reduce the Stop AUC values, which
we did not observe, but this may have been offsetrbigcrease in spread. Although effects of AD on
timing accuracy have not yet been reported in humarcjpamis, they are consistent with the effect on
hippocampal function we anticipatetihe overall profile in the APP/PS1 mice of greater vahfes
spread accompanied by earlier peak times bears a clogiiagee to the effects of dorsal hippocampal
damage on timing (Tam and Bonardi, 2012am and Bonardi, 2012IBonardi, 2001 Meck, 1988
Meck et al., 2013)Meck’s original studies (Meck et al., 198Meck, 1988) demonstrated reliably
shortened peak times after fimbria-fornix lesions, andouarauthors havesproduced these findings
in animals given chemical lesions of dorsal hippocampus (Tam @0aB Tam and Bonardi, 2012a
Balci et al., 2009Yin and Meck, 2014) an effect which forms the basis of a recently proposed
computational model of hippocampal function (Oprisan et al., X0d&ddition Tam et al., (2015)
conducted a set of generalised linear mixed-effects modekewrdata which revealed, in addition to
the effect on timing accuracy, an impairment in timingcision that was systematically related to the
degree of dorsal hippocampal damage sustained. This previoudbntified effect resembles the
effects found in the present experiments, and is further sudpdortine significantly higher levels of
microgliosis in the DG area of hippocampus in the brainsiojyoung APP/PS1 animals.

The suggestion of hippocampal involvement in the early cognitiveitdedfcAD is supported
by the results of previous studies, showing a variety of hippocampairingrds emerging around 3

months of age in this transgenic model, such as a reductioffosnand arc (which are known to
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upregulate in learning and memory) and the reduction ilices®1P response element binding protein
(CREB) (Christensen et al., 2Q1Bedros et al., 201 £&ttcheto et al., 2018). In addition impaired LTP
(Vegh et al., 2014volianskis et al., 2010) in hippocampal slices, reductiaiemate resting membrane
potentials, action potential threshold (Minkeviciene et al., p0f8d a decrease in theta and increase
in gamma activity, via EEG recording (Papazoglou et al., Phage all been reporteMoreover, this
strain also shows impairments in hippocampal-dependent spatial ryndreimre amyloid plaque
deposition (Bonardi et al., 201¥egh et al., 2014Edwards et al., 2014)

Nonetheless, it is also possible the results reflect the chatrgdisguption that accompanies
AD (Francis et al., 199%erreira-Vieira et al., 2016). For example, Balci aalleagues (2008), in a
peak procedure with mice, found that the cholinergic antagerogiolamine reduced timing precision,
while physostigmine (a cholinesterase inhibitor) enhanced it.eddar, APP/PS1 mice show
hippocampal-specific alterations in cholinergic function. APP/RB#& at 3.5 months show a reduction
in acetylcholine and choline acetyltransferase, which are pagitively correlated with impaired
performance on a spatial memory task, whilst solylbmyloid was inversely correlated with
acetylcholine and choline acetyltransferase levels (Zhang @04R). By 5-6 months APP/PS1 mice
show a reduction in the release of preformed and newly syréesmigtylcholine in the hippocampus
(Machova et al., 2010). It has been suggested that this cholidggfinction is caused by solulfie
amyloid, which in turn causes the cognitive deficits (but see Eaal., 2008Perez et al., 2007). Thus
early soluble3 -amyloid-induced disruption of hippocampal cholinergic functiorccouprinciple be
a driving force behind the effects on timing precision andraay observed in these experiments.

Another possibility is that the effects on timing stem froamege to the medial prefrontal
cortex (MPFC). Buhusi et al (2018) recently reported I@&aBAergic inactivation of mPFC with
muscimol infusions resulted in more variable timing on a dudt-paarval task, just as was seen in
our experiments. However, they found timing accuracy remaitact, while here effects on accuracy,
albeit limited to the longer CS, were found in ExperinnThe prefrontal cortex is an area of early
plague deposition (Bonardi et al., 20Kim et al., 2012) and undergoes impairments in synaptic

plasticity (Christensen et al., 2013) and cortical hypertability (Gurevicius et al., 2013) in the
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APP/PS1 mouse. Alternatively, the effects on timing obseneed and by Buhusi et al. (2018) might
be due to a functional connection between mPFC and hippocafuiamatergic projections are
found between ventral hippocampus and mPFC, while mPFC aiseats to the CA1 and CA3 regions
of dorsal hippocampus (Sigurdsson and Duvarci, 2015), and themsdsstrong evidence for
synchronous communication between these two regions during leamihgecall (Sigurdsson and
Duvarci, 2015Wierzynski et al., 200Colgin, 2011).

We also reported elevated levels of microglia in the detgatum of the APP/PS1 mice, which
increased between 4 and 5 months; we believe this isr¢hestidy to demonstrate such an effect in
striatum which, along with the dopaminergic system, have ligficated in timing behavior
(Macdonald et al., 201Matell et al., 2003); thus this could also in principle uheé¢he behavioural
timing effects we observed. For example, MacDonald e2GlZ) showed that intracerebral infusions
of anisomycin (a protein synthesis inhibitor) into the dors#tain affected start and stop response
thresholds in a peak-interval timing task, wHiterkinson’s patients, who suffer degeneration of the
basal ganglia, overestimated stimulus duratibat performed veridically when their dopamine levels
were restored by medication (Malapani et al., 1998). Howeweter other conditions they both under-
and over-estimated durations, making the nature of the effeeiccuracy less clear. Moreover, the
variability in Parkinson's patients' timing does not seem taffeeted by the disease (Claassen et al.,
2013). Animal studies complement these findings. Maricq and CHaa88) found that rats also
overestimated elapsed time when treated with methampinet@ineurotoxic to dopaminergic neurgns)
but did the opposite with haloperidol (a dopamine antagor8si}h evidence suggests that striatal
dopamine plays a key role in timing, and striatum featureslii@aeurrent timing models (e.g. striatal
beat frequency model; (Meck, 2005). Nonetheless, the docuneffeets of striatal and dopaminergic
manipulations are less clearly paralleled in our resultsttf@effects of dorsal hippocampal damage:
Our most consistent finding was the increase in timing vatiabilthe APP/PS1 mice, an effect which
has not been reported in studies of dopaminergic manipulation.

In summary, these experiments demonstrated increased tiariability, and in Experiment 2
shorter peak times, in the APP/PS1 mouse. These effee®wdent at 4-5 months of age, and seemed

unaffected by age, at least up to 8 months. Although sifimidings on timing variability have been
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reported in patients, to our knowledge there are only previausttwdies that have examined timing in
transgenic models of ARGUr et al., 2019a; 2019b), and neither found an effect on timangbility.
This may be related to procedural differences betweetwihsets of studies, a marked one of which
is that GUr et al. conducted extensive testing comprising 2%&Bfny sessions with intermixed probe
trials, whereas our study - in part to avoid compromise teitengnimals in the critical time window

- employed far fewer. It may be that extensive testingomvees any tendency to increased variability
by allowing better learning of the target intervals. In Heisse perhaps our tasks had more in common
with human studies, which predominantly report increaseihility in patients after brief testing
(Carrasco et al., 2000, Caselli et al., 2009, El Haj e2@1.3, Hellstrom & Almkvist, 1997; Nichelli et
al., 1993 Rueda & Schmitter-Edgecombe, 2009; but see Heinik et al., 2012)uButr experimental
work will be required to address such speculations.

Gur et al. (2019b) did, however, report significant underestimaifothe target interval
indicating an effect on timing accuraayirroring the one we reported in Experiment 2. Their study
was conducted in 9-month-old female 5xFAD mice which hawawmmutation but in whicp-amyloid
appears in cortex and hippocampus from 1.5 months of age. Thaseould thus be very likelio
have developed clear hippocampal plaque pathology by the tinestofgt which could explain this
finding because - as noted above - earlier peak time is awigmdtdorsal hippocampal damage. This
strengthens our confidence in the effect on accuracy we obdarizgberiment 2, and also suggests
that - given the absence of significant hippocampal plaquelpgthin the 4-5-month old mice of
Experiment 2a - the effect may be due rather to the neunmimiggion produced by elevat@damyloid
rather than plaques per.sélthough it remains unclear why we observed no such an effemtr
Experiment 1, it may be that the inclusion of trace triglsriared, for some reason, with detection of
the effect.

In conclusion, this work strengthens the procedural patedtaleen mouse and animal research
that should underpin future translational work, and may fiwerbasis for future diagnostic screening
tests, for which there is an urgent neatk also showed elevation in levels of microglia at 4-5 hmnt

which reflects the neuroinflammation preceding plaque formatiothe dentate gyrus area of the
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hippocampal formation and the dorsal striatum. Within the APP&?&dp there was also an age-
dependent increase in numbers of microglia clusters, whickgegplague formation, in cortex, and in
addition evidence of clusters in hippocampus. Although either hippjoal or striatal damage could

theoretically underlie the behavioural effects we obsethedattern of findings more closely resemble
that seen after damage to the dorsal hippocampus. It is to be tiay these findings lay the basis for
human translational work that will both broaden the rasfgmgnitive diagnostic tests, and provide a

firm translational basis for preclinical testing of potehtieatments.
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