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ABSTRACT

The effect of siphon flow on kink oscillations of magnetic flux tubes is studied in the thin tube and thin boundary layer (TTTB)
approximation. The presence of a transitional layer results in oscillation damping due to resonance absorption. To calculate the
damping rate we use the regular perturbation method with the ratio of transitional layer thickness to tube radius as a small parameter.
We found a dependence of the ratio of decrement to the oscillation frequency, γ/ω1, on the ratio, χ, of flow velocity magnitude to the
Alfvén speed in the tube core. The general theoretical results are applied to a particular case where the density radial dependence in
the transitional layer is linear. We consider two models. In the first model, the radial dependence of the velocity amplitude is such
that the resonance in the transitional layer occurs where the flow velocity is zero. In the second model, the flow velocity is non-zero
in the whole transitional layer. In both cases, γ/ω1 is an increasing function of χ. In the first case, the presence of flow can lead to an
increase in γ/ω1 by more than a factor of two. In the second model, we only carry out the calculation in the case where the plasma
density inside the tube is much larger than the density of the surrounding plasma. In this model, the effect of flow is less pronounced
than in the first model, and the presence of flow can increase γ/ω1 by a factor of 0.25 at most. We discuss the application of the
obtained results to coronal and prominence seismology. We conclude that while for typical values of velocity in coronal loops the
effect of flow is weak, it can be quite substantial in prominence seismology.
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1. Introduction

Kink oscillations of coronal magnetic loops were among the first
magnetohydrodynamic oscillations observed by space missions
in the solar atmosphere at the end of the last century. They were

first observed by the Transition Region and Coronal Explorer
(TRACE) mission in 1998 and reported by Aschwanden et al.
(1999) and Nakariakov et al. (1999). Since then these oscil-
lations have been routinely observed by space missions (e.g.
Erdélyi & Taroyan 2008; Duckenfield et al. 2018; Su et al.
2018; Abedini 2018, and references therein). Recently, kink
oscillations have also been observed in prominence threads (e.g.
Arregui et al. 2018).

Even the first observation of a coronal loop kink oscillation
showed that it was strongly damped, with a damping time of
a few oscillation periods. At present, it is generally accepted
that this damping is caused by resonant absorption. Resonant
absorption was first suggested for complimentary plasma heat-
ing in fusion devises (Tataronis & Grossmann 1973; Grossmann
& Tataronis 1973). At the same time resonant absorption was
used to explain the mechanism of magnetospheric pulsations
(Lanzerotti et al. 1973; Southwood 1974; Chen & Hasegawa
1974a,b).

After Ionson (1978) proposed resonant absorption as a mech-
anism for heating coronal magnetic loops, it remained very pop-
ular in solar physics. At first, the main effort of researchers was to
elaborate the idea by Ionson (1978) and study the coronal heating

by resonant absorption of magnetohydrodynamic (MHD) waves
(e.g. Kuperus et al. 1981; Ionson 1985; Hollweg 1990). Resonant
absorption was also used to explain the observed loss of acoustic
power in sunspots (e.g. Hollweg 1988; Lou 1990; Stenuit et al.
1993).

The launch of space missions at the end of the last cen-
tury boosted the interest of theoretical physicists in studying
waves in the solar atmosphere in general, and in application of
resonant absorption to problems in solar physics in particular.
Nakariakov et al. (1999) suggested that the observed damping of
coronal loop kink oscillations was caused by resonant absorption.
Ruderman & Roberts (2002) elaborated this idea and showed that
the observed oscillation period and damping time can be used to
obtain information about the transversal density distribution in a
coronal magnetic loop. Goossens et al. (2002) then applied the
method suggested by Ruderman & Roberts (2002) to 11 events
of coronal loop kink oscillations. Now, this method is among the
main methods of a new branch of solar physics called coronal
seismology (e.g. Goossens et al. 2006, 2011).

Observations by Solar and Heliospheric Observatory SoHO
(Brekke et al. 1997; Winebarger et al. 2002; Teriaca et al. 2004),
TRACE (Winebarger et al. 2001; Doyle et al. 2006), and more
recently Hinode (Teriaca et al. 2004; Tian et al. 2008; Ofman &
Wang 2008) and STEREO (Tian et al. 2009) showed that flows are
ubiquitous in active region loops. Flows with speeds of between
about 5 km s−1 and 30 km s−1 are also often observed in promi-
nence threads (Chae et al. 2008; Terradas et al. 2008). In view of
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Fig. 1. Equilibrium configuration. The magnetic field is the same every-
where, while the velocity is zero outside the tube. The tube length is L.

these observations it is important to study the effect of flow on
resonant damping of kink waves in magnetic flux tubes. To our
knowledge, Goossens et al. (1992) were the first to address this
problem. These latter authors considered kink oscillations of a
twisted magnetic tube in the presence of helical flow and derived
so-called connection formulae. Using these formulae they stud-
ied resonant damping of propagating kink waves in the thin tube
and thin boundary layer (TTTB) approximation. Their analysis
was extended by Terradas et al. (2010) who studied the damp-
ing of propagating kink waves in the TTTB approximation ana-
lytically, and without using this approximation numerically. Soler
et al. (2011) used the TTTB approximation to study the effect of
flow on spatial damping of propagating kink waves analytically,
and then studied the same problem numerically without using the
TTTB approximation. They compared the analytical and numer-
ical solutions to outline the limit of applicability of the TTTB
approximation. Bahari (2018) studied the effect of magnetic twist
on the spatial damping of kink waves in the presence of flow.

Terradas et al. (2010) also addressed the problem of resonant
damping of standing waves in the presence of flow. However,
these latter authors only obtained an approximate solution under
the assumption that the flow speed is much smaller than the
Alfvén speed in a magnetic tube. They even cast doubt on the
possibility of obtaining an exact solution describing a standing
wave in the presence of flow. Nevertheless, Ruderman (2010)
obtained the solution describing a standing kink wave in a
magnetic flux tube in the presence of flow in the thin tube
approximation. This solution is a superposition of two waves
propagating in different directions. These waves have the same
frequency, but different wave numbers. A similar approach was
then used by Terradas et al. (2011) who considered an applica-
tion to coronal seismology. Both Ruderman (2010) and Terradas
et al. (2011) considered straight magnetic tubes. Later, Bahari
(2017) extended the theory of standing waves in the presence of
flow to twisted magnetic tubes. However, all these authors con-
sidered a tube with the sharp boundary and thus did not study the
resonant wave damping. Therefore, up to now, there have been
no studies of the flow effect on resonant damping of standing
kink waves that is valid for arbitrary flow velocity. This paper
aims to fill this gap.

The paper is organised as follows. In the following section
we formulate the problem. The damping rate due to resonant
absorption is calculated using the regular perturbation method

with the ratio of thickness of the transitional layer to the tube
radius used as a small parameter. In Sect. 3 we calculate the first-
order approximation. In Sect. 4 we calculate the second-order
approximation and thus find the expression for the decrement.
In Sect. 5 we apply the general theory to a particular equilib-
rium with the linear density profile in the transitional region. In
Sect. 6 we discuss a possible application of the obtained results
to the coronal and prominence seismology. Section 7 contains
the summary of obtained results and our conclusions.

2. Problem formulation and governing equations

We consider the plasma motion in the cold plasma approxima-
tion. The unperturbed magnetic field is straight in cylindrical
coordinates r, φ, z, and is given by B = Bez, where ez is the unit
vector in the z-direction and B is a constant. In the unperturbed
state there is also the plasma flow with the velocity U = U(r)ez.
The equilibrium density is given by

ρ(r) =



ρi, r ≤ R(1 − l/2),
ρt(r), R(1 − l/2) ≤ r ≤ R(1 + l/2),
ρe, r ≥ R(1 + l/2),

(1)

where R is the tube radius, ρi and ρe are constants, ρe < ρi, ρt(r)
is a monotonically decreasing function, and ρ(r) is continuous
at r = R(1 ± l/2). The domain defined by r ≤ R(1 − l/2) is the
core part of the magnetic tube, while R(1 − l/2) ≤ r ≤ R(1 +
l/2) defines the transitional region. The velocity magnitude is
given by

U =



Ui, r ≤ R(1 − l/2),
Ut(r), R(1 − l/2) ≤ r ≤ R(1 + l/2),
0, r ≥ R(1 + l/2),

(2)

where Ut(r) is a monotonically decreasing function, and U(r) is
continuous at r = R(1± l/2). We can always choose the direction
of the z-axis in such a way that Ui > 0. Since the magnetohydro-
dynamic equations are invariant with respect to the substitution
B → −B we can assume that B > 0. The equilibrium configura-
tion is shown in Fig. 1.

The tube length is L. We assume that the tube is thin, R ≪ L.
In addition, we assume that the transitional layer is also thin,
l ≪ 1. Hence, we use the TTTB approximation. Ruderman et al.
(2017) derived the equation describing kink oscillations of a thin
expanding non-stationary magnetic tube in the presence of flow.
For a particular equilibrium considered in this paper this equa-
tion reduces to
(
∂

∂t
+ Ui

∂

∂z

)2

η +
1

ζ

∂2η

∂t2
− 2V2

Ai

∂2η

∂z2
= L, (3)

L = δP
ρiR
+ V2

Ai

∂2(lη + δη)

∂z2
− 1

ζ

∂2(lη + δη)

∂t2
· (4)

Here ζ = ρi/ρe, η, which is the radial displacement of the tube
core, is independent of r, V2

Ai
= B2/µ0ρi, and

δP = P
∣∣∣
r=R(1+l/2)

− P
∣∣∣
r=R(1−l/2)

,

δη = ξr
∣∣∣
r=R(1+l/2)

− ξr
∣∣∣
r=R(1−l/2)

, (5)

where ξr is the radial component of the plasma displacement and
P the magnetic pressure perturbation. The solution to Eq. (3)
must satisfy the boundary conditions

η = 0 at z = 0, L. (6)
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Below, we look for the solution in the form of normal modes
and take all dependent variables proportional to exp(−iωt). We
then use the regular perturbation method and look for the solu-
tion in the form

η = η1 + lη2, ω = ω1 + lω2. (7)

The variation of P and η across the transitional layer is of the
order of l. In accordance with this we introduce the scaled quan-
tities

δ̃P = l−1δP, δ̃η = l−1δη. (8)

We then transform Eqs. (3) and (4) to

(
iω − Ui

d

dz

)2

η − ω
2η

ζ
− 2V2

Ai

d2η

dz2
= lL̃, (9)

L̃ = δ̃P
ρiR
+ V2

Ai

d2(η + δ̃η)

dz2
+
ω2

ζ

(
η + δ̃η

)
, (10)

where we use the ordinary derivative instead of the partial
because all quantities now only depend on z.

3. First-order approximation

Collecting terms of the order of unity in Eq. (9) we obtain

C2
k −
ζU2

i

ζ + 1


d2η1

dz2
+

2iω1ζUi

ζ + 1

dη1

dz
+ ω2

1η1 = 0, (11)

where

C2
k =

2ζV2
Ai

ζ + 1
· (12)

The solution to Eq. (11) must satisfy the boundary conditions

η1 = 0 at z = 0, L. (13)

The general solution to Eq. (11) is

η1 = e−ihz(η1+eiqz + η1−e−iqz), (14)

where

h =
ω1ζUi

C2
k
(ζ + 1) − ζU2

i

, q =
ω1

√
(ζ + 1)2C2

k
− ζU2

i

C2
k
(ζ + 1) − ζU2

i

· (15)

Substituting Eq. (14) in the boundary conditions Eq. (13)
yields

η1+ + η1− = 0, η1+eiqL + η1−e−iqL = 0. (16)

It follows from these equations that

η1− = −η1+, e2iqL = 1. (17)

Since we are solving a linear problem we can choose η1+

arbitrarily. To have the correct dimension we take η1+ = −iη0/2,
where η0 is a constant with the dimension of length. The second
equation in Eq. (17) implies that qL = πn, where n = 1, 2, . . ..
Subsequently with the aid of Eq. (15) we obtain

ω1 =
πn|C2

k
(ζ + 1) − ζU2

i
|

L

√
(ζ + 1)2C2

k
− ζU2

i

· (18)

Here, n = 1 corresponds to the fundamental mode, and n > 1
to the (n−1)th overtone. Since we use the thin tube approxima-
tion we must restrict our analysis to moderate values of n sat-
isfying the condition n ≤ n0, where n0R ≪ L. When U2

i
>

(ζ + 1)2C2
k
/ζ the tube is subject to the Kelvin–Helmholtz (KH)

instability with respect to kink oscillations. Below we assume
that U2

i
< (ζ + 1)C2

k
/ζ which, in particular, guarantees that kink

oscillations are KH-stable. It is then straightforward to show that
ω1 is a monotonically decreasing function of Ui.

Using Eq. (17) we obtain

η1 = η0e−ihz sin
πnz

L
· (19)

4. Second-order approximation

Collecting terms of the order of l in Eq. (9) yields

(
C2

k −
ζU2

i

ζ + 1

)
d2η2

dz2
+

2iω1ζUi

ζ + 1

dη2

dz
+ ω2

1η2

= − ζL̃
ζ + 1

− 2ω2

(
ω1η1 +

iζUi

ζ + 1

dη1

dz

)
. (20)

We aim to calculateω2. For this we need to obtain the expres-

sion for L̃.

4.1. Calculation of L̃
To obtain the expression for L̃ we need to calculate δ̃P and δ̃η.
For this we use the linearised MHD equations. The plasma is
assumed to be weakly dissipative. We see below that there is
at least one resonant surface in the transitional layer where the
frequency of kink oscillation coincides with the Doppler-shifted
local Alfvénic frequency. Near this surface there are large gradi-
ents of perturbations. This implies that, although we can neglect
dissipation almost everywhere, we have to take it into account
near the resonant surface. We need dissipation to remove the sin-
gularity at the resonant surface. Below we only need the jumps of
the radial plasma displacement and the magnetic pressure pertur-
bation across the dissipative layer. The exact form of dissipation
and the value of dissipation coefficients only affect the behaviour
of solution in the dissipative layer. However, they do not affect
the jumps of the radial plasma displacement and the magnetic
pressure perturbation (e.g. Ruderman et al. 1995; Goossens et al.
2011). In particular, these jumps would remain the same even
if we account for viscosity and neglect resistivity, or account
for resistivity and neglect viscosity, or keep both of them. This
observation enables us to keep viscosity and neglect resistivity.

Large gradients of perturbations only exist in the radial direc-
tion. As a result, we can write the term describing viscosity in the
momentum equation in a simplified form as the second deriva-
tive with respect to r of the velocity perturbation. Summarising,
we write the MHD equations as

ρ

(
∂u

∂t
+(U ·∇)u+(u·∇)U

)
= −∇P+

1

µ0

(B·∇)b+
1

µ0

(b·∇)B+ρν
∂2u

∂r2
, (21)

∂b

∂t
+ (U · ∇)b + (u · ∇)B = (B · ∇)u + (b · ∇)U − B∇ · u. (22)

Here, ρ = ρt(r), U = Ut(r)ez, u = (vr, vφ, vz) is the velocity
perturbation, b = (br, bφ, bz) the magnetic field perturbation,
P = Bbz/µ0 the magnetic pressure perturbation, ν the kinematic
viscosity, and µ0 the magnetic permeability of free space. We do
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not write the mass conservation equation because it is not used
below.

We now introduce the plasma displacement ξ = (ξr, ξφ, ξz).
Its relation with the velocity perturbation can be written in two
equivalent forms (e.g. Goossens et al. 1992; Ruderman et al.
2017),

u =
∂ξ

∂t
+ (U · ∇)ξ − (ξ · ∇)U

=
∂ξ

∂t
+ ∇ × (ξ × U) + U∇ · ξ, (23)

where we take into account that ∇ · U = 0. Ruderman et al.
(2017) used this expression for u in terms of ξ to derive the sys-
tem of equations for P, ξr, and ξφ. In the particular case of a
non-expanding tube, this system reduces to

P = −ρV2
A

(
1

r

∂(rξr)

∂r
+

1

r

∂ξφ

∂φ

)
, (24)

(
∂

∂t
+ U
∂

∂z

)2

ξr = −
1

ρ

∂P

∂r
+ V2

A

∂2ξr

∂z2
+ ν

(
∂

∂t
+ U
∂

∂z

)
∂2ξr

∂r2
, (25)

(
∂

∂t
+ U
∂

∂z

)2

ξφ = −
1

ρr

∂P

∂φ
+V2

A

∂2ξφ

∂z2
+ν

(
∂

∂t
+ U
∂

∂z

)
∂2ξφ

∂r2
· (26)

The characteristic scales in the r and z directions are R and
L, respectively. The characteristic time is L/VAi. Using Eqs. (25)
and (26) we then obtain the estimate that P/ρV2

A
is of the order

of ǫ2ξr/R, where ǫ = R/L. This estimate implies that the ratio
of the left-hand side of Eq. (24) to its right-hand side is of the
order of ǫ2, meaning that the left-hand side of Eq. (24) can be
neglected and it can be reduced to

∂(rξr)

∂r
+
∂ξφ

∂φ
= 0. (27)

Now, taking the dependent variables proportional to
exp(−iωt + iφ) and eliminating ξφ we obtain the system of equa-
tions for ξr and P,

1

ρ

∂P

∂r
= V2

A

∂2ξr

∂z2
−

(
U
∂

∂z
− iω

)2

ξr + ν

(
U
∂

∂z
− iω

)
∂2ξr

∂r2
, (28)

P = rρ

[
V2

A

∂2

∂z2
−

(
U
∂

∂z
− iω

)2

+ ν

(
U
∂

∂z
− iω

)
∂2

∂r2

]
∂(rξr)

∂r
· (29)

The variation of P in the radial direction in the transitional
layer is of the order of lP. We need to calculate the jumps of ξr
and P across the transitional layer in the leading-order approx-
imation with respect to l. In accordance with this we can take
P = Pi in Eq. (29), where Pi is the value of P at r = R(1 − l/2).
We also take ω = ω1. We note that Eqs. (28) and (29) are valid
everywhere and not only in the transitional layer. Since in the
core region ξr = η(z) and we can take ν = 0 there, it follows
from Eq. (29) that in this region

P = rρi

[
V2

Ai

d2η

dz2
−

(
Ui

d

dz
− iω

)2

η

]
. (30)

Now, taking into account that R(1 − l/2) ≈ R in the leading-
order approximation with respect to l, we obtain from Eq. (30)

Pi = Rρi

[
V2

Ai

d2η1

dz2
−

(
Ui

d

dz
− iω1

)2

η1

]
. (31)

Substituting this result in Eq. (29) and using the approxima-
tion r ≈ R in the transitional layer yields

[
V2

A

∂2

∂z2
−

(
U
∂

∂z
− iω

)2

+ ν

(
U
∂

∂z
− iω1

)
∂2

∂r2

]
∂(rξr)

∂r
=

ρi

ρt(r)

[
V2

Ai

d2η1

dz2
−

(
Ui

d

dz
− iω1

)2

η1

]
. (32)

We did not substitute ω1 for ω in the second term in brackets
on the left-hand side of this equation because, as we see further
below, the small correction to ω1 can be important in the dissi-
pative layer. Using Eq. (19) and the variable substitution

∂(rξr)

∂r
= X exp


iωUz

U2 − V2
A

 , (33)

we transform Eq. (32) to

σ2 ∂
2X

∂z2
+ ω2X + ν

(U(V2
A
− U2)

V2
A

∂

∂z
− iω1

)
∂2X

∂r2
=

η0eigz(U2 − V2
A
)

V2
Ai

(
iC1 cos

πnz

L
+C2 sin

πnz

L

)
, (34)

where

σ =
V2

A
− U2

VA

, g =
ω1U

V2
A
− U2

− h, (35)

C1 =
2πn

L

[
h(V2

Ai − U2
i ) − Uiω1

]
, (36)

C2 =

(
h2 +

π2n2

L2

)
(V2

Ai − U2
i ) − ω1(ω1 + 2hUi). (37)

When deriving Eq. (34), we neglected terms proportional to
the product of ν and derivatives of unperturbed quantities. The
solution to Eq. (34) must satisfy the boundary conditions

X = 0 at z = 0, L. (38)

4.1.1. Solution far from the resonant surface

Usually the observed flows in coronal loops and prominence
threads are sub-Alfvénic. In accordance with this, below we
assume that Ui < VAi. Since ρt(r) is a monotonically decreas-
ing function, it follows that VA(r) is monotonically increasing.
Since, in addition, Ut(r) is monotonically decreasing it follows
from our assumption that U(r) < VA(r) in the transitional layer.

Now, we consider the solution sufficiently far from the reso-
nant layer. This enables us to neglect the term proportional to ν
in Eq. (34) and reduce it to

σ2 ∂
2X

∂z2
+ ω2X =

η0eigz(U2 − V2
A)

V2
Ai

(
iC1 cos

πnz

L
+C2 sin

πnz

L

)
. (39)

Now we consider the differential operatorM defined by the dif-
ferential expression −σ2∂2X/∂z2, and the boundary conditions
Eq. (38). It is easy to show that the eigenvalues of this operator
are equal to Ω2

n, where

Ωn(r) =
πnσ(r)

L
, n = 1, 2, . . . (40)
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When r varies from R(1− l/2) to R(1+ l/2), Ωn(r) monoton-
ically increases from nΩi to nΩe, where

Ωi =
π(V2

Ai
− U2

i
)

LVAi

, Ωe =
πVAe

L
, (41)

taking into account that, by assumption, U(R(1 + l/2)) = 0.
Hence, the operator defined by the left-hand side of Eq. (39)
and the boundary conditions, Eq. (38) is invertible if and only if
ω , ±Ωn(r) for all r ∈ [R(1−l/2),R(1+l/2)] and all n = 1, 2, . . ..
This implies that the Alfvén continuum consists of the infinite
union of intervals,

V =

∞⋃

n=1

(
[−nΩe,−nΩi]

⋃
[nΩi, nΩe]

)
. (42)

The operator defined by the left-hand side of Eq. (39) and
the boundary conditions of Eq. (38) can be written as ω2 − M.
When ω1 < V the solution to the equation (ω2 −M)X = f (z) is

X = (ω2 −M)−1 f

= − 1

σ2

(
sin[κ(L − z)]

κ sin(κL)

∫ z

0

f (u) sin(κu) du

− sin(κz)

κ sin(κL)

∫ L

z

f (u) sin[(κ(L − u)] du

)
, (43)

where κ = ω/σ. Substituting f (z) equal to the right-hand side of
Eq. (39) we obtain

X =
iη0VA

σV2
Ai

sin(κL)

2∑

j=1

A j

κ2 − κ2
j

{
sin(κL)[cos(κz)

− cos(κ jz)] − sin(κz)[cos(κL) − cos(κ jL)]

+ i[sin(κz) sin(κ jL) − sin(κL) sin(κ jz)]
}
, (44)

where

κ j = g +
(−1) jπn

L
, A j =

C1

2
− (−1) jC2

2
· (45)

This result can be obtained directly solving the ordinary dif-
ferential equation, Eq. (39), with the boundary conditions of
Eq. (38) where r is only present as a parameter.

It is straightforward to see that the expression for X is reg-
ular when κ2 = κ2

j
. Hence, the only singularity in this expres-

sion appears when sin(κL) = 0. This condition is equivalent to
ω = πnσ(r)/L for some positive integer n. We write the second
term in the expansion for ω with respect to l as the sum of the
real and imaginary part, ω2 = ω2r− iγ. We see further below that
γ > 0. This implies that the condition ω = πnσ(r)/L is never sat-
isfied. However, sin(kL) = O(l−1) when ω1 = πnσ(r)/L , which
implies that there are large gradients in the vicinity of point rA

determined by this equation. Hence, in the vicinity of rA we have
to take into account the term proportional to ν on the left-hand
side of Eq. (34). The surface defined by the equation r = rA is
called the Alfvén resonant surface.

Since Ωi = πσi/L and Ωe = πσe/L, where σi and σe are
values of function σ(r) at r = R(1 − l/2) and r = R(1 + l/2),
respectively, the condition that there is rA satisfying the equation
ω1 = πnσ(rA)/L is equivalent to ω1 ∈ V. It is easy to show that
the condition nΩi < ω1 < nΩe is always satisfied when Ui < VAi

and ζ > 1. Hence, ω1 ∈ [nΩi, nΩe] and, consequently, there is
at least one resonant surface. Since the intervals constituting the
Alfvén continuum can overlap, it is possible that there are a few
resonant surfaces.

4.1.2. Connection formulae

We see that there are large gradients in the radial direction at the
resonant surface in the solution to ideal MHD equations. Hence,
we need to solve dissipative MHD equations in a narrow dissipa-
tive layer embracing the resonance surface. To obtain the solu-
tion in the transitional layer we match the ideal solution far from
the resonant surface and the dissipative solution in two overlap
regions to the left and right of the resonant surface. In these over-
lap regions, both ideal and dissipative solutions are valid. The
only quantities related to the dissipative solution that we need to
connect to solutions to the ideal MHD equations are the jumps of
ξr and P across the dissipative layer. The expressions for these
jumps are called the connection formulae. The notion of con-
nection formulae was first introduced by Sakurai et al. (1991).
Goossens et al. (1992) derived the connection formulae for prop-
agating waves in the presence of flow, and later Goossens et al.
(1995) improved the derivation by Sakurai et al. (1991) and
expressed the solution in the dissipative layer in terms of F and
G functions.

Here it is worth making an important comment. When there
is no flow, we can take all dependent variables proportional to
sin(πnz/L). As a result, after that we obtain a 1D problem with
all variables only depending on r. Probably the most important
point is that Eq. (34) becomes an ordinary differential equation.
However, when there is flow the situation is more complex. We
managed to construct the solution to Eq. (11) in the form of a
standing wave as the superposition of two propagating waves
with the same frequency and different wave numbers. However
this approach does not work for Eq. (34). It is even not clear if
it is possible to obtain the solution to Eq. (34) as a sum of a few
functions with prescribed dependence on z.

A natural way to obtain the solution to Eq. (34) is to expand
X in the Fourier series:

X(r, z) =

∞∑

m=1

Xm(r) sin
πmz

L
· (46)

We also use the expansions

∂X

∂z
=

8

L

{ ∞∑

m=1

(2m − 1) sin
π(2m − 1)z

L

×
∞∑

k=1

kX2k(r)

(2m − 1)2 − 4k2

+

∞∑

m=1

m sin
2πmz

L

∞∑

k=1

(2k − 1)X2k−1(r)

4m2 − (2k − 1)2

}
, (47)

eigz
(
iC1 cos

πnz

L
+C2 sin

πnz

L

)
= i

∞∑

m=1

am(r) sin
πmz

L
, (48)

where

am(r) =
[
(−1)n+meigL − 1

] (π(m − n)C1 − gLC2

g2L2 − π2(n − m)2
+
π(m + n)C1 − gLC2

g2L2 − π2(n + m)2

)
.

(49)

Substituting Eqs. (46) and (47) in Eq. (34) we obtain with
the aid of Eq. (48)

(
π2m2σ2

L2
−ω2

)
Xm−

8νU(V2
A − U2)

LV2
A

d2Ym

dr2
+iω1ν

d2Xm

dr2
=

iη0am(V2
A − U2)

V2
Ai

,

(50)
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where

Ym(r) =



∞∑

k=1

k(2m − 1)X2k

(2m − 1)2 − 4k2
, m odd,

∞∑

k=1

m(2k − 1)X2k−1

4m2 − (2k − 1)2
, m even.

(51)

If ω1 , πmσ(r)/L in the whole transitional layer then the
first term on the left-hand side of this equation strongly domi-
nates the terms proportional to ν, which can be neglected. As a
result, Xm(r) is given by

Xm(r) =
iη0amL2(V2

A
− U2)

V2
Ai

(π2m2σ2 − L2ω2
1
)
, (52)

where we substitutedω1 forω because we calculate all quantities
in the transitional layer in the leading order approximation with
respect to l.

Now we solve Eq. (50) for values of m corresponding to the
existence of resonant surfaces. As we have already shown, the
resonant layer always exists when m = n. We also point out
that there is a possibility of existence of more than one resonant
surface. Since VA(r) monotonically increases and U(r) mono-
tonically decreases in the transitional layer, it follows that σ(r)
monotonically increases. It then becomes apparent that if there
is a resonant surface for m = n2 > n, then there is a resonant sur-
face for any m ∈ [n, n2]. Similarly, if there is a resonant surface
for m = n1 < n (in the case where n > 1), then there is a resonant
surface for any m ∈ [n1, n]. Where there are resonant surfaces
for m ∈ [n1, n2], the mth resonant surface is defined by r = rm,
where rm is determined by the equation

σ(rm) =
Lω1

πm
, m = n1, n1 + 1, . . . n2. (53)

Since σ(r) is a monotonically increasing function, it follows
that rn2

< rn2−1 < . . . < rn1
.

Let m ∈ [n1, n2]. First of all, we notice that the expression
for Ym does not contain Xm. In the vicinity of r = rm the function
Xk(r) with k , m is given by Eq. (52) and its gradient is much
smaller than the gradient of Xm(r). This implies that the third
term on the left-hand side of Eq. (50) strongly dominates the
second term, and thus the second term can be neglected. Now,
following Goossens et al. (1995) we make the variable substitu-
tion s = r − rm in Eq. (50). Since the dissipative layer is very
thin, we can use the approximate relation

π2m2σ2

L2
− ω2 = ∆s + 2ilω1γ, ∆ =

π2m2

L2

dσ2

dr

∣∣∣∣∣
s=0

, (54)

where ω2 = ω2r − iγ. We neglect the term −2ω1ω2r because,
in principle, it can be included in the definition of rm causing
a small shift in the position of the resonant surface. It practi-
cally does not change the solution in the dissipative layer. In
contrast, the account of the term proportional to γ can substan-
tially change this solution as was first shown by Ruderman et al.
(1995); see also Tirry & Goossens (1996). We can also substi-
tute rm for r in the right-hand side of Eq. (50). Again following
Goossens et al. (1995) we introduce the dimensionless variable

τ =
s

δA

, δA =

(
ω1ν

∆

)1/3

. (55)

Using this variable and Eq. (54) we transform Eq. (50) to

d2Xm

dτ2
+ (Λ − iτ)Xm =

η0am

δA∆V2
Ai

(V2
A − U2), (56)

where

Λ =
2lω1γ

δA∆
· (57)

The solution to this equation was obtained by Tirry &
Goossens (1996); see also Goossens et al. (2011); it reads

Xm = −
η0am

δA∆V2
Ai

(V2
A − U2)FΛ(τ), (58)

where

FΛ(τ) =

∫ ∞

0

exp
(
−iuτ − u3/3 + Λu

)
du. (59)

We now use Eq. (33). In the dissipative layer we can neglect
the derivatives of unperturbed quantities. In addition, we substi-
tute R for r in the transitional layer. As a result, using Eq. (46)
we transform Eq. (33) to

∂ξr

∂r
=

1

R
exp


iωUz

U2 − V2
A


∞∑

m=1

Xm(r) sin
πmz

L
, (60)

where U and VA are calculated at r = rm. When m < [n1, n2] the
integral of Xm across the dissipative layer is of the order of the
thickness of this layer, which is much smaller than lR. Hence,
we can neglect this variation and only leave terms in the sum in
Eq. (60) with m ∈ [n1, n2]. Moreover, the dissipative layers are
separated meaning that we need to leave only one term in this
sum when calculating the jump of ξr across a particular dissipa-
tive layer. Hence, to calculate the jump of ξr across the dissipa-
tive layer embracing the resonant surface r = rm , we can use the
reduced Eq. (60),

∂ξr

∂τ
=
δA

R
exp


iωUz

U2 − V2
A

 Xm(τ) sin
πmz

L
· (61)

Using Eqs. (58) and (59) we then obtain

ξr =
iη0am(U2 − V2

A
)

R∆V2
Ai

exp


iωUz

U2 − V2
A

 sin
πmz

L
GΛ(τ) + fm(z),

(62)

where fm(z) is an arbitrary function, and

GΛ(τ) =

∫ ∞

0

exp(−iuτ) − 1

u
e−u3/3+Λudu. (63)

The functions FΛ(τ) and GΛ(τ) were introduced by Goossens
et al. (2011). When Λ = 0 they coincide with F(τ) and G(τ),
respectively. We note that the expression for GΛ(τ) is slightly
different from that given by Goossens et al. (2011). However, the
two expressions are different by a constant. Since ξr is defined
with the accuracy up to an additive function of z, this difference
does not affect the expression for ξr.

We define the jump of a function of τ across the dissipative
layer as

[ f (τ)] = lim
τ→∞
{ f (τ) − f (−τ)}. (64)

To calculate [GΛ(τ)] we use the variable substitution u′ = uτ and
then drop the prime. As a result we obtain

[GΛ(τ)] = −2i lim
τ→∞

∫ ∞

0

sin(uτ)

u
e−u3/3+Λudu

= −2i lim
τ→∞

∫ ∞

0

sin u

u
e−u3/3τ3+Λu/τdu = −iπ. (65)
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Using this result we obtain from Eq. (62)

[ξr]m =
πη0am(U2 − V2

A
)

R∆V2
Ai

exp


iω1Uz

U2 − V2
A

 sin
πmz

L
, (66)

where all unperturbed quantities are calculated at r = rm. This
expression is called the connection formula, first introduced by
Sakurai et al. (1991), as stated above. The subscript m indicates
that this expression gives the jump of ξr across the dissipative
layer embracing the resonant surface r = rm. We note that, when
Λ > 1, which is the case for typical coronal conditions, the thick-
ness of the dissipative layer is of the order of l2R, and inside
the dissipative layer the behaviour of ξr is strongly oscillatory
(Goossens et al. 2011).

We now calculate [P]. It is easy to show that the ratio of the
last term to the first term on the right-hand side of in Eq. (28)
is of the order of δA/lR, but δA does not exceed the thickness of
the dissipative layer, that is δA . l2R. It then follows that the last
term is much smaller than the first and can be neglected. Subse-
quently, we obtain that the jump of P across the dissipative layer
is of the order of ρV2

A
η0/L

2 times the thickness of the dissipa-

tive layer, that is, it is of the order of (ρV2
A
lη0/R)(R/L)2. On the

other hand, the variation of P across the transitional layer is of
the order of ρV2

A
lη0/R, which is by far larger than the jump of P

across the dissipative layer. Hence, we can neglect the jump of P
across the dissipative layer and write

[P]m = 0. (67)

A similar result has been obtained in many studies (e.g.
Sakurai et al. 1991; Goossens et al. 1995, 2011).

4.1.3. Calculating δ̃P and δ̃η

In the method of matched asymptotic expansions, the solution in
the dissipative layer is called the internal solution, and the solu-
tion outside of the dissipative layer the external solution. Equa-
tion (64) defines the jump of a quantity across the dissipative
layer from the point of view of the internal solution. We can also
define the jump of a quantity across the dissipation layer from
the point of view of the external solution:

[ f (r)]m = lim
ε→+0
{ f (rm + ε) − f (rm − ε)}. (68)

The two expressions for the jump must coincide.
The transitional layer with the resonant surfaces removed

is the union of n2 − n1 + 1 intervals, [R(1 − l/2), rn1
),

(rn1
, rn1+1), . . . (rn2

,R(1 + l/2)]. The solution to the ideal MHD
equations in the transitional layer is given by

ξr =
1

R

∫ r

R(1−l/2)

X exp


iω1Uz

U2 − V2
A

 dr′

+ ξr
∣∣∣
r=R(1−l/2)

, r ∈ [R(1 − l/2), rn2
], (69)

ξr =
1

R

∫ r

r̄m

X exp


iω1Uz

U2 − V2
A

 dr′ + ξ̄rm(z),

r ∈ (rm, rm−1), (70)

ξr =
1

R

∫ r

R(1+l/2)

X exp


iω1Uz

U2 − V2
A

 dr′

+ ξr
∣∣∣
r=R(1+l/2)

, r ∈ (rn1
,R(1 + l/2)], (71)

where m = n1+1, n1+2, . . . , n2, X(r, z) is given by Eq. (46) with
Xm(r) defined by Eq. (52), ξ̄rm(z) is an arbitrary function, and
r̄m ∈ (rm, rm−1), but otherwise it is arbitrary. Since we calculate
ξr in the transitional layer in the leading-order approximation
with respect to l, we substituted R for r and ω1 for ω. The func-
tion X(r, z) is given by Eq. (44) with ω1 substituted for ω. When
n1 = n2 = n, that is there is only one resonant surface, the ideal
solution in the transitional layer is given by Eqs. (69) and (71),
while Eq. (70) is redundant.

Using Eqs. (68)–(71) we obtain

[ξr]n2
= ξ̄rn2

(z) − ξr
∣∣∣
r=R(1−l/2)

− 1

R
P

∫ r̄n2

R(1−l/2)

X exp


iω1Uz

U2 − V2
A

 dr′, (72)

[ξr]m = ξ̄rm−1(z) − ξ̄rm(z)

− 1

R
P

∫ r̄m−1

r̄m

X exp


iω1Uz

U2 − V2
A

 dr′, (73)

[ξr]n1
= ξr

∣∣∣
r=R(1+l/2)

− ξ̄rn1
(z)

− 1

R
P

∫ R(1+l/2)

r̄n1−1

X exp


iω1Uz

U2 − V2
A

 dr′, (74)

where again m = n1 + 1, n1 + 2, . . . , n2, and X(r, z) is given by
Eq. (46) with Xm(r) defined by Eq. (52). When n2 = n1 + 1, that
is there are only two resonant surfaces, the jumps of the ideal
solution through these surfaces are given by Eqs. (72) and (74),
while Eq. (73) is redundant. Finally, when n1 = n2 = n, that is
there is only one resonant surface, the jump of the ideal solution
through this surface is given by

[ξr]n = ξr
∣∣∣
r=R(1+l/2)

− ξr
∣∣∣
r=R(1−l/2)

− 1

R
P

∫ R(1+l/2)

R(1−l/2)

X exp


iω1Uz

U2 − V2
A

 dr′. (75)

In Eqs. (72)–(75), P indicates the Cauchy principal part of
an integral. We use this symbol because X has a singularity at
r = rm.

Equations (72)–(74) represent n2 − n1 + 1 equations because
in Eq. (73), m runs from n1 + 1 to n2 − 1. Taking the sum of
all these equations and recalling that the internal and external
expressions for the jump of ξr through the dissipative layer must
coincide, we obtain, with the aid of Eq. (5),

lδ̃η =
1

R
P

∫ R(1+l/2)

R(1−l/2)

X exp


iω1Uz

U2 − V2
A

 dr +

n2∑

m=n1

[ξr]m, (76)

where [ξr]m is defined by Eq. (66).
When calculating [P]m we showed that the last term on the

right-hand side of Eq. (28) can be neglected in the dissipative
layer. Since it can also be neglected outside of the dissipative
layer, we conclude that this term can be neglected everywhere in
the transitional layer. Since the variation of ξr in the transitional
layer is of the order of lη, and ξr = η in the core region, we can
substitute η1 for ξr in Eq. (28) in the leading-order approximation
with respect to l. We then obtain

1

ρ

∂P

∂r
= V2

A

∂2η1

∂z2
−

(
U
∂

∂z
− iω1

)2

η1. (77)

A31, page 7 of 12



A&A 631, A31 (2019)

Using Eqs. (19) and (67) we obtain from this equation in the
leading-order approximation with respect to l:

lδ̃P = −η0e−ihz
(
iC1 cos

πnz

L
+C2 sin

πnz

L

) ∫ R(1+l/2)

R(1−l/2)

ρ dr. (78)

Now, using Eqs. (19), (66), (76), and (78) we obtain

L̃ = L̃1 + L̃2 + L̃3, (79)

where

L̃1 =

V2
Ai

d2

dz2
+
ω2

1

ζ


n2∑

m=n1

[ξr]m

=
πη0

lR

n2∑

m=n1

am(V2
Am
− U2

m)

∆mV2
Ai

exp


iω1Umz

U2
m − V2

Am



×
(
Mm sin

πmz

L
+ iNm cos

πmz

L

)
, (80)

L̃2 = −η0e−ihz
[(

S n sin
πnz

L
+

2πinhV2
Ai

L
cos
πnz

L

)

+
1

lR

(
iC1 cos

πnz

L
+C2 sin

πnz

L

) ∫ R(1+l/2)

R(1−l/2)

ρ

ρi

dr

]
, (81)

L̃3 = −
iη0L2

lRV2
Ai

P
∫ R(1+l/2)

R(1−l/2)

(V2
A − U2) exp


iω1Uz

U2 − V2
A



×
∞∑

m=1

am

π2m2σ2 − L2ω2
1

(
Tm sin

πmz

L
+ iWm cos

πmz

L

)
dr,

(82)

where

Mm =
π2m2V2

Ai
(V2

Am
+ U2

m)

L2V2
Am

−
ω2

1

ζ
, (83)

Nm =
2π2m2UmV2

Ai

L2VAm

, (84)

S n = h2V2
Ai +
π2n2V2

Ai

L2
−
ω2

1

ζ
, (85)

Tm =
ω2

1
U2V2

Ai

(V2
A
− U2)2

+
π2m2V2

Ai

L2
−
ω2

1

ζ
, (86)

Wm =
2πmω1UV2

Ai

L(V2
A
− U2)

, (87)

and the subscript m at the unperturbed quantities indicates that
they are calculated at r = rm. To derive Eqs. (83) and (84) we
used the relation σ(rm) = ω1L/πm.

4.2. Calculation of decrement

The boundary value problem that consists of the homogeneous
counterpart of Eq. (20) and the zero boundary conditions has a
non-trivial solution η2 = η1. This implies that the inhomoge-
neous problem has solutions only if its right-hand side satisfies
the compatibility condition. In accordance with this condition
the right-hand side of Eq. (20) is orthogonal to a solution to
the boundary value problem adjoined to that of the first-order
approximation. This solution is η∗

1
, where the asterisk indicates

a complex conjugate. To obtain the compatibility condition we
multiply Eq. (20) by η∗

1
, integrate the obtained equation with

respect to z from 0 to L, and use the integration by parts and the
zero boundary conditions. As a result we obtain that the integral
of the left-hand side is zero, which implies that the integral of the
right-hand side must also be zero. This condition determines ω2:

2ω2

∫ L

0

(
ω1|η1|2 +

iζUiη
∗
1

ζ + 1

dη1

dz

)
dz = −

∫ L

0

ζη∗
1
L̃

ζ + 1
dz. (88)

Using the expression for η1, ω1, and h we transform this equa-
tion to

ω2 =
−√ζ

πnη2
0

√
2(ζ + 1)V2

Ai
− U2

i

∫ L

0

η∗1
(L̃1 + L̃2 + L̃3

)
dz. (89)

The integral in this expression is evaluated in Appendix A. In

particular, it is shown that
∫ L

0
η∗

1
L̃1 dz is purely imaginary, while∫ L

0
η∗

1
L̃2 dz and

∫ L

0
η∗

1
L̃3 dz are real. Hence, the imaginary part of

ω2 is defined by the first integral, and the real part by the second
integral. The real part of ω2 only provides a correction of the
order of l to the oscillation frequency. We are mainly interested
in the decrement γ given by

γ = −lℑ(ω2) =
−il
√
ζ

πnη2
0

√
2(ζ + 1)V2

Ai
− U2

i

∫ L

0

η∗1L̃1 dz, (90)

where ℑ indicates the imaginary part of a quantity. Using
Eq. (A.3) we obtain

γ =
−L
√
ζ

nRV2
Ai

√
2(ζ + 1)V2

Ai
− U2

i

n2∑

m=n1

V2
Am
− U2

m

∆m

× [1 − (−1)n+m cos(gmL)]

[
gmLMm + π(n − m)Nm

g2
mL2 − π2(n − m)2

− gmLMm − π(n + m)Nm

g2
mL2 − π2(n + m)2

] [
gmLC2 − π(n − m)C1

g2
mL2 − π2(n − m)2

+
gmLC2 − π(n + m)C1

g2
mL2 − π2(n + m)2

]
. (91)

5. Example: Linear density profile in the transitional

layer

In this section, we apply the general theory to a particular case
where the density in the transitional layer is a linear function of
r. It is defined by

ρt = ρi

[
ζ + 1

2ζ
+

(ζ − 1)(R − r)

lRζ

]
. (92)

We specify the radial dependence of the flow velocity in the
transitional layer later. Below we only consider the fundamen-
tal mode and take n = 1.
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5.1. No flow at resonant surface

We assume that U(r) monotonically decreases from Ui to 0
in the interval [R(1 − l/2), rα] and U(r) = 0 in the interval
[rα,R(1 + l/2)]. The resonant surface is defined by r = rA. We
assume that rA > rα, that is the resonance surface is in the part
of the transitional region where there is no flow, U(rA) = 0. The
resonant position is defined by VA(rA) = ω1L/π. It follows from
this equation that

rA = R[1 − l f (χ, ζ)], f (χ, ζ) = χ2 4ζ + 2 − χ2(ζ + 1)

2(ζ − 1)(2 − χ2)2
, (93)

where χ = Ui/VAi. It is easy to prove that ω1 < 2Ωi, which
implies that there is only one resonant surface. The condition
that the resonant surface is inside the transitional layer reduces
to f (χ, ζ) < 1

2
. This inequality is equivalent to χ < χmax, where

χmax is defined by

χ2
max(ζ) =

4ζ − 1 −
√

8ζ2 + 1

2ζ
· (94)

When ζ varies from 1 to ∞, χmax monotonically increases

from 0 to (2 −
√

2)1/2 ≈ 0.766, while χmax(3) ≈ 0.64.
When χ > χmax it follows that rA < rα, that is the resonance

surface must be in the part of the transitional layer where the flow
velocity is non-zero. If U = 0 in the whole transitional layer, that
is the internal boundary is a tangential discontinuity, then there
is no resonance. When there is no flow while the density con-
tinuously decreases in a transitional layer then there is always a
resonance surface there. However sufficiently strong flow con-
fined in the core region can shift the kink oscillation frequency
out of the Alfvén continuum and eliminate resonance.

In Eq. (91), n = m = 1. Using Eqs. (15), (35)–(37), (54),
(83), (84), and (92), we obtain

g1 =
−χω1

VAi(2 − χ2)
, ∆1 =

(ζ − 1)ω4
1
L2

π2lRζV2
Ai

, N1 = 0, (95)

C1 = −
2πχω1VAi

L(2 − χ2)
, M1 =

π2V2
Ai

(2ζ − 2 + 3χ2 − χ4)

L2(2ζ + 2 − χ2)
, (96)

C2 =
π2V2

Ai
[χ4 − (ζ + 3)χ2 − 2(ζ − 1)]

L2(2ζ + 2 − χ2)
· (97)

Substituting these expressions in Eq. (91) and using Eq. (18)
yields

γ

lω1

=
8[2(ζ + 1) − χ2][2(ζ − 1) + 3χ2 − χ4]

πχ2ζ(ζ − 1)[8(ζ + 1) − (ζ + 4)χ2]2

× 1 − cos(g1L)

(2 − χ2)3

[
8(ζ2 − 1) − 2(ζ2 − 5ζ − 8)χ2

− (ζ + 2)(ζ + 5)χ4 + (ζ + 2)χ6]· (98)

When χ→ 0 we obtain

γ

ω1

=
πl(ζ − 1)

8(ζ + 1)
· (99)

This expression coincides with one derived previously (e.g.
Goossens et al. 2011). We obtain another limiting expression
taking ζ → ∞, which is relevant for prominence threads where
ζ & 100:

γ

lω1

=
32(4 + χ2)[1 − cos(πχ/

√
2)]

πχ2(2 − χ2)2(8 − χ2)2
· (100)

The dependence of γ/lω1 on χ is shown in Fig. 2 for a few
values of ζ and χ ∈ [0, χmax(ζ)]. This dependence with ζ = 100
practically coincides with that given by Eq. (100).

Fig. 2. Dependence of γ/lω1 on χ given by Eq. (98). The dash-dotted,
long-dashed, short-dashed, and solid curves correspond to ζ = 3, 5, 10,
and 100, respectively. The small dark squares show the dependence of
γ/lω1 on χ for ζ → ∞ given by Eq. (100). Each curve is shown for
χ ∈ [0, χmax].

5.2. Equilibrium with flow at the resonant surface

We choose the radial dependence of the velocity in such a way
that it will be possible to calculate the resonant position analyt-
ically. Hence, we define the flow speed in the transitional layer
by

U2(r) =
U2

i
(ζV2

Ai
− V2

A
)

V2
Ai

(ζ − 1)
· (101)

To simplify calculations we assume that ζ ≫ 1, which is rel-
evant in application to prominence threads. Below we calculate
all quantities in the leading-order approximation with respect
to ζ. We also impose the condition that there is only one res-
onance surface. This condition is equivalent to ω1 < 2Ωi. In
the leading-order approximation with respect to ζ it reduces to

χ < [(6 − 2
√

2)/7]1/2 ≈ 0.673. It follows from Eq. (18) that

ω1 =
πVAi(2 − χ2)

L
√

2
+ O(ζ−1). (102)

We now calculate rA. It is defined by πσ(rA)/ = ω1. Using

Eqs. (12), (35), (101), and (102) yields VA =
√

2 VAi + O(ζ−1).
Subsequently, using Eq. (92), we obtain rA = R + O(ζ−1). Using
this result and Eqs. (15), (35)–(37), (54), (83), (84), and (92), we
obtain in the leading-order approximation with respect to ζ that

g1 = −
πχ

L
√

2
, ∆1 =

π2V2
Ai

(4 − χ4)

lRL2
, (103)

C1 = −
π2χV2

Ai

√
2

L2
, C2 = −

π2V2
Ai

(2 + χ2)

2L2
, (104)

M1 =
π2V2

Ai
(2 + χ2)

2L2
, N1 =

π2χV2
Ai

√
2

L2
· (105)

A31, page 9 of 12

https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201936198&pdf_id=2


A&A 631, A31 (2019)

Fig. 3. Dependence of γ/lω1 on χ given by Eq. (106).

Substituting these expressions in Eq. (91) and using
Eq. (102) yields

γ

lω1

=
16(1 + χ2)(4 + χ2)[1 − cos(πχ/

√
2)]

πχ2(2 + χ2)(8 − χ2)2
· (106)

The dependence of γ/lω1 on χ given by Eq. (106) is shown
in Fig. 3. Comparing Figs. 2 and 3 shows that in the first model
the effect of flow on the value of γ/lω1 is much more pronounced
than in the second. We can give a qualitative explanation to this
result. Since we took ζ ≫ 1 in the second model, we also take
ζ ≫ 1 in the first model in the following discussion. It follows
from Eq. (102) that ω1 is a decreasing function of χ. The incre-
ment γ is inversely proportional to ∆. When ω1 decreases, the
resonance occurs at lower values of frequencies in the Alfvén
continuum. Since the Alfvén frequency monotonically increases
with the distance from the inner boundary of the transitional
layer, the resonant position is shifted towards the inner bound-
ary in both models. This results in the decrease of ∆ and con-
sequently in the increase of γ. However, the presence of flow in
the transitional layer in the second model causes the decrease
of the Alfvén frequency at each magnetic surface. As a result,
the shift of the resonance position towards the inner boundary in
the second model is less pronounced than in the first one. As a
consequence, the decrease of ∆ in the second model is also less
pronounced than in the first one, which is confirmed by the fact
that ∆ is proportional to (2−χ2)4 in the first model and to 4−χ4 in
the second model. It is straightforward to show that the first func-
tion decreases with the increase of χmuch faster than the second
one. Hence, while the denominator of the expression γ/lω1 is the
same in both models, the numerator of this expression in the first
model increases with the increase of χ much faster than that in
the second model.

6. Application to coronal loops and prominence

threads

As already mentioned in Sect. 1, the ratio γ/ω1 is used in coronal
seismology to obtain information about the internal structure of
magnetic tubes in the solar atmosphere. When there is no siphon
flow we can use Eq. (99) to obtain an estimate of the transitional
region thickness. Introducing the oscillation period Π = 2π/ω1

and the damping time tdamp = 1/γ, we obtain for the relative
thickness of the transitional layer that

l =
4(ζ + 1)Π

π2(ζ − 1)tdamp

· (107)

Of course, to find l we also need the information on the den-
sity contrast ζ.

The typical value of siphon flow velocities observed in coro-
nal magnetic loops is substantially smaller than the Alfvén speed

inside these loops, which implies that the correction to l related
to the presence of siphon flow is relatively small. However, the
situation is different in the case of prominence threads. Due to
huge plasma density in threads, the Alfvén speed inside them
can be quite low, of the order of 50 km s−1. Hence, we can eas-
ily have χ ≃ 0.6. It then follows from the first model studies in
Sect. 5.1 that the presence of siphon flow can increase the ratio
γ/lω1 up to two times and, consequently, reduce the estimate for
l by up to two times. We also note that in a prominence thread
ζ ≫ 1, meaning that we do not need to know ζ to estimate l.

In the second model studied in Sect. 5.2, the maximum possi-
ble increase in γ/lω1 is only about one quarter and consequently
the maximum possible reduction in the estimate of l is also about
one quarter. Therefore, in the second model the effect of siphon
flow is much less pronounced. At present it is difficult to say
which of the two models is more appropriate in the application
to prominence threads.

7. Summary and conclusions

In this paper we study the effect of siphon flow on kink oscil-
lations of a magnetic flux tube. We used the thin tube and thin
boundary layer (TTTB) approximation, and the approximation
of cold plasma. We used the equation describing kink oscilla-
tions that was derived by Ruderman et al. (2017). This equa-
tion describes the tube displacement. It is not closed because it
contains the jumps of plasma radial displacement and magnetic
pressure perturbation across the boundary transitional layer.
We found expressions of these jumps in terms of the tube
displacement.

We solved the problem using the regular perturbation method
with the ratio of thickness of transitional layer to the tube radius
used as a small parameter. In the first-order approximation we
calculated the oscillation frequency and the shape of correspond-
ing kink eigenmode. In the second-order approximation we
calculated the eigenmode damping rate related to resonant
absorption in the transitional layer.

We applied the general theory to a particular case with the
linear profile of the density in the transitional layer. We consid-
ered two cases. In the first case, the radial dependence of the
velocity in the transitional layer is such that resonant surface
is in the part of this layer where there is no flow. In the sec-
ond case, the flow velocity is non-zero in the whole transitional
layer. We calculated the dependence of the ratio of decrement
and oscillation frequency, γ/ω1, on the ratio of the flow speed
to the Alfvén speed in the tube core region χ. In both models,
γ/ω1 is an increasing function of χ. In the first model, the pres-
ence of flow can increase γ/ω1 by more than a factor of two.
In the second model, we only calculated γ/ω1 in the case where
the plasma density inside the tube is much higher than that in
the surrounding plasma. In this case, the flow effect is much
less pronounced and can enhance γ/ω1 by a factor of 0.25 at
most.

We discussed the application of theoretical results to coro-
nal and prominence seismology. The flows observed in coro-
nal loops usually have velocity magnitudes that are much lower
than the Alfvén speed inside the loop. It also follows from our
results that the effect of siphon flows on the kink oscillations
of coronal loops is weak. On the other hand, in prominence
threads, χ can be quite large implying that the effect of flow on
prominence thread kink oscillations can be substantial. Hence,
this effect must be taken into account in prominence seismology
when using the observed damping of kink oscillations to obtain
information on the thread transverse structure.
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Appendix A: Evaluation of the integral in Eq. (89)

We start from calculating
∫ L

0
η∗

1
L̃1 dz. Using Eq. (80) and the

expression for g(r) given by Eq. (35) we obtain

∫ L

0

η∗1L̃1 dz =
πη2

0

lR

n2∑

m=n1

am(V2
Am
− U2

m)

∆mV2
Ai

∫ L

0

e−igmz

×
{
Mm sin

πmz

L
+ iNm cos

πmz

L

}
sin
πnz

L
dz,

(A.1)

where gm is the value of g calculated at r = rm. Completing the
integration in this expression yields

∫ L

0

η∗1L̃1 dz =
πiη2

0
L

2lRV2
Ai

n2∑

m=n1

am(V2
Am
− U2

m)

∆m

×
[
1 − (−1)n+me−igmL

] [gmLMm − π(n + m)Nm

g2
mL2 − π2(n + m)2

− gmLMm + π(n − m)Nm

g2
mL2 − π2(n − m)2

]
. (A.2)

Using the expression for am given by Eq. (49) we transform
this equation to

∫ L

0

η∗1L̃1 dz =
πiη2

0
L

lRV2
Ai

n2∑

m=n1

V2
Am − U2

m

∆m

× [(−1)n+m cos(gmL) − 1]

×
[
gmLMm + π(n − m)Nm

g2
mL2 − π2(n − m)2

− gmLMm − π(n + m)Nm

g2
mL2 − π2(n + m)2

]

×
[
gmLC2 − π(n − m)C1

g2
mL2 − π2(n − m)2

+
gmLC2 − π(n + m)C1

g2
mL2 − π2(n + m)2

]
.

(A.3)

In particular, it follows from this expression that
∫ L

0
η∗

1
L̃1 dz

is purely imaginary.

Now, we prove that
∫ L

0
η∗

1
L̃2 dz and

∫ L

0
η∗

1
L̃3 dz are real.

Using Eq. (81) it is straightforward to obtain

∫ L

0

η∗1L̃2 dz = −
η2

0
L

2

(
S n +

C2

lR

∫ R(1+l/2)

R(1−l/2)

ρ

ρi

dr
)
. (A.4)

It follows from this result that
∫ L

0
η∗

1
L̃2 dz is real.

Next, we proceed to calculating
∫ L

0
η∗

1
L̃3 dz. Using Eq. (82)

and the expression for g yields

∫ L

0

η∗1L̃3 dz = −
iη2

0
L2

lRV2
Ai

P
∫ R(1+l/2)

R(1−l/2)

(V2
A − U2)

×
∞∑

m=1

am

π2m2σ2 − L2ω2
1

∫ L

0

e−igz
(
Tm sin

πmz

L

+ iWm cos
πmz

L

)
sin
πnz

L
dz dr. (A.5)

Completing the integration with respect to z we obtain

∫ L

0

η∗1L̃3 dz = −
η2

0
L2

2lRV2
Ai

P
∫ R(1+l/2)

R(1−l/2)

(V2
A − U2)

×
∞∑

m=1

am[(−1)n+me−igmL − 1]

π2m2σ2 − L2ω2
1

×
[
gLTm − π(n + m)Wm

g2L2 − π2(n + m)2
− gLTm + π(n − m)Wm

g2L2 − π2(n − m)2

]
dr.

(A.6)

Substituting the expression for am in this equation we arrive at

∫ L

0

η∗1L̃3 dz = −
η2

0
L2

2lRV2
Ai

P
∫ R(1+l/2)

R(1−l/2)

(V2
A − U2)

×
∞∑

m=1

1 − (−1)n+m cos(gL)

π2m2σ2 − L2ω2
1

×
[
gLTm − π(n + m)Wm

g2L2 − π2(n + m)2
− gLTm + π(n − m)Wm

g2L2 − π2(n − m)2

]

×
[
π(m − n)C1 − gLC2

g2L2 − π2(n − m)2
+
π(m + n)C1 − gLC2

g2L2 − π2(n + m)2

]
dr.

(A.7)

It follows from this result that
∫ L

0
η∗

1
L̃3 dz is real.
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