
This is a repository copy of Independence algebras, basis algebras and the distributivity 
condition.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/161161/

Version: Accepted Version

Article:

Gould, Victoria orcid.org/0000-0001-8753-693X and Bentz, Wolfram Florian (2020) 
Independence algebras, basis algebras and the distributivity condition. Acta Mathematica 
Hungarica. pp. 419-444. ISSN 1588-2632 

https://doi.org/10.1007/s10474-020-01084-9

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

Items deposited in White Rose Research Online are protected by copyright, with all rights reserved unless 
indicated otherwise. They may be downloaded and/or printed for private study, or other acts as permitted by 
national copyright laws. The publisher or other rights holders may allow further reproduction and re-use of 
the full text version. This is indicated by the licence information on the White Rose Research Online record 
for the item. 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



INDEPENDENCE ALGEBRAS, BASIS ALGEBRAS AND THE

DISTRIBUTIVITY CONDITION

WOLFRAM BENTZ AND VICTORIA GOULD

Abstract. Stable basis algebras were introduced by Fountain and Gould and developed in
a series of articles. They form a class of universal algebras, extending that of independence
algebras, and reflecting the way in which free modules over well-behaved domains generalise
vector spaces. If a stable basis algebra B satisfies the distributivity condition (a condition
satisfied by all the previously known examples), it is a reduct of an independence algebra
A. Our first aim is to give an example of an independence algebra not satisfying the
distributivity condition.

Gould showed that if a stable basis algebra B with the distributivity condition has finite
rank, then so does the independence algebra A of which it is a reduct, and that in this
case the endomorphism monoid End(B) of B is a left order in the endomorphism monoid
End(A) of A. We complete the picture by determining when End(B) is a right, and hence a
two-sided, order in End(A). In fact (for rank at least 2), this happens precisely when every
element of End(A) can be written as α♯β where α, β ∈ End(B), α♯ is the inverse of α in a
subgroup of End(A) and α and β have the same kernel. This is equivalent to End(B) being
a special kind of left order in End(A) known as straight.

1. Introduction and Preliminaries

The second author introduced the study of the endomorphism monoids of universal al-
gebras called v∗-algebras, which she named independence algebras. These algebras appear
first in an article of Narkiewicz [30] and were inspired by Marczewski’s study of notions of
independence, initiated in [28] (see [20] and the survey article [33]). Such algebras may be
defined via properties of the closure operator 〈−〉 which takes a subset of an algebra to the
subalgebra it generates. In an independence algebra, 〈−〉 must satisfy the exchange property,
which guarantees that we have a well behaved notion of rank for subalgebras and hence for
endomorphisms, generalising that of the dimension of a vector space. Further, independence
algebras are relatively free. Precise definitions and further details may be found in [17]. We
remark that sets, vector spaces and free acts over any group are examples of independence
algebras. A full classification, which we will draw upon for this article, is given by Urbanik
in [33]. As explicated in [2], independence algebras have close ties with some areas of model
theory. The closure operator of 〈−〉 on an independence algebra is that of a pre-geometry.
Thus, independence algebras are connected via geometries to strongly minimal theories.
Zil’ber’s ground breaking work [35, 36] led to a whole field of model theory; see, for example,
[23] and for more recent work [7, 34]. We remark that Givant showed that v∗-algebras are
closely related to quasi-varieties that are free but not categorical in an infinite power [16].
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2 WOLFRAM BENTZ AND VICTORIA GOULD

We denote the monoid of endomorphisms of an algebra A by End(A). The study of
End(A) for an independence algebra A has flourished over the last decades (see, for exam-
ple, [1, 4, 13, 14, 24]), providing the framework for understanding the common behaviours
of several fundamental examples of monoids, including full transformation monoids and the
multiplicative monoids of matrix rings over division rings. For example, if A is an indepen-
dence algebra of finite rank n, then the set Sing(A) of endomorphisms of rank strictly less
than n forms an idempotent generated ideal [13]. We remark that idempotent generated
semigroups are ubiquitous, since every (finite) semigroup embeds into a (finite) idempo-
tent generated semigroup [22]. The study of idempotent generated semigroups has acquired
significant momentum, due to recent advances (see, for example, [21]) building upon Nam-
booripad’s classical theory of free idempotent generated semigroups over biordered sets [31].

The endomorphism monoid of an independence algebra A is regular. Surprisingly, regu-
larity of End(A) is not necessary for the above results concerning idempotent generation.
For example, the results of Laffey [26] show that if A is a free module of finite rank n over
a Euclidean domain, then the set of non-identity idempotents of End(A) generates the sub-
semigroup of endomorphisms of rank strictly less than n. Fountain and the second author
introduced in [10] a class of algebras called stable basis algebras that generalise free mod-
ules over Euclidean domains, in an attempt to put the results of Laffey, and later work of
Fountain [8] and Ruitenberg [32], into a more general setting, an aim achieved in [12]. Basis
algebras have connections with work of Bergman on dependence structures in rings, see, for
example, [3]. Stable basis algebras are in particular relatively free algebras in which the
closure operator PC (pure closure) satisfies the exchange property. Certainly independence
algebras are stable basis algebras. Finitely generated free left modules over left Ore Bezout
domains and finitely generated free left T-acts over any cancellative monoid T such that
finitely generated left ideals of T are principal, are examples of stable basis algebras. We
recall that a Bezout domain is an integral domain (not necessarily commutative) in which all
finitely generated left and right ideals are principal; clearly any Euclidean domain is a (left)
Ore Bezout domain. As for independence algebras, rank is well defined for subalgebras and
endomorphisms of basis algebras, where now the rank is defined via the operator PC1. We
give requisite definitions as we proceed through this article.
If A and B are algebras such that the universe (that is, the underlying set) B of B is

contained in the universe of A of A, then B is a reduct of A if every basic operation of B is
the restriction to B of a basic operation of A. Theorem 4.14 of [19] shows that if B is a stable
basis algebra satisfying the distributivity condition, then B is a reduct of an independence
algebra A, having the same rank as B. The distributivity condition is stated precisely in
Section 2: essentially it says that unary operations distribute over basic n-ary operations,
for n ≥ 2. All previously mentioned examples of basis algebras and independence algebras
satisfy the distributivity condition. The main aim of Section 2 is to prove:

Result 1. Not all independence algebras satisfy the distributivity condition.

We achieve the above by giving a particular example of an S-homogeneous independence
algebra. Our argument is highly technical, for reasons that we explain in Section 2.
Classical ring theory tells us that if R is a left Ore domain with division ring of quotients

D, then for any n ∈ N the n×n matrix ring Mn(R) has ring of left quotients Mn(D), that is,

1In earlier articles, rank in a basis algebra was referred to as PC-rank but, as there is no ambiguity, we
simply use the term rank here.
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Mn(R) is a left order in Mn(D) in the sense of ring theory. This means that every element of
Mn(D) can be written as U−1V where U, V ∈ Mn(R), and every cancellable element ofMn(R)
has an inverse in Mn(D). The endomorphism monoid of an arbitrary algebra, indeed of an
arbitrary independence algebra A, need not be a ring. We will therefore use the following
notion of order, due originally to Fountain and Petrich [15]; here a♯ denotes the inverse of a
in a (any) subgroup.

Definition 1.1. Let S be a subsemigroup of a semigroup Q. Then S is a left (right) order in
Q and Q is a semigroup of left (right) quotients of S if every q ∈ Q can be written as q = a♯b
(q = ba♯) where a, b ∈ S, and every square-cancellable element of S lies in a subgroup of Q.
We say that S is an order in Q and Q is a semigroup of quotients of S if S is both a left and
a right order in Q.

In case S is a left order in Q and a, b can be chosen above such that a and b generate
the same principal right ideals in Q, then we say that S is a straight left order in Q, with
corresponding definitions for straight right order and straight order.

We do not need here the precise definition of being square-cancellable, referring the reader
to [9] - it is a strong necessary condition for an element to lie in a subgroup of an over-
semigroup. From Theorems 3.4 and 3.11 of [9], if R is a subring of a ring Q with identity,
and provided Q satisfies some weak conditions, certainly held by matrix rings over division
rings, then R is a left order in Q in the sense of ring theory if and only if it is a left order in
the sense of Definition 1.1. Theorem 5.3 of [19] states that if B is a finite rank stable basis
algebra satisfying the distributivity condition and A is the independence algebra constructed
of which it is a reduct, then End(B) is a left order in End(A). Moreover, End(B) is a straight
left order in End(A) if and only if the monoid T of non-constant unary term operations of B
acts by bijections on the constant subalgebra and (in the case rank B is at least 2) is both
left and right Ore. The second aim of this paper, achieved in Section 3, is to complete the
picture by proving a series of results which give the following:

Result 2. Let B be a stable basis algebra of finite rank n ≥ 2 satisfying the distributivity
condition and let A be the independence algebra from [19] of which it is a reduct, so that
End(B) is a left order in End(A). Then End(B) is an order in End(A) if and only if it is a
straight left order in End(A).

We remark that, on the surface, being a straight left order has nothing to do with being a
(two-sided) order. For example, any left Ore cancellative monoid S is a straight left order in
a group G, but will not be a right order unless S is also right Ore. We make some remarks
on particular examples, including free modules over domains, at the end of Section 3.
With B and A as in the above theorem, End(B) sits inside End(A) in a particularly nice

way, known as being fully stratified (see Section 3). In Section 4 we briefly address the
question of an infinite rank stable basis algebra B. Fountain and the second author showed,
by directly checking a list of criteria from [18], that the semigroup of endomorphisms Endf (B)
of finite rank was a fully stratified straight left order (without specifying the semigroup of
left quotients). However, they were assuming that End(B) is idempotent connected, which
followed from the incorrect Proposition II 2.6 of [27]. Without assuming that End(B) is
idempotent connected, we have a longer list of conditions to check. We restrict ourselves to
a special case in order to do so, proving:



4 WOLFRAM BENTZ AND VICTORIA GOULD

Result 3. Let B be a stable basis algebra that satisfies the distributivity condition, has no
constants, and is such that T is commutative. Then Endf (B) is a fully stratified straight left
order.

We conclude the paper in Section 5 with a number of open questions.
We presume a passing familiarity with the notation of Universal Algebra but, other than

this, we give all necessary background for both Universal Algebra and Semigroup Theory as
we proceed through the paper; further specialist details may be found in [10, 11, 12, 17, 19,
33]. For standard notions from semigroup theory, we refer the reader to [5] and [25] and for
universal algebra to [29].

2. The distributivity condition for independence algebras

If B is a stable basis algebra, then the monoid of non-constant unary term operations will
be denoted by T. It was shown in [11] that T is left Ore (also known as right reversible),
which means that for any a, b ∈ T there exist u, v ∈ T such that ua = vb.

We quickly repeat some definitions from clone theory. An (abstract) clone on a set A
is a set of non-nullary operations on A that contains all projections and is closed under
composition. Given a set W of non-nullary operations on A, the clone generated by W is the
smallest clone containing W . The clone of an algebra A with underlying set A is the clone
generated by all non-nullary basic operations of A. An (abstract or algebraic) extended clone
is defined correspondingly by removing the restriction on nullary operations.

Definition 2.1. A basis algebra B satisfies the distributivity condition if the clone of B

contains a generating set W of operations such that for all a ∈ T and n-ary operations
t ∈ W , where n ≥ 2, we have

a(t(x1, . . . , xn)) = t(a(x1), . . . , a(xn)).

Note that Definition 2.1 is stated here more precisely than in [19], since to show B does not
satisfy the distributivity condition, we wish to show it is impossible to choose any generating
set for the clone that witnesses this. Indeed, we see in Subsection 2.2 an example where the
most natural choice of generating set does not witness the condition in Definition 2.1, but
we can easily find another that does.

Certainly free modules over rings, and acts over monoids, hence our canonical examples
of stable basis algebras, satisfy this condition. We have observed that all independence
algebras are stable basis algebras. Independence algebras are essentially v∗-algebras, which
were completely determined (up to clone equivalence) in the 1960’s; we refer the reader to
the survey article of Urbanik [33] for the details.

In the beginning of Section 4 of [19], it is claimed all independence algebras can be shown
to satisfy the distributivity condition, with the possible exceptions of the S-homogeneous
algebras orQ-homogeneous algebras, where S is a monoid andQ a quasifield. In the following,
we will prove this claim, and address the remaining two types of independence algebras.
In particular, we show that the distributivity condition does not necessarily hold for S-
homogeneous independence algebras, thereby establishing Result 1.
The following subsections consider the various classification types from [33], giving full

definitions of the various types. We will first address a technical difference between inde-
pendence algebras and v∗-algebras, and how it affects this classification. The reader might
want to note that the next paragraphs deal only with this technicality, and can be skipped
without affecting the understanding of our results.
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The issue at hand originates in the way that 〈∅〉, the subuniverse generated by the empty
set, is defined. In [33], this is the set of all elements that are images of constant clone
operations, while in the now prevailing definition, this is the subuniverse generated by the
images of nullary operations (in both cases, if the algebra has no operations of the relevant
type, we set 〈∅〉 = ∅).

A consequence of the definition from [33] is that nullary operation can effectively be
ignored for classification purposes. Hence the results in [33] amount to a classification up
to the clone of the algebra. If an (abstract) clone C on a set has constant functions, then
there are algebras with and without nullary operations whose (algebraic) clone is C, and
their status as a v∗-algebra is not be effected by this difference.

For an independence algebra A with at least two elements one can show that 〈∅〉 is exactly
the subalgebra [∅] consisting of the images on non-nullary constant clone operations, so that
A is a v∗-algebra. On the other hand, for a (non-trivial) v∗-algebra B to be an independence
algebra the extended clone needs to includes nullary operations for the elements of [∅]. The
classification of [33] will be used with this understanding. For simplicity, we will not explicitly
list any additional nullary operations below.

2.1. All independence algebras of rank 0 have the distributivity property. Here all
elements are images of constant clone functions. It follows that T only contains the identity.
The distribution property now follows trivially.

2.2. All linear independence algebras have the distributivity property. Let D be
a division ring, A the underlying set of a linear space over D, and A0 ⊆ A the underlying
set of a subspace. The linear independence algebra A given by (D,A,A0) has underlying set
A and its basic operations are all operations of the form

f(x1, . . . , xn) =
n

∑

i=1

λixi + a,

for each 1 ≤ n, λi ∈ D, a ∈ A0. Clearly, every clone function of A is basic.
For λ ∈ D, a ∈ A0, let fλ,a be given by fλ,a(x) = λx + a. Clearly, all fλ,a are unary

operations in A, and in fact the monoid T contains exactly the functions fλ,a with λ 6= 0.
Moreover let g(x1, x2, x3) = x1 − x2 + x3, which is also a basic operation of A. We

claim that W = {g, fλ,a : λ ∈ D, a ∈ A0} witnesses the distribution condition. Note that
x+ y = g(x, f0,0(x), y). As + and the fλ,a clearly generate the clone of A, so does W .
Finally, for all λ 6= 0 and a ∈ A0,

fλ,a(g(x1, x2, x3)) = λx1 − λx2 + λx3 + a

= λx1 + a− λx2 − a+ λx3 + a = g(fλ,a(x1), fλ,a(x2), fλ,a(x3)),

and the distributivity condition holds.

We remark that, if A0 6= {0}, then a (natural) set of generators involving + does not
witness the distributivity condition. For if a ∈ A0 \ {0}, then

f1,a(+(0, 0)) = a 6= a+ a = +(f1,a(0), f1,a(0)).
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2.3. All affine independence algebras have the distributivity property. Let D be a
division ring, A the underlying set of a linear space over D, and A0 ⊆ A the underlying set
of a subspace. The affine independence algebra A given by (D,A,A0) has underlying set A
and its basic operations are all operations of the form

f(x1, . . . , xn) =
n

∑

i=1

λixi + a,

for each 1 ≤ n, a ∈ A0, λi ∈ D, such that Σiλi = 1. Clearly, every clone function of A is
basic, and T consists of the functions fb with fb(x) = x+ b, for all b ∈ A0.
We can use the set of all clone functions as a generating set W . It witnesses the distribu-

tivity property, as, for all i ≤ 2, a, b ∈ A0, λi ∈ D,

Σiλifb(xi) + a = Σiλixi + Σiλib+ a = Σiλixi + b+ a = fb(Σiλi + a).

2.4. The exceptional independence algebra has the distributivity property. The
exceptional independence algebra A can be described as the algebra on a 4-element set A
with a unary operation i and a ternary operation q. Here i is a product of two disjoint
transpositions, and q(x1, x2, x3) is either the unique element not among its arguments (if all
are different), or the argument that appears at least twice. It is straightforward to check
that T = {i, 1A}, where 1A is the identity map on A, and that W = {i, q} witnesses the
distributivity property.

2.5. All group action independence algebras have the distributivity property. Let
A0 ⊆ A be sets, and G a group acting on A, such that, for all non-identity g ∈ G, the fixed
points of g all lie in A0, and g(A0) ⊆ A0.
The group action independence algebra A corresponding to (A,A0, g) has underlying set

A and operations

fg,n,i(x1, . . . , xn) = g(xi), fa,n(x1, . . . , xn) = a,

for all 1 ≤ n, 1 ≤ i ≤ n, g ∈ G, a ∈ A0.
Clearly, all clone operations are essentially unary. It follows that we may generate the

clone with unary operations alone. Hence the distributivity condition holds trivially.

2.6. All Q-homogeneous independence algebras have the distributivity property.

A quasifield Q is a set Q with at least two elements, together with two binary operations
denoted by juxtaposition, and −, such that the multiplicative operation has a zero 0, the
non-zero elements form a group under multiplication, and four further axioms hold (see 4.3
of [33]). In a Q-homogeneous independence algebra A over a quasifield Q, all basic k-ary
operations f satisfy

f(a− ba1, . . . , a− bak) = a− bf(a1, . . . , ak),

for all a, b1, . . . , bk ∈ Q, where subtraction and multiplication are the operations from Q.
Setting b = 0 and ai = a for 1 ≤ i ≤ k, we obtain that f(a, . . . , a) = a. An inductive
argument gives that the identity is the only unary clone operation of A. The distributivity
property now follows trivially.
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2.7. Not all S-homogeneous independence algebras have the distributivity con-

dition. Let S be a monoid such that all the non-invertible elements are left zeros. A good
example is a group, which is exactly what we will take below. An n-ary operation f on S is
said to be S-homogeneous if for all s, s1, . . . , sn ∈ S we have

f(s1, . . . , sn)s = f(s1s, . . . , sns).

Since S is a monoid, the operations f(x) = sx (s ∈ S) are the only 1-homogeneous operations.
A S-homogeneous independence algebra has underlying set S and the basic operations form
a set V of n-homogeneous operations on S containing all the 1-homogeneous operations.
The aim of this subsection is to show that with a careful choice of S and V , the resulting
independence algebra A does not satisfy the distributivity condition.

Let Z = {z1, z2, . . . } be a countably infinite set and let E = {z2, z4, . . . }. Let FG = FG(Z)
be the free group over Z with identity 1 and underlying set FG(Z), which we denote for
brevity by F . In the following, concatenation will always refer to the group operation of FG.
Let F+ ⊆ F be the set of all non-identity elements of F whose normal form does not

include any negative exponents, so that F+ is the underlying set of the copy of the free
semigroup FS on Z sitting inside FG.
Since F and E are both countably infinite we may choose a function h : F → E, where

w 7→ hw, satisfying the following conditions:

(h1) hz1z
−1
2

= z6 (h2) hz3z
−1
2

= z8
(h3) hz1z

−1
4

= z10 (h4) h is injective.

Now let A = 〈F ; {νA
c }c∈F , g

A〉 where:

(1) for each c ∈ F , νA
c is the unary operation given by νA

c (w) = cw (i.e. νA
c acts as left

translation by the element c in the group FG);
(2) gA is the binary operation given by gA(w1, w2) = hw1w

−1
2
w2.

Lemma 2.2. The algebra A is a monoid independence algebra with underlying monoid FG.

Proof. We first remark that as FG is a group, it has no non-invertible elements, and so is
a suitable monoid from which to build a monoid independence algebra. We have remarked
that F -homogeneous unary operations are left translations and by construction, all left
translations νA

c , c ∈ F are basic in A.
Finally, for all w1, w2, w

′ ∈ F , we have

gA(w1w
′, w2w

′) = hw1w′(w2w′)−1w2w
′ = hw1w

−1
2
w2w

′ = gA(w1, w2)w
′,

so that gA is F -homogeneous and hence A is a monoid independence algebra. �

In order to show that A does not have the distributivity property, we need to examine the
clone of A. We let L = {{νc}c∈F , g}, be the language of A, X = {x1, x2, . . . , } a countably
infinite set of variables (which we may think of as being linearly ordered according to their
subscripts), and T the set of terms in the language L over X. The elements of the clone
are obtained from the interpretation in A of elements in T (and their compositions with
projections).

For i, j ∈ N with i ≤ j let πj
i : F j → F i be given by (w1, . . . , wj) 7→ (w1, . . . , wi), i.e. πj

i

is the projection to the first i coordinates.
For each term t ∈ T , let a(t) be the largest n such that the variable xn occurs in t. We

define a function t̄ : F a(t) → F by structural induction, as we now describe. We remark that
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t̄ will essentially be the term function associated with t and usually denoted by tA. However,
our definition of t̄ is needed due to some minor technicalities involving the arities of term
functions.

For each i ∈ N set x̄i(w1, . . . , wi) = wi. If t = νc(s) for some s, then noting that a(t) = a(s),
let t̄ = νA

c ◦ s̄. Finally, for t = g(t1, t2), we set

t̄ = gA ◦
(

t̄1 ◦ π
a(t)
a(t1)

, t̄2 ◦ π
a(t)
a(t2)

)

,

which is well-defined, as a(t) ≥ a(t1), a(t2). With some abuse of terminology, we will refer
to all functions of the form t̄ as term functions.
Given a term t ∈ T , let ν(t) to be the set of c ∈ F such that νc appears in t. We define

the content of t, denoted Ct, by

Ct =
⋃

c∈ν(t)

{zi ∈ Z : zi appears in the normal form of c}.

Note that Ct ⊆ Z and is finite.
For each t ∈ T , we define t∗ ∈ N by structural induction as follows: if t = xi for some i,

then t∗ = i, if t = νc(t1) for some t1 ∈ T , then t∗ = t∗1, and if t = g(t1, t2) for some t1, t2 ∈ T ,
we set t∗ = t∗2. It is easy to see that t∗ is the index of the variable that appears syntactically
in the “right-most” position of t and clearly, t∗ ≤ a(t).
The following lemma characterizes behaviour of the functions of the form t̄, by connecting

them to the group structure on the underlying set F of A. This will be essential to our later
arguments.

Lemma 2.3. Let t ∈ T such that a(t) = n. Then one of the following holds:

(1) there exist a w ∈ FG(E ∪ Ct) such that for all ~y ∈ F n,

t̄(~y) = wyt∗ ;

(2) there exists a function f : F n → FG(E ∪ Ct) such that for all ~y ∈ F n,

t̄(~y) = f(~y)yt∗ .

In addition, there are sequences zj1 , zj2 , . . . on Z, and ~µ1, ~µ2, . . . on (F+)
n such that

(a) ji 6= ji′ for i 6= i′, and
(b) zji appears in the normal form of f(~µi) with a positive exponent.

Proof. We remark that if f is as in Condition (2), then, in particular, the image of f is
infinite, indeed, the image of f restricted to (F+)

n is infinite.
We prove the lemma by induction over the structure of t. If t = xi for some i, then

n = a(t) = t∗ = i and t̄(~y) = x̄i(y1, . . . , yi) = yi = 1yt∗ and the result holds with w = 1 in
Condition (1).

Assume for induction that the result holds for any proper subterm of t.
Case (i) Suppose first that t = νσ(t1) for some term t1, so that t

∗ = t∗1. Then n = a(t) = a(t1)
and by induction, t1 satisfies the conditions of the lemma.
Case (i)(a) If t̄1(~y) = wyt∗1 for some w ∈ FG(E ∪Ct1), then t̄(~y) = σt̄1(~y) = σwyt∗1 = σwyt∗ .
Moreover, σw ∈ FG(E∪Ct), as Ct = Ct1 ∪Cσ, where Cσ is the set of generators that appear
in the normal form of σ. Hence t̄(~y) satisfies Condition (1).
Case (i)(b) Now suppose that Condition (2) holds for t1, so there exists f1 : F

n → FG(E ∪
Ct1) and sequences (zji)i∈N and (~µi)i∈N as in (2), such that t̄1(~y) = f1(~y)yt∗1 . Then

t̄(~y) = σt̄1(~y) = σf1(~y)yt∗1 = σf1(~y)yt∗ .
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For each i ∈ N let wi = f1(~µi) and put σwi =: τi. The normal form of wi contains zji with
a positive exponent, so the normal form of τi will do so as well, unless zji cancels against a
z−1
ji
. But, considering σ, there are only finitely many indices i for which z−1

ji
appears in the

normal form of σ. It follows that for infinitely many values i, the element τi ∈ F contains
zji in its normal form with a positive exponent.

Define f : F n → F by f = νA
σ ◦ f1. By the assumption on f1, and as Ct = Ct1 ∪ Cσ, we

have f : F n → FG(E ∪ Ct).
We obtain that t̄(~y) = f(~y)yt∗ . It is easy to see that t̄ satisfies Condition (2), with the

sequences (zji)i∈N and (~µi)i∈N obtained from the corresponding sequences for t̄1 by removing
finitely many elements.
Case (ii) We now consider the case that t = g(t1, t2) for some terms t1, t2. By induction the
lemma holds for t1 and t2. Let n1 = a(t1), n2 = a(t2), so that n is the maximum of n1 and
n2, and t∗ = t∗2. Notice that Ct = Ct1 ∪ Ct2 .
Case (ii)(a) Assume first that Condition (2) holds for t2, so that

t̄2
(

πn
n2
(~y)

)

= f2
(

πn
n2
(~y)

)

yt∗2

for some f2 : F n2 → FG(E ∪ Ct2), such that there are sequences (zji)i∈N and (~µi)i∈N as in
(2).

Since t∗ = t∗2 we have

t̄(~y) = h
t̄1(πn

n1
(~y))(t̄2(πn

n2
(~y)))

−1 t̄2
(

πn
n2
(~y)

)

= h
t̄1(πn

n1
(~y))(t̄2(πn

n2
(~y)))

−1f2
(

πn
n2
(~y)

)

yt∗ .

Define f : F n → F by

f(~y) = h
t̄1(πn

n1
(~y))(t̄2(πn

n2
(~y)))

−1f2
(

πn
n2
(~y)

)

.

We have that t̄(~y) = f(~y)yt∗ , as required. Moreover, f : F n → FG(E∪Ct), by the conditions
on f2 and since the image of h lies in E. Let ~µ′

i ∈ F n
+ be obtained by extending ~µi to arity n

with n − n2 arbitrary elements from F+. By Condition (2) for t2, we have that zji appears
in the normal form of f2(~µi) = wi with a positive exponent. Now

f(~µ′
i) = h

t̄1(πn
n1

(~µ′

i
))(t̄2(~µi))

−1wi.

By definition of h, the first factor is just an element of E, so in particular an element of F+.
It follows that the generator zji in wi cannot cancel, and hence appears in the normal form
of f(~µ′

i).
Thus t̄ satisfies Condition (2) with f and the sequences (~µ′

i)i∈N and (zji)i∈N.
Case (ii)(b) For our final case we assume that t̄2

(

πn
n2
(~y)

)

= w2yt∗2 , for some w2 ∈ FG(E∪Ct2).
We make four further case distinctions.

(1) t̄1 satisfies Condition (1) and t∗1 = t∗2. We have for ~u ∈ F n1 that t1(~u) = w1ut∗1
for

some w1, and then for ~y ∈ F n we see that t̄1
(

πn
n1
(~y)

)

= w1yt∗1 , and

t̄(~y) = h
t̄1(πn

n1
(~y))(t̄2(πn

n2
(~y))

−1 t̄2
(

πn
n2
(~y)

)

= hw1yt∗1
(w2y

∗

t2
)−1w2yt∗2 = hw1w

−1
2
w2yt∗

as t∗1 = t∗2. Thus t̄ also satisfies Condition (1), as hw1w
−1
2
w2 ∈ FG(E ∪ Ct).

(2) t̄1 satisfies Condition (2) with respect to f1 : F
n1 → FG(E ∪ Ct1) and t∗1 = t∗2.

In this case

t̄(~y) = h
f1(πn

n1
(~y))w−1

2
w2yt∗ .
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We claim that t̄ satisfies Condition (2). Let f be given by

f(~y) = h
f1(πn

n1
(~y))w−1

2
w2.

Then f : F n → FG(E∪Ct) by the same argument as above, so it remains to construct
appropriate sequences (~µi)i∈N and (zji)i∈N.

By the remark at the beginning of this proof, f1
(

πn
n1

(

F n
+

))

is infinite and hence so

is f1
(

πn
n1

(

F n
+

))

w−1
2 . The function h is injective and maps into E, so it follows that

hf1(πn
n1

(~x))w−1
2

takes on infinitely many values zji in E as ~x runs over F n
+. Only finitely

many of these values can cancel against a generator in the normal form of w2. The
existence of (~µi)i∈N and (zji)i∈N follows.

(3) t̄1 satisfies Condition (1) and t∗1 6= t∗2. In this case we have that t̄1(~y) = w1yt∗1 for
some w1 ∈ FG(E ∪ Ct1), for all ~y ∈ F n1 , and thus

t̄(~y) = hw1yt∗1
(y

t
∗

2
)−1w−1

2
w2yt∗ .

Consider the set P ⊂ Z2 of pairs (u1, u2) for which u1 6= u2, and neither u1, u2 nor
their inverses appear in the normal forms of w1 or w2; clearly P is infinite. For
any (u1, u2) ∈ P , the normal form of w1u1u

−1
2 w−1

2 contains the subexpression u1u
−1
2 ,

and these are the only occurrences of u1 and u2 in the normal form. It follows that
w1u1u

−1
2 w−1

2 takes on only distinct and hence infinitely many elements of F as (u1, u2)
runs through P . As h is injective, hw1u1u

−1
2 w−1

2
also takes on infinitely many values

from E as (u1, u2) runs through P . Only finitely many of those values can cancel
against generators from the normal form of w2. Removing the corresponding pairs
from P we see that t̄ satisfies Condition (2) with respect to f : F n → FG(E ∪ Ct),
where

f(~y) = hw1yt∗1
y−1
t
∗

2
w−1

2
w2,

with the ~µi ∈ F n
+ being chosen so that ~µi(t

∗
1) = u

(i)
1 , ~µi(t

∗
2) = u

(i)
2 and with arbitrary

elements of F+ in all other coordinates, where (u
(i)
1 , u

(i)
2 ) runs over a cofinite subset

of P and (zji)i∈N = (h
w1u

(i)
1 (u

(i)
2 )−1w−1

2
)i∈N.

(4) t̄1 satisfies Condition (2) with respect to f1 : F
n1 → FG(E ∪ Ct1), and t∗1 6= t∗2.

This case is similar to the previous one. We have that

t̄(~y) = h
f1(πn

n1
(~y))yt∗1y

−1
t
∗

2
w−1

2
w2yt∗ .

Let P ⊂ Z2 be the set of pairs (u1, u2) for which u1, u2 /∈ E ∪Ct, u1 6= u2 and neither
u1, u2 nor their inverses appear in the normal form of w2; clearly P is infinite. If
~z ∈ F n

+ and (u1, u2) ∈ P , then in the expression

f1
(

πn
n1
(~z)

)

u1u
−1
2 w−1

2 ,

u1 and u−1
2 cannot cancel against any generators from the normal forms of w−1

2 and
f1

(

πn
n1
(~z)

)

, in the latter case because f1 maps into F (E∪Ct). Arguing as previously
we see that t̄ satisfies Condition 2.

By structural induction, the lemma holds for all terms t ∈ T . �

We are ready show our main result.

Theorem 2.4. The independence algebra A does not satisfy the distributivity property.
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Proof. By way of contradiction, assume thatW is set of functions that generate the clone of A
and witness the distributivity property. The clone of A contains the function gA. By the first
three conditions of our choice of h, calculation shows that g(z1, z2) = z6z2, g(z3, z2) = z8z2,
and g(z1, z4) = z10z4. Combined, these results show that g depends on both of its arguments.
It follows that W must contain an operation v that depends on more than one argument,

for otherwise the entire clone of A would consist of functions that are essentially unary. As
v is in the clone of A, it is a composition of A-operations and projections, and it is easy to
see that such v must have the form t̄ ◦ πn

m for some t ∈ T . Moreover, W \ {v} ∪ {t̄} also
generates the clone of A and witnesses the distributivity property. Thus, we may assume
that v = t̄ for a term t ∈ T ; since v depends on at least two variables, so does t̄.
Such a t̄ must satisfy one of the two conditions from Lemma 2.3. As the first condition

implies that t̄ only depends on one variable, we must have instead that t̄(~y) = f(~y)yt∗ , where
f is as in Condition (2) of Lemma 2.3. Let (~µi)i∈N and (zji)i∈N be the sequences associated
to f satisfying (a) and (b) of Lemma 2.3, and set w1 = f(~µ1).
We have that t̄(~µ1) = f(~µ1)µ

∗
1 - where µ

∗
1 is the t

∗-th entry of ~µ1. Choose a ∈ Z \ (E∪Ct).
As we assume that A satisfies the distributivity property, and W is a witness of it, we have
that νa(t̄(~µ1)) = t̄(νa(~µ1)), where, with abuse of notation, νa(~µ1) = a~µ1 is the element of F n

obtained by multiplying every coordinate of ~µ1 by a on the left. Hence af(~µ1)µ
∗
1 = f(a~µ1)aµ

∗
1

and so af(~µ1) = f(a~µ1)a. Now, f(a~µ1) is in the image of f which is contained in FG(E∪Ct)
by Lemma 2.3. As a /∈ FG(E ∪ Ct), the normal form of f(a~µ1)a, and hence the normal
form of af(~µ1), will end with a. However, f(~µ1) is also an element of FG(E ∪ Ct), and so
its normal form does not contain a. It follows that f(~µ1) = 1. However, by Lemma 2.3, the
normal form of f(~µ1) contains the generator zj1 , a contradiction. �

3. Conditions for EndB to be a right order in EndA

Throughout this section, let B be a stable basis algebra of finite rank n satisfying the
distributivity condition. Thus far we have not been explicit about the properties satisfied by
B, but for the convenience of the reader we give some brief details. All of these, and further
information, can be found in [10]. The relation ≺ is defined by

a ≺ W ⇔ a ∈ 〈∅〉B or 〈{a}〉B ∩ 〈W 〉B 6= 〈∅〉B

for a ∈ B and W ⊆ B. We say that W is pure closed if

a ≺ W ⇔ a ∈ W.

Any subset of V of B is contained in smallest pure closed subset PC(V ); indeed, PC(V ) is
a subalgebra with a basis that can be extended to a basis of B. To say X is a basis of a
subalgebra C means that C = 〈X〉B, every map from X to B lifts to a (unique) morphism
from C to B, and x 6≺ X \{x}, for any x ∈ X. The rank of a subalgebra U is the cardinality
of a basis of its pure closure PC(U). Moreover, since B has finite rank n, any subalgebra with
rank m ≤ n itself has a basis of m elements. However, it is only the pure closed subalgebras
that have bases that are extendable to bases of B. Since B has rank n, we choose and fix a
basis {b1, . . . , bn}.
As pointed out at the beginning of Section 2, the monoid T of non-constant unary term

operations is cancellative and left Ore. It therefore has a group of left quotients G by [5,
Theorem 1.24]. Further, the elements of T are injective (as maps from B to B). Another
fact of which we make use is that if u(x) is a unary term operation of B, and u(b) ∈ 〈∅〉B for
some b /∈ 〈∅〉B, then u(x) is a constant map with image u(b) ∈ 〈∅〉B.
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Finally, for any α ∈ EndB, the rank of α is defined to be the rank of the subalgebra Imα;
this always exists.

In [19] Gould constructs an independence algebra A such that B is a reduct of A, and
such that End(B) is a left order (in the sense of Definition 1.1) in End(A). For convenience
we gather here some essential information concerning the construction of A from B. Further
details may be found in [19].

Let Σ = T × B and define a relation ∼ on Σ by the rule that

(a, c) ∼ (b, d) ⇔ xa = yb and x(c) = y(d) for some x, y ∈ T ;

for clarity, here xa, yb are products in the monoid T and x(c), y(d) are the values of x, y
acting on c, d ∈ B, respectively. Then ∼ is an equivalence relation and A = Σ/ ∼ is the
underlying set of an independence algebra A. Further, B is a reduct of A, where B embeds
in A under b 7→ [1, b] := [(1, b)].

Proposition 3.1. [19] Let B and A be as above. Then

{[1, b1], . . . , [1, bn]}

is a basis for A so that A and B have the same rank. The map θ 7→ θ̄ from End(B) to End(A)
embeds End(B) as a left order in End(A), where for any [a, b] ∈ A we have [a, b]θ̄ = [a, bθ].
Further, θ and θ̄ have the same rank.

Before addressing the main question of this section, we first confirm the way in which
End(B) sits inside End(A) in the general case. Recall from [18] that a left order S in Q is
fully stratified if for any a, b ∈ S we have

a≤R∗ b in S if and only if a≤R b in Q

and

a≤L∗ b in S if and only if a≤L b in Q.

The relations ≤R and ≤L above are the pre-orders associated with Green’s relations R and
L; ≤R∗ and ≤L∗ above are the pre-orders associated with the larger relations R∗ and L∗. We
give further details as and when we use them; the reader may consult [18]. These relations
are important for the study of End(B) due to the following result.

Proposition 3.2. [11, 17] Let C be an independence algebra and D a basis algebra, let
α, β ∈ End(C) and γ, δ ∈ End(D). Then

α≤R β if and only if Ker β ⊆ Kerα;

α≤L β if and only if Imα ⊆ Im β;

γ≤R∗ δ if and only if Ker δ ⊆ Ker γ

and

γ≤L∗ δ if and only if PC(Im γ) ⊆ PC(Im δ).

Theorem 3.3. Let B be a stable basis algebra of finite rank n ≥ 1 such that B satisfies the
distributivity condition. The monoid End(B) is a fully stratified left order in End(A).
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Proof. We are required to show that for any α, β ∈ End(B) we have that α≤L∗ β in End(B) if
and only if α≤L β in End(A) and dually, α≤R∗ β in End(B) if and only if α≤R β in End(A).
The proof of the first statement is inherent in the proof of [17, Proposition 5.2 (ii)],

although not explicitly stated. We concentrate on the second; according to Proposition 3.2
it is sufficient to show that if Ker β ⊆ Kerα, then Ker β ⊆ Kerα.
Suppose therefore that Ker β ⊆ Kerα, and consider [a, u], [b, v] ∈ A with [a, u]β = [b, v]β.

By Proposition 3.1 we have that [a, uβ] = [b, vβ] so that by the definition of ∼, there exist
c, d ∈ T with ca = db and c(uβ) = d(vβ) so that (c(u))β = (d(v))β. Since Ker β ⊆ Kerα
we have c(uα) = (c(u))α = (d(v))α = d(vα) and then [a, u]α = [a, uα] = [b, vα] = [b, v]α, as
required. �

We have remarked that any a ∈ T is one-one as a map, and certainly

a|〈∅〉B : 〈∅〉B → 〈∅〉B.

Definition 3.4. The algebra B satisfies the Constant Isomorphism Property (CI) if:

a|〈∅〉B : 〈∅〉B → 〈∅〉B

is onto, hence an isomorphism of the constant subalgebra 〈∅〉B of B.

We introduced (CI) for the following purpose.

Theorem 3.5. [19, Theorem 6.2] Let B be a stable basis algebra of finite rank satisfying
the distributivity condition. Then End(B) is a straight left order in End(A) if and only if B
satisfies the (CI) and (if n ≥ 2), T is right Ore.

From [5, Theorem 1.24], if T is right Ore, then it has a group of right quotients and it is
easy to see in this case that G is a group of (two-sided) quotients of T. The paper [19] leaves
open the question of whether the fact that G is a group of quotients of T forces End(B) to
be a right and hence (two-sided) order in End(A). The aim of this section is to determine
the conditions under which End(B) is a right order in End(A), thus answering the question
posed in the positive for n ≥ 2 and establishing Result 2.

If the rank n of B is 0, then A = B = 〈∅〉 and so End(A) = {IA} = End(B) is a one
element group, and our results hold trivially. We will therefore restrict to B with positive
rank. Via a series of lemmas we now prove:

Theorem 3.6. Let B be a stable basis algebra of finite rank n ≥ 1 such that B satisfies the
distributivity condition. The monoid End(B) is a right order in End(A) if and only if T is
right Ore and B satisfies (CI).

In fact, we will show slightly more, demonstrating that in the right quotient decomposition
α = γ̄β̄#, β̄ can be chosen as an automorphism of A. Notice that the conditions given in
Theorem 3.6 imply those of Theorem 3.5, and coincide if n ≥ 2.

Lemma 3.7. Suppose T is right Ore and satisfies (CI). Let {s1, . . . , sk} be a finite non-empty
set of terms in the language of B over the variables set {x1, . . . , xn} and let a ∈ T . Then
there exists an endomorphism θa of B such that sBi (b1, . . . , bn)θa ∈ Im a for 1 ≤ i ≤ k, where
we interpret all si as n-ary operations. Moreover, θa satisfies bℓθa = a(r(bℓ)) for 1 ≤ ℓ ≤ n
and some r ∈ T .

Proof. We have remarked that under these hypotheses G is the group of quotients of T.
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Let m be the number of basic, non-nullary term operations appearing in the terms
s1, . . . , sk, counted with multiplicity. We prove the lemma by induction on m.

If m = 0 then all si are either variables or nullary operation symbols. By reordering the
si as necessary we may assume that for some 1 ≤ t ≤ k + 1 we have

sBi (b1, . . . , bn) =

{

bji 1 ≤ i < t
ei t ≤ i < k + 1,

for some constants ei. By (CI), a acts as an isomorphism on 〈∅〉B, and so ei = a(fi), for
some fi ∈ 〈∅〉B.

Define θa by biθa = a(bi), then

sBi (b1, . . . , bn)θa = bjiθa = a(bji)

for 1 ≤ i < t and
sBi (b1, . . . , bn)θa = eiθa = ei = a(fi)

for t ≤ i < k. Thus θa satisfies the conditions of the lemma with r being the identity.
Now suppose that 0 < m, and that the result holds for all m′ with 0 ≤ m′ < m. We may

reorder the si such that for some integers 1 ≤ k1 ≤ k2 ≤ k3 ≤ k4 ≤ k + 1 we have

si =























xj(i) for 1 ≤ i < k1
vi(h

i
1, . . . , h

i
l(i)) for k1 ≤ i < k2

ui(hi) for k2 ≤ i < k3
ci(hi) for k3 ≤ i < k4
di for k4 ≤ i < k + 1,

where 1 ≤ j(i) ≤ n, the vi are basic l(i)-ary operation symbols where l(i) ≥ 2, the ui, ci are
unary function symbols with uB

i = ai ∈ T and cBi /∈ T , the di are nullary operation symbols,
and the hi and hi

j are arbitrary terms. Our convention is that if, for example, 1 = k1 = k2,
then there are no instances of si of the first two kinds.

For k3 ≤ i < k we have that, as cBi /∈ T , sB(b1, . . . , bn) = gi ∈ 〈∅〉B, so that by the same
argument used for m = 0, (CI) gives that gi ∈ Im a.

If k1 = k2 = k3, then let bℓθa = a(bℓ) for 1 ≤ ℓ ≤ n, so that the conditions of the lemma
hold with r the identity. Otherwise, since T is right Ore, we proceed as follows. First,
by applying the common denominator theorem in the group G to the elements a−1ai for
k1 ≤ i < k2, we may find pi, u ∈ T , such that in G, a−1ai = piu

−1, and hence in T, we have
aiu = api. If k1 = k2, let u ∈ T be chosen arbitrarily. Again from T being right Ore, there
are p, v ∈ T for which up = av.

We now apply our induction hypothesis to all the terms, xj(i), h
i
j and hi with av in place of

a (note that we must have at least one such term). It follows that there exists φav ∈ End(B)
and z′i, z

i
j, zi ∈ B, for which

(

xB
j(i)(b1, . . . , bn)

)

φav = av(z′i),
(

hiB
j (b1, . . . , bn)

)

φav = av(zij),
(

hB
i (b1, . . . , bn)

)

φav = av(zi),

and that, moreover, bℓφav = av(r′(bℓ)) for 1 ≤ ℓ ≤ n and some r′ ∈ T .
For 1 ≤ i < k1,

sBi (b1, . . . , bn)φav =
(

xB
j(i)(b1, . . . , bn)

)

φav

= av(z′i),
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For k1 ≤ i < k2,

sBi (b1, . . . , bn)φav =
(

vBi

(

hiB
1 (b1, . . . , bn), . . . , h

iB
l(i)(b1, . . . , bn)

))

φav

= vBi (av(z
i
1), . . . , av(z

i
l(i)))

= avBi (v(z
i
1), . . . , v(z

i
l(i))),

where the last equality follows from the distributivity condition.
For k2 ≤ i < k3 we have

(

sBi (b1, . . . , bn)
)

φav =
(

uB
i (h

B
i (b1, . . . , bn))

)

φav =
(

ai(h
B
i (b1, . . . , bn))

)

φav

= ai(av(zi)) = ai(up(zi)) = apip(zi).

Since φav(bℓ) = avr′(bℓ) for some r′ ∈ T and 1 ≤ ℓ ≤ n, the result holds with θa = φav and
r = vr′. �

Theorem 3.8. If T is right Ore and (CI) holds, then End(B) is a right order in End(A).
Moreover every α ∈ End(A) may be written in the form α = γ̄β̄−1 for some γ, β ∈ End(B)
with β̄ ∈ AutA.

Proof. From [19], End(B) is a left order in End(A), so that certainly every square-cancellable
element of End(B) lies in a subgroup of End(A). Let α ∈ End(A). It remains to find
β, γ ∈ End(B) such that α = γ̄β̄#.
By Proposition 3.1 we have that

{[1, b1], . . . , [1, bn]}

is a basis for A. Choose µi ∈ T , di ∈ B such that [1, bi]α = [µi, di] for 1 ≤ i ≤ n.
Consider the elements µ−1

i ∈ G. By the common denominator theorem, there exists
µ, νi ∈ T such that µ−1

i = µ−1νi in G for 1 ≤ i ≤ n. It follows that µ = νiµi, and thus from
the definition of ∼, we have [µi, di] = [νiµi, νi(di)] = [µ, νi(di)]. Putting ci := νi(di) ∈ B for
1 ≤ i ≤ n we have that [1, bi]α = [µ, ci].
Now let t1, . . . , tn be n-ary terms such that ci = tBi (b1, . . . , bn) for 1 ≤ i ≤ n. By Lemma

3.7, there exists an endomorphism θµ of B, zi ∈ B and r ∈ T such that tBi (b1, . . . , bn)θµ = µ(zi)
and bℓθµ = µ(r(bℓ)) for 1 ≤ ℓ ≤ n. Define β, γ ∈ End(B) by β = θµ and biγ = zi. Using
Proposition 3.1, we have that for all i,

[1, bi]αβ̄ = [µ, ci]β̄ = [µ, ciβ] = [µ, ciθµ] = [µ, µ(zi)] = [1, zi] = [1, biγ] = [1, bi]γ̄.

It follows that αβ̄ = γ̄. From the fact {b1, . . . , bn} is a basis for B, we see that

µ(r(bi)) 6≺ {µ(r(b1)), . . . , µ(r(bi−1)), µ(r(bi+1)), . . . , µ(r(bn)}

for any 1 ≤ i ≤ n. It follows that β has rank n, and hence by Proposition 3.1, so does
β̄. But then Im β̄ = A, which means that β̄ is a unit of A by [17, Proposition 3.2]. Hence
α = γ̄β̄−1 = γ̄β̄♯, as required. �

We now tackle the converse to Theorem 3.8.

Lemma 3.9. Suppose that End(B) is a right order in End(A). Then (CI) holds in B.

Proof. Let a ∈ T and c ∈ 〈∅〉B. We need to show that c is in the image of a.
As [1, b1] is in a basis of A there exists an α ∈ End(A) such that [1, b1]α = [a, c]. As

End(B) is a right order in End(A), there are β, γ ∈ End(B) such that α = γ̄β̄#. Note that

α = γ̄β̄# = γ̄
(

β̄β̄#β̄#
)

=
(

γ̄β̄
) (

β̄β̄
)#

=
(

γ β
)

(

β
2
)#

.
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By potentially replacing γ and β with γβ and β2, respectively, we may assume that γ̄ = γ̄β̄♯β̄
and, with this assumption, we obtain γ̄ = αβ̄.
From [1, b1]α = [a, c] we have that

[1, b1]γ̄ = [1, b1]αβ̄ = [a, c]β̄

giving

[1, b1γ] = [a, cβ] = [a, c].

Hence there exists u, v ∈ T such that ua = v1 and u(c) = v(b1γ). Then u(c) = ua(b1γ) and
as u is injective, we have that c = a(b1γ). By comments at the beginning of this section, we
have that b1γ ∈ 〈∅〉B. Thus (CI) holds in B. �

Theorem 3.10. Suppose that End(B) is a right order in End(A). Then T is right Ore.

Proof. Let p, q ∈ T . Define α ∈ End(A) by [1, bi]α = [p, q(b1)] for 1 ≤ i ≤ n.
By [19, Lemma 4.10] the rank of α is 1. Since End(B) is a right order in End(A), there

are γ, β ∈ End(B) such that α = γ̄β̄#. As in the proof of Lemma 3.9, we may assume that
αβ̄ = γ̄. Hence for i = 1, . . . , n,

[1, biγ] = [1, bi]γ̄ = [1, bi]αβ̄ = [p, q(b1)]β̄ = [p, (q(b1))β] = [p, q(b1β)].

Hence there exist a, b ∈ T such that ap = b and aq(b1β) = b(biγ), giving aq(b1β) = ap(biγ).
By injectivity of a, we obtain q(b1β) = p(biγ).
Let u = b1β, vi = biγ. It follows that q(u) = p(vi) and so PC({u}) = PC({vi}) = W

(say) for 1 ≤ i ≤ n. As it is an element of a basis, we have that [1, b1] /∈ 〈∅〉A. By [19,
Lemma 4.10], [p, qb1] /∈ 〈∅〉A. From α = γ̄β̄# we have that α = αβ̄β̄# and so β̄β̄# acts as the
identity on Im (α) = 〈[p, qb1]〉A, giving [p, q(b1β)] = [p, q(b1)]β̄ /∈ 〈∅〉A. Once again by [19,
Lemma 4.10], we obtain that q(b1β) /∈ 〈∅〉B and hence by [19, Proposition 2.4] we also have
b1β /∈ 〈∅〉B. Thus W has rank 1. It follows that W has a one-element basis, so W = 〈w1〉B
for some w1 ∈ B where {w1, . . . , wn} is a basis of B. Hence there are h, k ∈ T , such that
h(w1) = u, k(w1) = v1, and so qh(w1) = pk(w1). Note that {w1} can be extended to a basis
of B. It follows that for any b′ ∈ B, there is an endomorphism τ with w1τ = b′. Clearly
then qh = pk and the result follows. �

Theorem 3.6 now follows directly from Theorem 3.8, Lemma 3.9, and Theorem 3.10.

Example 3.11. Let R be an integral domain and M an n-generated (n ∈ N) free left module
over R such that M is a stable basis algebra; certainly we must have that R is left Ore, since
the non-zero elements of R form a monoid isomorphic to TM. For example, R could be a
left OreBezout domain. Then End(M) (which is isomorphic to Mn(R)) is a left order (in the
sense of either ring or semigroup theory), in End(A). The construction of [19] in this case
yields that A is the n-dimensional vector space D ⊗M, where D is the division ring of left
quotients of R), so that End(A) is isomorphic to the monoid Mn(D). Our results now yield
(for n ≥ 2) that Mn(R) is straight in Mn(D) if and only if Mn(R) is a two-sided order in
Mn(D) if and only if R is also right Ore if and only if R is also a right order in D.

Example 3.12. As explained in [11, Section 2], any free left T-act B of rank n ∈ N over a
cancellative monoid T such that every finitely generated left ideal is principal is a stable basis
algebra. Certainly T is left Ore, and if G is its group of left quotients, then A is isomorphic
to the free left G-act on n generators. Our results show that (for n ≥ 2), End(B) is a straight
left order in End(A) if and only if it is a two-sided order, if and only if T is also right Ore.
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4. Fully stratified straight left orders

In [11, Theorem 6.2], it was claimed that for any stable basis algebra B, Endf (B) is a fully
stratified straight left order in some regular semigroup. However, the proof of this result
depends on the invalid Proposition II.2.6 in [27]. In this section, we show that we can still
obtain that Endf (B) a fully stratified straight left order under certain conditions, closely
related to those in Section 3. We remark first that if B has finite rank and satisfies the
distributivity condition, then Endf (B) = End(B) and from Theorems 3.6 and 3.5, End(B)
is a fully stratified straight left order in End(A) (where A is constructed as in Section 3)
if and only if B satisfies (CI) and if rank B ≥ 2, then the monoid T is both left and right
reversible. In the general case of arbitrary rank, where we have no construction of A to hand,
we assume rather stronger conditions on B in order to find sufficient conditions for Endf (B)
to be a fully stratified straight left order. Our approach is to check the list of conditions for
a semigroup to be a fully stratified straight left order given in [18, Proposition 3.2]. In fact,
we are left with just two conditions to check, and for the first, we need make no additional
assumptions.

Lemma 4.1. Let B be a stable basis algebra and let α, β ∈ Endf (B) be such that α ≤L∗ β.
Then there exist γ ∈ Endf (B), such that αL∗ γβ.

Proof. Let B have basis {bi : i ∈ I} so that B = 〈bi : i ∈ I〉B, and for any i ∈ I, bi 6≺ 〈bj :
j ∈ I \ {i}〉.

By Proposition 3.2, α ≤L∗ β if and only if PC(Imα) ⊆ PC(Im β). Let {x1, . . . , xm} be a
basis for PC(Imα). First, if m = 0, then Imα = 〈∅〉B, so that α = αβ and so the lemma
holds with γ = α. We suppose therefore that m ∈ N.

Set vi = biβ, i ∈ I so that Im β = 〈vi : i ∈ I〉. There exists a p ∈ N and, for j = 1, . . . ,m,
p-ary term functions tj and uj ∈ T with uj(xj) = tj(v1, . . . , vp) (where we allow ourselves
the freedom to relabel the bi and hence vi, as convenient).

Define γ ∈ EndB by bjγ = tj(b1, . . . , bp) for j = 1, . . . ,m, and bjγ = b1γ else. Then
γ ∈ Endf (B) and

bjγβ = tj(b1, . . . , bp)β

= tj(b1β, . . . , bpβ)

= tj(v1, . . . , vp)

= uj(xj)

for 1 ≤ j ≤ m. Moreover, for j /∈ {1, . . . ,m} we have bjγβ = b1γβ = u1(x1). We deduce

(1) Im γβ = 〈u1(x1), . . . , um(xm)〉.

so that clearly PC(Im γβ) ⊆ PC(Imα). Further, as xi ∈ PC(Im γβ) for 1 ≤ i ≤ m, we have

PC(Imα) = 〈x1, . . . , xm〉 ⊆ PC(Im γβ).

Hence PC(Imα) = PC(Im γβ) so that from Proposition 3.2, we have αL∗ γβ, as required.
�

Lemma 4.2. Let B be a stable basis algebra that satisfies the distributivity condition and
has no constants. Assume that T is commutative. Let α, β ∈ Endf (B), such that α ≤R∗ β.
Then there exist γ ∈ Endf (B), such that αR∗ βγ.
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Proof. As in Lemma 4.1, let B have basis {bi : i ∈ I}. Let {u1, . . . , um} be a basis for
PC(Im β). Set ci = biβ, so that Im β = 〈ci : i ∈ I〉, and choose m-ary term functions ti such
that ci = ti(u1, . . . , um) for i ∈ I. As the ui are in PC(Im β), we may find pi ∈ T such that
pi(ui) ∈ Im β for 1 ≤ i ≤ m. Let p = p1 . . . pm so that, as T is commutative, p(ui) ∈ Im β
for 1 ≤ i ≤ m. Since m is finite, we may find n ∈ N and n-ary term functions si, such that
p(ui) = si(c1, . . . , cn) for 1 ≤ i ≤ m (with, as earlier, some relabelling).

We put ~b = (b1, . . . , bn) and ~u = (u1, . . . , um). Extend {u1, . . . , um} to a basis {ui : i ∈ I}
of B, and define γ ∈ End(B) by

ujγ = sj(b1α, . . . , bnα) = sj(~bα)

for 1 ≤ j ≤ m, and ujγ = u1γ where j /∈ {1, . . . ,m}. Clearly γ ∈ Endf (B).
Let w be an arbitrary k-ary term function, where without loss of generality we assume

k ≥ n. Let x = w(b̄) where b̄ = (b1, . . . , bk). Then

xβγ = w(b̄)βγ

= w(b1β, . . . , bkβ)γ

= w(c1, . . . , ck)γ

= w(t1(~u), . . . , tk(~u))γ

= w(t1(s1(~bα), . . . , sm(~bα)), . . . , tk(s1(~bα), . . . , sm(~bα)))

=
(

w(t1(s1, . . . , sm), . . . , tk(s1, . . . , sm))(~b)
)

α

=
(

w(t1(s1, . . . , sm), . . . , tk(s1, . . . , sm))(b̄)
)

α

where we reinterpret (w(t1(s1, . . . , sm), . . . , tk(s1, . . . , sm)) as being k-ary, in the final step.
Moreover,

(

pw(b̄)
)

β = pw(b1β, . . . , bkβ)

= pw(c1, . . . , ck)

= pw(t1(~u), . . . , tk(~u))

= w(t1(p(u1), . . . p(um)), . . . , tk(p(u1), . . . , p(um)))

= (w(t1(s1, . . . , sm), . . . , tk(s1, . . . , sm))) (c1, . . . , cn)

=
(

(w(t1(s1, . . . , sm), . . . , tk(s1, . . . , sm))) (~b)
)

β

=
(

(w(t1(s1, . . . , sm), . . . , tk(s1, . . . , sm))) (b̄)
)

β.

Here the fourth equation follows inductively from the distributivity condition, the fact that
T is commutative, and that B has no constants.

This means that
(

pw(b̄), (w(t1(s1, . . . , sm), . . . , tn(s1, . . . , sm))) (b̄)
)

∈ Ker β

and so

(

pw(b̄), (w(t1(s1, . . . , sm), . . . , tn(s1, . . . , sm))) (b̄)
)

∈ Kerα,

as α ≤R∗ β.
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Let v, v′ be arbitrary k-ary term functions. Applying the above to y = v(b̄) and y′ = v′(b̄),
and using the fact that p is one-one, we get that

yβγ = y′βγ

⇔
(

(v(t1(s1, . . . , sm), . . . , tn(s1, . . . , sm))) (b̄)
)

α

=
(

(v′(t1(s1, . . . , sm), . . . , tn(s1, . . . , sm))) (b̄)
)

α

⇔
(

(pv)(b̄), (pv′)(b̄)
)

∈ Kerα

⇔ pv(b1α, . . . , bkα) = pv′(b1α, . . . , bkα)

⇔ v(b1α, . . . , bkα) = v′(b1α, . . . , bkα)

⇔ (v(b̄))α = (v′(b̄))α

⇔ yα = y′α

It follows that αR∗ βγ. �

Before stating and proving the main result of this section, establishing Result 3, we
remind the reader that the relations R∗ and L∗ are the equivalence relations associated,
respectively, with the pre-orders ≤R∗ and ≤L∗ of Proposition 3.2.

Theorem 4.3. Let B be a stable basis algebra that satisfies the distributivity condition and
has no constants. Assume that T is commutative. Then Endf (B) is a fully stratified straight
left order in a regular semigroup.

Proof. From [18, Proposition 3.2] the semigroup Endf (B)is a fully stratified straight left order
precisely when the following conditions, together with the left-right duals (Eii)(r),(Eiii)(r),
(Evi)(r), of (Eii)(l), (Eiii)(l), (Evi)(l), respectively, are satisfied:

(Ei) L∗ ◦ R∗ = R∗ ◦ L∗.
(Eii)(l) For all α, β ∈ Endf (B), α ≤L∗ β if and only if αL∗ γβ for some γ ∈ Endf (B).
(Eiii)(l) Every L∗-class contains a square-cancellable endomorphism.
(Evi)(l) For all square-cancellable α ∈ Endf (B), and all β, γ ∈ Endf (B), if β, γ ≤L∗ α and

βα = γα, then β = γ.
(Evii)(r) For all square-cancellable α ∈ Endf (B), and all β, γ ∈ Endf (B), if β, γ ≤R∗ α and

αβR∗αγ, then βR∗γ.
(Gii) If α ∈ Endf (B) is square-cancellable, then H∗

α is left Ore.

From [11, Corollary 6.3], Endf (B) is abundant. As pointed out at the beginning of [18,
Section 4], (Eiii)(l) and (r) hold in any abundant semigroup. In [11], it is shown that (Ei),
(Evi)(l), (Evi)(r), (Evii)(r), and (Gii) hold in Endf (B), namely in Corollary 6.3, Lemma 6.9,
Lemma 6.10, Lemma 6.11, and Corollary 6.6, respectively. These results do not depend on
the incorrect [27, Proposition II.2.6], although note that another statement in Corollary 6.3
does.
It remains to establish the two version of (Eii). It follow from Proposition 3.2 that if

αR∗ βγ for any α, β, γ ∈ Endf (B), then Ker β ⊆ Kerα, so that α ≤R∗ β, with a dual
statement for L∗. We then use Lemma 4.1 for condition (Eii)(l) and in Lemma 4.2 for
Condition (Eii)(r). The result follows. �

5. Open questions

The main aim of this article was to show that not all stable basis algebras satisfy the
distributivity condition, achieved in Section 2, and to complete the investigation of the left
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order End(B) in End(A) constructed in [17]. However, achieving our objectives here, and
the discovery of the knock-on effects of the error in [27], has prompted a number of further
questions which we would like to pose.

Open Question 5.1. Is every stable basis algebra B a reduct of an independence algebra?

It would make sense to consider first the special case where B has finite rank. Question 5.1
is closed tied to:

Open Question 5.2. If a stable basis algebra B is a reduct of an independence algebra A,
then does B satisfy the distributivity condition if and only if A does?

It may be that in the above, one would want only to consider the case where B contains
all the non-unary basic operations of A.

Open Question 5.3. Let B be a stable basis algebra. Is Endf (B) is a left order in a regular
semigroup if and only if B is a reduct of an independence algebra A such that Endf (B) is a
left order in Endf (A)?

Finally, following from Theorem 4.3 we ask:

Open Question 5.4. Let B be a stable basis algebra satisfying the distributivity condition.
Is Endf (B) a fully stratified straight left order if and only if B satisfies (CI) and (if rank B ≥ 2)
the monoid T is both left and right reversible? In this case, is B a reduct of an independence
algebra A such that Endf (B) is a fully stratified straight left order in Endf (A)?
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[1] J. Araújo, Idempotent generated endomorphisms of an independence algebra, Semigroup Forum 67

(2003), 464–467.
[2] J. Araújo, M. Edmundo and S. Givant, v∗-algebras, independence algebras and logic, Internat. J. Algebra

Comput. 21 (2011), 1237–1257.
[3] G. M. Bergman, Constructing division rings as module-theoretic direct limits, Trans. American Math.

Soc. 354 (2002), 2079–2114.
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