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Table 1. Research objectives Working Group Survey Results on Stinutgy Definitions of Improvement, Maintenance (or Stektiate) and

Deterioration (or Worsening)
(N = 26).

Appendix 2

Definition
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(% agreé)

1. De€finitive deterioration

baseline level (or its predefined margin)

+ Post-baseline deterioration A — 22 (85%)
» After the post-baseline deterioration: o
* no follow-up scores are higher than one’s own o
deterioration level (or its pre-defined margin) | * e
* no follow-up scores are higher than the 1 it prodhsingd margn)
deterioration threshold (or its pre-defined 3 il st e Detarte detericction (wth
marginy S s s & T A
* no follow-up scores are higher than one’s own A R A T g ;‘“‘ e
baseline level (or its predefined margin) » oz
* no follow-up scores are higher than the
improvement threshold (or its pre-defined
margin)
* Post-baseline deterioration 0 Baseine 21 (81%)*
» After the post-baseline deterioration: @ T
« follow-up scores may be higher than one’s own e
deterioration level (or its pre-defined margin) | * l O i v L S
* no follow-up scores are higher than the 15 - — [with prectfined mae g
deterioration threshold (or its pre-defined 35 (R ¥ < i D
margin) B e g g T
* no follow-up scores are higher than one’s own R A & = o= Youmtcle yrgechury sond s b




no follow-up scores are higher than the
improvement threshold (or its pre-defined
margin)

» Post-baseline deterioration 4 (8%)
» Aifter the post-baseline deterioration: p T
« follow-up scores may be higher than one’s own [ ———— e e e,
deterioration level (or its pre-defined margin) || = S
» follow-up scores may be higher than the — fwizh redtntined margin)
deterioration threshold (or its pre-defined % .
margin) S ST
+ no follow-up scoreare higher than one’s own B A A A POISES ety 00 by
baseline level (or its predefined margin) Guterioratios
* no follow-up scores are higher than the
improvement threshold (or its pre-defined
margin)
» Post-baseline deterioration aseine 1 (4%)
» After the post-baseline deterioration: 53 T
 follow-up scoresnay be higher than one’s own R e
deterioration level (or its predefined margin) = Gt
» follow-up scores may be higher than the 15 s (with predefined mae o)
deterioration threshold (or its predefined margi | : s G s
 follow-up scores may be higher than one’s own TR RO S et
baseline level (or its predefined margin) A A A R T Potatletraectory and i
* no follow-up scores are higher than the teteriacasion
improvement threshold (or its predefined marg |
» Post-baseline deterioration Niwiiy 1 (4%)
+ After the post-baseline deterioration: =y
« follow-up scores may be higher than one’s own n T (wihpredefied mrgR)
deterioration level (or its pre-defined margin) i e i
» follow-up scores may be higher than the 1 ——— ol bt
deterioration threshold (or its pre-defined 3 A Definite deterioration
margin) S R e o
+ follow-up scores may be higher than one’s own A R ‘»"‘:f‘*‘ e AR S o

baseline level (or its predefined margin)




+ follow-up scores may be higher than the

improvement threshold (or its pre-defined

margin)

Post-baseline deterioration

-

Irrvdwvant idormation

Baselire
s Threshedd for improvesment
(with predetined margin}

e [hreshiold for deterioration
(with predefined margin)

Oefinite detenoration
- = Possihle trajectory and still te

able w0 conclude defnte
deterioration

1 (4%)

2. Definitive improvement

Post-baseline improvement
After the post-baseline improvement:
* no follow-up scores are lower than one’s own

improvement level (or its pre-defined margin)

» no follow-up scores are lower than the
improvement threshold (or its pre-defined
margin)

* no follow-up scores are lower than one’s own
baseline level (or its predefined margin)

» no follow-up scores are lower than the

deterioration threshold (or its pre-defined marg

s Thaesho bt For Empraverment

{with predefined marpn)

Threshald for detsrioration
(with predefined margn)

Delinite improwment

21 (81%)

Post-baseline improvement
After the post-baseline improvement:

» follow-up scores may be lower than one’s own
improvement level (or its pre-defined margin)

» no follow-up scores are lower than the
improvement threshold (or its pre-defined
margin}

* no follow-up scores are lower than one’s own
baseline level (or its predefined margin)

e The 0 $h0M T0¢ DO TRONE

{with predefined ma )

e T shold f0r deterionation

[with redefined e ge)

Detinite Improvement

apctony and still e
Wk delinite

22 (85%)*




* no follow-up scores are lower than the
deterioration threshold (or its pre-defined marg

» Post-baseline improvement & - base 6 (23%)
- After the post-baseline improvement: w o~
» follow-up scores may be lower than one’s own o N
improvement level (or its pre-defined margin) | | L
+ follow-up scores may be lower than the - (s prmiatvngd scxge)
improvement threshold (or its pre-defined l g g et mpuveiners
margin} T P ah
* no follow-up scores are lower than one’s own . S eETieTe L‘L\,-:f"f ot ip i Ao
baseline level (or its predefined margin) &
» no follow-up scores are lower than the
deterioration threshold (or its pre-defined marg
» Post-baseline improvement SCEp——— 2 (8%)
« After the post-baseline improvement: ® N\ )
+ follow-up scores may be lower than one’s own - < —— hreshald tor imprcnoment
improvement level (or its pre-defined margin) |
+ follow-up scores may be lower than the Thodioudtor dtmiontion
improvement threshold (or its pre-defined Jiomrosits e Meeuy | '
+ follow-up scores may be lower than one’s own AR A A ﬁ\‘_«fé\ i s

baseline level (or its predefined margin)
» no follow-up scores are lower than the

deterioration threshold (or its pre-defined marg

Akl

»conclude defite

lgir ovement




Post-baseline improvement % oammmmmmee- 1 (4%)
+ After the post-baseline improvement: w0 s )
1% - s Thre s for improvement
+ follow-up scores may be lower than one’s own T Iwhth predefined margin)
improvement level (or its pre-defined margin) | , R o e
» follow-up scores may be lower than the et Rt prpe e raremy
improvement threshold (or its pre-defined ; Detiice impeavermont
margin} i ; o o oA g
& £ ,;bl & ,.;:" .'.‘:‘\' .vg‘-'c 4‘}“ .f‘"' v Possibie trajectony and st bo
« follow-up scores may be lower than one’s own - Al Sl L e o conchate St
baseline level (or its predefined margin) &
+ follow-up scores may be lower than the
deterioration threshold (or its pre-defined marg
e Post-baseline improvement 2 S ils 2 (8%)
A > retevant information
:’» — -~ — < mes Theshoddd For improvement
30 - \ / dwith gredetined margin)
;L‘. ; \ s ThEshOM FOF d0tOriOration
1 - {wdth prpdelined margng
.)L.j T N Defnite improvement
,:."\F o .‘;‘«‘\’r ;’r\ Q‘."\rb ,‘-f’\;} ._1“\ 3 \_-‘F:\ ...«“"0\ —~ = Possbie trajectory and stil be
v ra able 10 condude detinite
JS}:\\, YTRN rrrent
3. Maintenance
* Follow-up scores are similar to baseline score (by a g = e ik e 23 (88%)*
defined margin) .!“ Highar values «> RO manienance margn)
+ No follow-up scores are better than the baselir | ., s
Sscore. " (with predefined nirge]
* No follow-up scores are worse than the baselil i
g LOawdt widiais «> O madnfanan s | ire sk For delerion s ion
Score. . (waith rrrt“f"ll"‘-’l margn)
.\"c o \‘: '\“" N ,\."—“ \‘s: o ‘J‘('\
-55}. & K.’:“ A & o A L,"‘L & Marten




Follow-up scores are not worse than the baseline scq = 13 (50%)**
(by a pre-defined margin) 0 Baseline (vt pre-defined
Follow-up scores may be better than baseline | | . ..
score.
. o l e TS hol ) T4 (bSO tTOK
* No follow-scores are worse than the baseline 15 l fuith predebined margin}
score. . iorr e b e Maintenance
8 v « o * possitie trajectory and can stil
& & jb( Oﬁ“‘ & J'.'y" d\e d\‘ 4 f’f LAY m",;.“,,,y_,,,:l.
Do\’.\
4. Transent deterioration
Post-baseline deterioration mn 19 (73%)
After the post-baseline deterioration, there is an as®e | — .
in scores: i ; = —— Tivesnoiotor Wiprovement
o At least one follow-up score should be higher || = lw i TSN
than or be at the level of the improvement e — e Thedhold for detesioration
threshold (or its pre-defined margin). 10 \/ E l (with precefinect marg)
0 transient deterioraton

) Y 4]
P A
+ 4+

&
&
transient deterioration
Post-baseline deterioration = o Baseline 21 (81%)*
After the post-baseline deterioration, there is an agae |« -
. 35 -~ — —_— Threshold for mprovement
In SCOI'eS W v/ 2 [with peodefined margn)

o At least one follow-up score should be higher | 1 e Thieshold tor déterioration
than or at least be at the baseline level (or its ff | N—r 1. B e
defined margin). ' = v aoier i

e{“* ) L\\-\ J:\r‘ % J{\r ,;,h b:.h /,\«" oc"\ - = Possible l.'.np:‘-:lc-'v and «till be
& &) Ch L) (o) (&) L) (& & alike to conchude Trarsient
':-"' deternicration




e Post-baseline deterioration | = .- 11 (43%)
e After the post-baseline deterioration, there is an asge = « JET e
IN Scores: 5 e fwikh prectefined madgin}
o At least one follow-up score should be higher | / : R
than or at least be at the deterioration threshol | * s U anC e
(or its pre-defined margin). 5 - l iransier detediocatice

4 . .
T 3 3 ) » 3 £ £ &
@’S} .;_1‘:' .-_4‘)’ (_a':' c‘«b U#:? .Jb (;45' \¢° - = Passible trajectory and stél be
)__»5' a0 to conclude transient
ba\ deterioration
&

e Post-baseline deterioration | » e 1 3 (12%)
o After the post-baseline deterioration, there is an aBag =«
in scores: \‘- > s THE@SHRI 100 IMproverment

30 / (with precefined margin)
o At least one follow-up score should be higher | | T St M i
than or at least be at the deterioration level @r | = N—y’ — (with precefined e

. . 10 ’
pre-defined margin). 5 e e ——— tranant deterioration
0 ‘ AL Todom- up vilues are bower = ROT transom
3 o s o P Ol £° f.\ &
3 > & e o & o = - = Possiile trajectory and stil be
& a0 L & D P & L & i 1 ¥ an b
& ~ - "’ - e ol & able 10 conclude tzansient
A deterontion
&
. . . 0
e Post-baseline deterioration 50 = 2 (8%
a5 e lin
an v
as v
0 / . X Threshold for improvement
5 / \ 0 (wth predefined margn)
% / 7
20 / -\
15 LY s 2 5 e | reshold for deterioration
: N " - ” - (with predefined mangn)
10 L _ « “rrelevant information
3 p B
Rl s Iy PAT— STy transient detedoration
0
2 N )
Ry o \(." a8 & A o ) _\\J_\‘
\94 v R~ S+ S - SO - A - S - o ) )
o = = Possibda rajectony and stil
\5&’ be able to condhade
& transient detenaration

5. Transient improvement




e Post-baseline improvement Baseine 19 (73%)
. . . a5

e After the post-baseline improvement, there is a decrg | « . Tu follow i valies ane bigher. =5 HOT iransient

in scores: '

3
0 ‘ [with prediefined margin)

s TR SO TOF I prorveenent

o At least one follow-up score should be lower th | 2
or at least be at the deterioration threshold (or
pre-defined margin). 10

e Threshinld for detenaration
fwith predefined margin)

5 trarnient imgrovernent
0
" % » \ A
& ¢ © ) % 2 & &
N & Eos Pea ) O
2 e 4 3 < .
& ) (&) o) GY (&) (") k‘{\ ‘_-.§ passitde tragectory and still
\»5'-’ be abée to conclude
5 . R P 1
c}‘b transient inye ovement

23 (88%)*

Haselno

> NOT armeent

e Post-baseline improvement [s0
e After the post-baseline improvement, there is a decre e V. Iu ekl b g
in scores: il SR
o At least one follow-up score should be lower th | = '
or at least be at the baseline level (or its pre- || S Sk diiloron

with predefined margin)

defined margin) s
g ' - Iransient impe overnent
o
. > » © A
‘}4 3 PO ﬁ'\' 1 \\-."" 2 - PO 28 o o
3 ¥ & [
c C L A e possille 1A CIDeY Wt STRE b
N shie to canlnade transient
&
) ImproveIne
%G L

e Post-baseline improvement 12 (46%)
e After the post-baseline improvement, there is a decrg | ., T
in scores: * PO [l or v
o At least one follow-up score should be lower tt
or at least be at the improvement threshold (of | - Skl
pre-defined margin).

> NOT transe=m

transiond impravement

3 e A 2 o

& & 3 o P ._i:' o & passible trajectory and still be
& abie ta conelude transient

» g avement




e Post-baseline improvement T ————— 5 (19%)
e After the post-baseline improvement, there is a decrg | .. Reiine
in scores: SEssn S
o At least one follow-up score should be lower th | := (with gredefined margin
or at least be at the improvement level (orits | | . ——— threshokd fot detesiocation
pre-defined margin). % e
Q = (\ \(\ \z\‘ ‘l\} \;’ \n \ . transient imgr opermnemt
¥ T e _\..JS possibie trapctory and still e
& able 10 conciade 4t ansiers
& improverment
e Post-baseline improvement 50 — i 2 (8%)
:‘J ~ Irelevant Information
35 — . e THIEAHOIE {O1 IO et
2 ' jwith predefined rargn)
— Threshold for detenortion
;x, LY - {with predetined margn|
10 —
fransient improvemerd
! {\- N » LY A\ _‘\
6\(}\“ transient impcovement

Note. Maintenance was the original term used for stable state; and deterioratiie waiginal term used for worsening.

!Primary scoring decisiorule: Accept as soon as >/70% respondents rated “(completely) agree” (rating 4 or 5) AND </ 15% votes “(completely)
disagree” (rating 1 or 2). Reject as soon as >/30% votes “(completely) disagree” (rating 1 or 2). When 2 or more options received a >/70%
agreement, they were discussed and a final decision waslagven during a WebEXx meeting; the less strict definiasusually choserfor
maintenance, it was agreed during discussions that bothtidefnof maintenance are needed.

*Agreed definition by the research objectives working group.

**The first definition remains the primary definition ofaimtenance, but the second definition (i.e., the defmibf maintenance is combined with
improvement) can be applied in exceptional cases.






Table 2. Statistical Methods Working Group Survey Results on iigdeStatistical Features for Patient Reported Ougcémalysis (N = 15

Covariates can be:

- Demographic variables: age, gender,...

Code Statistical Considerations Primary Secondary | Rationale for the scoring
feature Scoring? Scoring? | (summarized comments from WG
(% members)
essential)
Essential / highly desirable statistical features
S1 Compare 2 The ability of the model to perform a 16 (100%) | 40 o Comparing groups is the main gg
treatment arms | statistical test between two samples. of an RCT
o To compare groups, a statistical
test is needed.
S5 Adjust for The ability to include the baseline 14 (88%) 29 o Although randomization should
baseline score | assessment in the model either as a take care of the confounding
covariate or as the first of repeated factors, there is still a need to
measures. stratify or correct for baseline
variables for the primary outcome
o It provides a more accurate
estimate of the treatment effect.
S16 Be clinically The ability of the model to produce resulty 13 (81%) 36 o Essential for proper interpretatior
relevant that guide informative clinical-decision of results
making and influence clinical practice. Th
means the ability of the model to produce
results on the size, certainty, and directiot
of the estimate and precision of the
treatment effect (point estimate, confiden
interval and error margin) that has a direc
link with the clinical relevance classificatid
of the PRO instrument.
S3 Allow for The ability of the model to include baselin| 12 (75%) 32 o Although randomization should
confounding covariates that are believed to be associa take care of the confounding
factors with the outcome variable or compliance. factors, there is still a need to

stratify or correct for baseline
variables for the primary outcoms




- Disease characteristics: duration, stage
- Others: country, center, investigator,.

It provides a more accurate
estimate of the treatment effect.

S6 Handle missing | The ability of the model to deal with 11 (69%) |26 Missing data is a problem in PRC
data (Part I) missing data due to non-compliance. analysis.

Thereby, we mean a method that allows f Model should allow for incomplet
incomplete data, i.e. a method that makeg data (that makes the least

the least restrictive assumptions about the restrictive assumptions about
relationship with missing data. missingness).

S9 Handle clustereq The ability of the model to allow for 11 (69%) 25 PRO data is often longitudinal an
data (Part correlations over time (longitudinal repeat this should be reflected in the
over time) assessment within the same patient) analysis method

Essential in the case of a
longitudinal study objective (e.g.,
comparing means over time)
Not essential for time to event
objectives

Other statistical featuresthat did not meet the essential / highly desirable criteria

S2 Compare more | The ability of the model to perform a 9 (56%) 9 Only needed if the trial hypothesi
than 2 treatment statistical test between more than two calls for an integrated test
arms samples in an integrated test It is more efficient but not

essential. Similar to other clinical
endpoints, several independent
tests may be considered (with er
correction)

S13 Handle The ability of the model to handle situatio| 9 (56%) 14 This should have already been
unbalanced where the schedule of assessment is plar taken into account during the tria

designs (Part II)

to be different over patients because the
assessment time is dependent on a certa
event in an individual (e.g. 3-weekly vs 4
weekly assessment schedule due to
treatment cycles)

design rather than requiring the
analysis to handle it.




S15 Calculate The ability of the model to reliably calcula] 8 (50%) 8 The preference is in using an
sample size sample size and perform a post-hoc powg analysis model that fits the trial
calculation design rather than whether it can
calculate sample size. Sample si
can be based on a simpler mode
with fewer assumptions.
Simulations can help provide
sample size calculations
S12 Handle The ability of the model to handle situatio| 7 (44%) 10 This should have already been
unbalanced where the schedule of assessment is plar taken into account during the tria
designs (Part I) | to be different over the treatment arms foi design rather than requiring the
practical reasons (e.g. 3-weekly vs 4-wee analysis to handle it.
assessment schedule due to treatment
cycles)
S17 Robustness The ability of the statistical procedure to & 7 (44%) 10 This can be assessed with
not overly dependent on critical sensitivity analyses
assumptions regarding: Desirable if we have statistical
a) an underlying parameter distribution (e models that are robust to violatio
normality) of these assumptions.
b) a structural relationship between
variables (e.g. linear relationship)
c) the joint probability distribution of the
observations/errors (e.g. independent
observations)
S8 Ability to The ability of the model to use the entire | 6 (38%) 7 ITT is the standard in most

maintain the TT

population

intentto-treat population in the analysis,
meaning that all randomized subjects are
included in the analysis according to
original treatment assignment, regardless
protocol adherence (i.e. regardless the
treatment actually received, patients’
compliance including baseline, cross-ove
other treatments or withdrawal from the
study)

protocols.

ITT is needed for generalizability
of findings.

Too restrictive if needed for all
analyses.

The use of ITT depends on the
study objectives.




S18 Handle The ability of the model to statistically tes{ 6 (38%) -1 Only needed if the trial hypothesi
multiplicity multiple outcomes (due to multiple scales calls for an integrated test
interest and/or repeated measures of the It is more efficient but not
same outcome) in an integrated test essential. Similar to other clinical
endpoints, several independent
tests may be considered (with eri
correction)
S4 Allow for time- | The ability of the model to include time- | 5 (31%) 2 It depends on the study.
varying varying covariates that are believed to be It may be useful but will not be
covariates associated with the outcome variable or used for the primary analysis
compliance It makes the findings more
difficult to interpret
S10 Handle clustere¢ The ability of the model to allow for 5 (31%) 1 Similar to controlling or stratifying
data (Part I+ correlations within groups (between for confounding factors /
within groups) | subjects within the same covariates
institution/country,..) Not often part of the primary
analysis even with other endpoin
such as overall survival
Depends on the study objectives
probably needed if comparing
centers or countries
S19 Handle a The ability of the model to analyze an 5 (31%) 2 In practice, having a bounded sc;i
bounded scale | outcome variable that has a defined rarely generates problems
maximum and minimum value (e.g. 0-100 This depends on the distribution
the data
S11 Handle clustereq The ability of the model to allow for 4 (25%) -2 It is only needed when a study

data (Part Il
between
outcomes)

correlations between outcomes (if multiplg
dimensions)

calls for multiple outcomes to be
tested at once. Even then, this ca
be handled by several independe
tests (with error correction)
Pre-specifying the PRO domains
important rather than modelling
multiple PROs




This adds too much complexity
and model will be difficult to
interpret

data (Part Il)

missing data due to non-compliance.
Thereby, we mean a method that provide
an uncertainty estimate to address the
impact of the missing data/how sensitive |

method is to missing data

S14 Handle The ability of the model to handle situatio| 3 (19%) -8 This is a post-hoc issue that can
unbalanced where the schedule of assessment is plar addressed with sensitivity
designs (Part Ill] to be equal across patients, but differs analyses.

across patients due to non-adherence to This is something that can be de;
protocol (patients respond to the assessn with using time windows
point based on the protocol not exactly or
the same time)
S7 Handle missing | The ability of the model to deal with 2 (13%) -1 This is not essential as a primary

analysis. The impact of missing
data can be assessed via sensiti
analyses

Note. Members from the statistical methods working group agked to rate each statistical feature from a scdle-d. 1 = not essential; 3 =
desirable; 5 = essential.

!Primary scoring decisiorule: Accept as soon as >/70% respondents rated “essential” (rating 4 or 5) AND </ 15% votes “not essential” (rating 1
or 2). Reject as soon as >/30% votes “not essential” (rating 1 or 2).

2Secondary scoring (sensitivity analysis): Ranking basesleiaghted sums. Ratings of 5, 4, 3, 2, 1 are transfotmedores of +3, +1, 0, -1, -3
respectively. For example, if a statistical featurgiven a rating of 5, the transformed score is + 3. Sl of the transformed scores for each
statistical feature was used to rank the statistical festtfighest possible score: 48 (16 * 3). Lowest possible :set8€16 * -3).



Table 3a. Coding scheme for the evaluation of each statistictiodebased on agreed essential/highly desirable statistitate

for PRO analysis

Statistical Feature

Codes

Examples

Clinical relevance: produce results on theeze, certainty anddirection of theestimation andprecision of the treatment effect that have a
direct link with the clinical relevance classification of fimstr ument

1. Clinical relevance at the within-
individual level*

*Note that this is not a feature of the
statistical method.

(Yes)

The within-individual level outcome can
be directly linked to the clinical relevance
classification of the instrument AND the
clinical relevance of the result is
interpreted at the within-individual level

Definition of eventfor “time to
event’: change score is computed
for each individual; if the change
score reaches a pre-defined
threshold, individual data is coded
as an event

(No)

Clinical relevance of the result cannot be
directly linked to the clinical relevance
classification of the instrument OR clinic;
relevance of the result is not interpreted
the within-individual level

Raw or change scores are used a
an outcome variable, and the
clinical relevance of the result is
interpreted through an estimate of
the mean on the group level

Individual summary measures thai
cannot be directly linked to the
clinical relevance classification of
the instrument

effect: Within-group/ Between
groups*

*Note that all evaluations are based on
comparison of only two arms

2. Clinical relevance of the treatment

(Yes)

Statistical models that produce not only
statistical significance estimates, but alst
the magnitude of the treatment effect

Between group: Clinical relevance of the
result is interpreted as a difference
between groups; and this difference can
directly linked to the clinical relevance
classification of the instrument

Within-group: Clinical relevance of the
result is interpreted as a change within a
group; and this group change can be
directly linked to the clinical relevance
classification of the instrument

Between-group: Mean difference
between groups (with Cl); Odds
ratio (with CI)

Within-group: This can be seenin
longitudinal models (e.g., mixed

models) which estimates the main
effect of time (mean change within
group with the corresponding ClI).

(No)

Statistical models that give a statistical

significance estimate, but the magnitude
the treatment effect is not estimated or tf
treatment effect is distorted

Between group: Clinical relevance of the
result for the difference between groups
cannot be directly linked to the clinical

relevance classification of the instrument

Within-group: Clinical relevance of the

result for the change within groups canni

Between-group: Results are derivg
from a sum of squares or sum of
ranks

Within-group: Results are derived
from a sum of squares




be directly linked to the clinical relevance
classification of the instrument

(Yes)

Covariates and stratification can be
included

(Limited)
3. Adjust for covariates including
baseline ) o
Can only include stratification
(No)
Inclusion of covariates and stratification
are not possible
(Infor mative missingness)
Method has the ability to take into accou
informative missingness
(The process which caused the missing
data is informative and can be used to
estimate the true response; MAR or
L ) . MNAR)?
4. Missing data with least restrictions )
(Non-infor mative missingness)
Method provides valid inference only in
the case of non-informative missingness
(the process which caused the missing ¢
is not informative about the parameter th
is to be estimated; MCAR)
(Yes) o Covariance structure of the repeat
assessments can be specified.
Repeated assessments of each individug
taken into account; the order of
measurements over time is also taken in
account.
(Limited)
5. Clustered data (repeated Repeated assessments of each individu
assessments) taken into account. However the order of
measurements over time cannot be take
fully into account.
(No) o Techniques designed for

Repeated assessments are not taken int
account. Each assessment is treated as
independent observation.

independent observations (i.e.. on
observation per patient, e.g.
techniques for cross-sectional dat:
are used even though the data set
contains repeated (non-
independent) observations per
individual







Table 3b. Evaluation of each statistical method based on agessshgal/highly desirable statistical feature folP&halysis

Stat Method Clinical relevance Descriptive Adjust for Missing data with least | Clustered data Recommended# | Comments
hnandividoal e g covariates | restrictions*® repeated of follow-up
Within-individua Within-group an including assessments assessments
between group baseline
(treatment effect)
Improvement / wor sening (event): time to event
Maintenance (event): time to (end of) maintenance
Timeto event: Time to event
Cox PH Yes Yes Yes Can handlgnformative | Limited: Baseline +
. missingness Sufficient # of
6 ——
(Kaplan-Meier}- follow-ups
Clinical relevance of the Between group: - Median Covariates Cluster of repeate( Strong assumption of
result is interpreted at the duration for and Method provides valid | assessments per proportional hazards
within-individual level each group stratification | inference when patient (with event| Sufficient
(through a clinically relevant| Clinical relevance of can be censored* data are time), but the follow-up
definition of a within- the difference betwee included MCAR or MAR. order of assessments Results need to be
individual event) groups can be - Survival measurements needed to checked to assess
assessed using a probabilities over time_ is capture whether assumption of
hazard ratio (with CI) | for each group *Non-informative ignored (i.e., occurrence of proportional hazards is
measurements event met. If not met, conside

at a time point

censoring: censoring is
independent from the
possibly unobserved
time-to-event applie§

before or after the
specified event is
ignored).

using log-rank test +
restricted mean survival
time (RMST)

Assumption of
independent censoring
should be mét




Log-rank test

(Kaplan-Meier}®

Yes

Clinical relevance of the
result is interpreted at the
within-individual level
(through a clinically relevant
definition of a within-
individual event)

Between group:

Indicates whether
survival between two
groups is significantly
different, but does not
indicate how different
they are.

- Median
duration for
each group

- Survival
probabilities
for each group
at a time point

Limited

Can only
include
stratification

Can handlénfor mative

Limited:

missingness

Method provides valid
inference when
censored* data are
MCAR or MAR.

*Non-informative
censoring: censoring is
independent from the
possibly unobserved
timeto-event®

Cluster of repeate
assessments per
patient (with event
time), but the
order of
measurements
over time is
ignored (i.e.,
measurements
before or after the
specified event is
ignored).

Baseline +
Sufficient # of
follow-ups

Sufficient
follow-up
assessments
needed to
capture
occurrence of
event

Less efficient when
proportional hazards
assumption is not met
but does not require the
assumption of
proportional hazards.

Assumption 6
independent censoring
should be met

Improvement / wor sening (response): Proportion of patients with a response at time t

Maintenance: Proportion of patients with a maintained response atttime




Fisher's exact test | Yes No No Can only handle No Baseline 1
11
non-informative follow-up
Clinical relevance of the Between group: -Proportion (or| Inclusion of missingness - Does not cluster Ideal for smaller sample
result is interpreted at the percentage) of| covariates repeated sizes
within-individual level responders for| and Method orovides valid assessments per
(through a clinically relevant| Discrete/binary each group stratification | . f P v f patient
definition of a within- outcome: Only are not ;\r)lgfé]ce only for Does not require the
individual event or discrete | indicates whether possible : assumption of normality
outcomes) there is an associatiot| -Odds/risk - Does not take
between treatment an| ratio S into account
frequency of their Llstvv_lse longitudinal nature
response, but does ng deletlo_n/ complete Case| of data
indicate the analysis: Patlent_s with
magnitude of this no data at b_a_sellne
association. e_lnd/ or_specmc
timepoint are not
included in the analysis|
(Pearson’s) Chi- Yes No No Can only handle No Baseline +1
11
square test non-informative follow up Large data set is neede|
Clinical relevance of the Between group: -Proportion (or| Inclusion of MISSINGNess - Does not cluster
result is interpreted at the percentage) of| covariates repeated .
within-individual level responders for| and . . assessments per Assumpt|c_)n of .
(through a clinically relevant| Discrete/binary each group stratification .M]?thOd prov:dt?s valid patient normality is required
definition of a within- outcome: Only are not ;\r)lggelgce only tor
individual event or discrete | indicates whether possible :
outcomes) there is an associatiot] -Odds/risk - Does not take
between treatment an| ratio L into account
frequency of their Listwise longitudinal nature
response, but does ng deletlo_n/. complete Casé| of gata
indicate the analysis: Pat|ent_s with
magnitude of this no data at b_a_sellne
association. e_md/or_spemflc
timepoint are not
included in the analysis|
(Cochran) Mantel- | Yes Yes Limited Can only handle No Baseline +1
2-15
Haenszel tesg non-infor mative follow-up
Clinical relevance of the Between group: -Proportion (or| Can only missingness - Does not cluster
result is interpreted at the percentage) of| include repeated
within-individual level responders for| stratification assessments per

(through a clinically relevant
definition of a within-

Discrete/binary

outcome: Clinical

each group

patient




individual event or discrete
outcomes)

relevance of the
difference between
groups can be
assessed using
odd/risk ratio (with
CI)

-Odds/risk
ratio

Method provides valid
inference only for
MCAR.

Listwise
deletion/complete case
analysis: Patients with
no data at baseline
and/or specific
timepoint are not
included in the analysis|

- Does not take
into account
longitudinal nature
of data

Improvement / wor sening (response): level of response at time t

M aintenance: not applicable (by definition of maintenance. For example, we cannot say “level of maintenance is higher/lower” in one arm vs the other)

(Generalized) lineat
mixed model (time
as discrete -
specific time
point)té

No

Clinical relevance of the
result is not interpreted at th
within-individual level, but
asachange on the group
level

Yes

Between group:

Continuous outcome:
Clinical relevance of
the result can be
assessed using the
mean difference
between the two
groups at a specific
time point (with CI)

Within-group:

Clinical relevance of
the result can be
assessed using an
estimate assessing
change within group
(with CI) (i.e. main
effect of time).

*Clinical relevance of
the estimated mean

-Mean
baseline level
(with CI) &
mean specific
time point
level (with CI)
for each group

-Mean change
between
baseline and
each assessed
time point
(with CI) for
each group

Yes

Covariates
and
stratification
can be
included

Can handlénfor mative
missingness

Method provides valid
inference when missing
data are MCAR or
MAR.

Yes

- Cluster of
repeated
assessments per
patient

- Order of
measurements cal
be taken into
account (i.e.,
covariance
structure can be
specified to take
into account that
measurements tha
are closer in time
tend to have
higher
correlations)

Baseline +
sufficient but
limited # of
follow-ups

As the number of
follow-up
assessments
increases, the
number of
parameters to
estimate also
increases

Since time is treated as
discrete, a parameter
needs to be estimated
for every assessment
over time. This is not
ideal if there are too
many follow-up
assessments.

Does not require an
assumption regarding
the relationship betweer
time and outcome
variable (e.g.,
assumption of a linear
relationship).

The assumption under
MAR is that the
treatment estimate is
based on the assumptig
that patients will
continue on treatment
for the full study
duration?’




difference (between
group) and change

(within-group) can be

interpreted by
comparison with

effect size, or PROM-

specific MID or
interpretation

Generalized linear
mixed models can be
used for discrete, count
or binary outcome.

guidelines, if
available.
(Generalized) lineal No Yes Yes Can handlgnformative | Yes Baseline +
mixed model (time missingness sufficient # of . .
as continuousy follow-ups May be sufltrlsllble if there
Clinical relevance of the Between group: -Mean Covariates - Cluster of :;igszrr]nye:tsoa\m; Ft)he
result is not interpreted at th baseline level | and Method provides valid | repeated relationship between
within-individual level, bt (with CI) & stratification | inference when missing| assessments per time and outcome
asachange on the group Continuous outcome: | mean specific | can be data are MCAR or patient variableis linear.
level Clinical relevance of | time point included MAR.
the result can be level (with CI)

assessed using the
mean difference
between the two
groups at a specific
time point (with CI)

Within-group:

Clinical relevance of
the result can be
assessed using an
estimate assessing
change within group
(with CI) (i.e. main
effect of time).

*Clinical relevance of

the estimated mean
difference (between
group) and change

(within-group) can be

interpreted by

for each group

-Rate of
change
between
baseline and
the specific
time point
(with CI)

- Order of
measurements cal
be taken into
account (i.e.,
covariance
structure can be
specified to take
into account that
measurements thg
are closer in time
tend to have
higher
correlations)

Since time is treated as
continuous, only one
parameter needs to be
estimated regardless of
the number of follow-up
assessments over time,
This implies a strong
assumption that the
influence of time on the
outcome variable is
linear.

More complex models
are available to assess
non-linear relationships
between time and
outcome. For example,
time is treated as
continuous; and linear,
quadratic and cubic
polynomial terms may
be used to approximate
the time curves. But this
also implies more




comparison with

effect size, or PROM-

specific MID or
interpretation

parameters to estimate
and making strong
assumptions regarding
the non-linear

guidelines, if relationship between
available. time and the outcome
variable.
The assumption under
MAR is that the
treatment estimate is
based on the assumptig
that patients will
continue on treatment
for the full study
duration’
Generalized linear
mixed models can be
used for discrete, count
or binary outcome.
Generalized No Yes Yes Can only handle Yes Time as
estimating equation non-infor mative continuous
18-24 -
Clinical relevance of the Between group: Continuous Covariates missingness - Cluster of )
result is not interpreted at th outcome: and repeated Baseline + .
within-individual level, but | stratification . .| assessments per | sufficient # of Parameter estimates ar
asachange on the group Continuous outcome: II\gealn bgﬁellne can be Method provides valid patient follow-ups con3|steqt and
level Clinical relevance of vel (with CI) included inference only for asymptotlcally normal
& mean MCAR.* even under mis-
the result can be specific time specified correleation
assessed using the point level - Order of structure of responsés.
mean difference (with CI) for measurements call Time as discrete:
between the two each group be taken into

account (i.e.,




groups at a specific
time point (with CI)

Ordinal/binary

*Weighted GEE methoo
is available to take into
account MAR.

covariance

structure can be
specified to take
into account that

Baseline +
sufficient but
limited # of
follow-ups

Generalized estimating
equations can be used
for discrete, count or
binary outcome.

outcome: measurements thg
o Odds ratio are closer in time
Within-group: (with Cl) tend to have As the number of
higher follow-up
Clinical rel . correlations) assessments
inical relevance o incr h
the result can be n:nft?;resf e
assessed using an parameters to
estimate assessing estimate also
change within group increases
(with CI) (i.e. main
effect of time).
*Clinical relevance of
the estimated mean
difference (between
group) and change
(within-group) can be
interpreted by
comparison with
effect size, or PROM-
specific MID or
interpretation
guidelines, if
available.
Linear regression | No Yes Yes Can only handle No Baseline +1
non-informative follow-up
Clinical relevance of the Between group: Wilc Covariates missingness - Does not cluster
result is not interpreted at th and repeated
within-individual level, but stratification . . assessments per
asachange on the group Continuous outcome: can be Method provides valid patient
level Clinical relevance of included I,\r/}fgfr\r,] ce only for
the result can be '
assessed using the - Does not take
mean difference Listwise into account

between the two

deletion/complete case




groups at a specific

analysis: Patients with

longitudinal nature

time point (with CI) no data at baseline of data
and/or specific
timepoint is not
*Clinical relevance of included in the analysis|
the estimated mean
difference (between
group) and change
(within-group) can be
interpreted by
comparison with
effect size, or PROM-
specific MID or
interpretation
guidelines, if
available.
ANOVA1 or No No Yes Can only handle No Baseline +1
ANCOVA non-informative Tollow-up
Clinical relevance of the Between group: -Mean Covariates MISSINGNess - Does not cluster
result is not interpreted at th baseline level | and repeated
within-individual level, but (with CI) & stratification . . assessments per
asachange on the group Continuous outcome: | mean specific | can be Method provides valid patient
level Indicates whether the| time point included ;\qusz?ce only for
difference between | level (with CI) :
two groups is for each group - Does not take
significantly different, L into account
but does not indicate Listwise longitudinal nature
how different they -Mean change deletlo_n/. complete Casé| of data
are. between analysis: Pat|ent_s with
baseline and no data at b_a_sehne
specific time e_md/ or _spz_euﬂc
point (with CI) timepoint is not .
for each group included in the analysis|
(if change
score is used
as outcome)
(Independent No Yes No Can only handle No Baseline +1
samples) t-test non-informative follow-up
Clinical relevance of the Between group: -Mean Inclusion of missingness - Does not cluster Assumption of normal
result is not interpreted at th baseline level | covariates repeated distribution is needed
within-individual level, but (with CI) & and




asachange on the group

Continuous outcome:

mean specific

stratification

Method provides valid

assessments per

level Clinical rel f time point are not inference only for patient
Inical relevance of | q, g (with CI) | possible MCAR.
the result can be for each group
assessed using the D i tak
mean difference Listwi . toes no ta e
between the two IStwise Into accoun
if -Mean change deletion/complete case| longitudinal nature,
groups at a specific between analysis: Patients with | of data
time point (with CI) X ySIS: -
baseline and no data at baseline
specific time and/or specific
. point (with CI) timepoint is not
*C“n'c‘?l relevance of for each group included in the analysis|
the estimated mean (if change
difference (between score is used
gr_ou_p) and change as outcome)
(within-group) can be
interpreted by
comparison with
effect size, or PROM-
specific MID or
interpretation
guidelines, if
available.
Wilcoxon rank sum| No No No Can only handle No Baseline +1
test . . follow-u
non-informative foowLp
. . missingness
Clinical relevance of the Between group: - Mean Inclusion of 9 - Does not cluster Does not assume norm
result is not interpreted at th baseline level | covariates repeated distribution
within-individual level, but (with CI) & and Method id lid assessments per
asachange on the group Continuous outcome: | mean specific | stratification | . ethod provides vall patient
: H inference only for
level ) time point are not MCAR
Indicates whether the| |eve| (with CI) | possible :
?Vlvfge;;(jgsbgtween for each group - Does not take
A . L into account
significantly different, Listwise

but does not indicate
how different they
are.

-Mean change
between
baseline and
specific time
point (with CI)
for each group
(if change

deletion/complete case
analysis: Patients with
no data at baseline
and/or specific
timepoint is not
included in the analysis|

longitudinal nature
of data




score is used
as outcome)

Pattern mixture
modefs-28

No

Clinical relevance of the

result is not interpreted at th
within-individual level, but

asachange on the group
level

Yes

Between group:

Time as discrete:
Clinical relevance of
the result can be
assessed using the
difference in levels
between the two
groups at a specific
time point (with CI)

Time as continuous:

Clinical relevance of
the result can be
assessed using the
mean differencin the
rate of change
between groups at a
specific time point
(with CI)

Within-group:

Clinical relevance of
the result can be
assessed using an
estimate assessing
change within group
(with CI) (i.e. main
effect of time).

*Clinical relevance of
the estimated mean
difference (between
group) and change
(within-group) can be

-Mean
baseline level
(with CI) &
mean specific
time point
level (with CI)
for each group

-Mean change
between
baseline and
specific time
point (with CI)
for each group
(if time is
discrete)

-Rate of
change
between
baseline and
specific time
point (with CI)
for each group
(if time is
continuous)

Covariates
and
stratification
can be
included

Can handlénfor mative
missingness

Method provides valid
inference when missing
data are MCAR or
MAR.

Method can take into
account potential
MNAR data -> missing
values can be modeled
(takes time of
missingness as
explanatory missing
variable)

Yes

- Cluster of
repeated
assessments per
patient

- Order of
measurements cal
be taken into
account (i.e.,
covariance
structure can be
specified to take
into account that
measurements thg
are closer in time
tend to have
higher
correlations)

Time as
continuous

Baseline +
sufficient # of
follow-ups

Time as discrete:

Baseline +
sufficient but
limited # of
follow-ups

As the number of
follow-up
assessments
increases, the
number of
parameters to
estimate also
increases

Validity of the pattern
mixture model depends
on the choice of pattern
which is often a
subjective choice of the
investigator and is not

verifiable from the data
27

However it is often
advised to use pattern
mixture models as a
sensitivity analysis.
Investigators should
have several sensitivity
analyses performed ove
a variety of pattern
choices (e.g., where
each analysis has a
different set of clinical
assumptions regarding
unobserved data) to
ensure robustness of
findings6-28

Because of the many
parameters to be
estimated, time is often
treated as continuous ir
this statistical model

Generalized linear
mixed models can be
used for discrete, count
or binary outcome.




interpreted by
comparison with
effect size, or PROM-
specific MID or
interpretation

guidelines, if
available.
Joint model for No Yes Yes Can handlgnformative | Yes Baseline +
longitudinal and missingness sufficient # of . .
survival date®3° follow-ups Joint modeling of
. . . longitudinal data and
Clinical relevance of the Between group: -Mean Covariates - Cluster of survival data.
result is not interpreted at th baseline level | and Method provides valid | repeated
within-individual level, but (with CI) & stratification | inference when missing| assessments per
asachange on the group Continuous outcome: | mean specific | can be data are MCAR or patient .
level Clinical relevance of | time point included MAR. E??ﬁ:‘gggw};?vgccz;ltjg:ns
the result can be level (with CI) P

assessed using the
mean differencén the
rate of change
between two groups g
a specific time point
(with CI)

Within-group:

Clinical relevance of
the result can be
assessed using an
estimate assessing th
rate of change within
group (with CI) (i.e.
main effect of time).

*Clinical relevance of
the estimated mean
difference (between
group) and change
(within-group) can be
interpreted by
comparison with
effect size, or PROM-

for each group

-Rate of
change
between
baseline and
the specific
time point
(with CI)

Method can take into
account potential
MNAR data ->
missing values can be
modeled (see
comments)

- Order of
measurements cal
be taken into
account (i.e.,
covariance
structure can be
specified to take
into account that
measurements thg
are closer in time
tend to have
higher
correlations)

of missing data by
jointly modeling the
longitudinal PRO
outcome (longitudinal
process) and time to
informative PRO
dropout (survival data).
36

Joint models rely on the
conditional
independence
assumption (event
process and longituding
responses are
independent
conditionally on a latent
process expressed by a
set of random effect®)

Many parameters (such
as the association
between the longituding
and the TTE process,
baseline hazard
function, random
effects, defining the




specific MID or
interpretation
guidelines, if
available.

‘event’ for the time to
informative drop-out,..)
are to be specifietf and
the model can be very
computationally
demanding®.

Because of the many
parameters to be
estimated, time is often
treated as continuous ir
this statistical model

Generalized linear
mixed models can be
used for discrete, count
or binary outcome.

Overall effect: Describe trajectory of outcome over time

(Generalized) lineat
mixed model (time
as discrete -
omnibus test):
group*time
interaction!6:37:38

No

Clinical relevance of the

result is not interpreted at th
within-individual level, but

asachange on the group
level

No

Between group:

Assesses whether the
mean response
profiles between the
two groups are
statistically
significantly different
(non-parallel profiles),

but does not provide

-Mean
baseline level
(with Cl) &
levels at each
assessed time
point (with CI)
for each group

-Mean change
between

Yes

Covariates
and
stratification
can be
included

Can handlénfor mative
missingness

Method provides valid
inference when missing
data are MCAR or
MAR.

Yes

- Cluster of
repeated
assessments per
patient

- Order of
measurements cal
be taken into
account (i.e.,
covariance

Baseline +
sufficient but
limited # of
follow-ups

As the number of
follow-up
assessments
increases, the
number of
parameters to

Profiles are reported
cross-sectionally and
not longitudinally. That
is, every assessment
point has a mean and
Cl.

If individual
longitudinal profiles are
of interest, more




an estimate of how baseline and structure can be | estimate also complex models are
p
different they are. each assessed specified to take | increases available. For example,
time point into account that time is treated as
(with CI) for measurements thg continuous; and linear,
Within-group: each group are closer in time quadratic and cubic
tend to have polynomial terms may
higher be used to approximate
Assesses whether correlations) the time curves.
responses over time
are statistically ) )
significantly different, Generalized linear
but does not provide mixed models can be
an estimate of how used for discrete, count
different they are. or binary outcome.
Repeated measure| No No Yes Can only handle Limited Baseline +
ANOVA: . . sufficient but '
group*time non-infor mative limited # of Profiles are repl)lortedd
; : L . missingness P TE— cross-sectionally an
interaction!®.37:%8 Clinical relevance of the Between group: -Mean Covariates 9 - Cluster of follow-ups not Iongitudinall))l/ That
result is not interpreted at th baseline level | and repeated is ever :
o ; e , y assessment
within-individual level, but (with CI) & stratification . . assessments per :
Method provides valid - point has a mean and
asachange on the group Assesses whether thd levels at each | can be inf hen dat patient As the number of Cl
level mean response assessed time| included Il\r/]l grAeF?ce when data are follow-up '
profiles between the | point (with CI) ) assessments
two groups are for each group - Order of increases, the
statistically measurements number of

significantly different
(non-parallel profiles),
but does not provide
an estimate of how
different they ae.

Within-group:

Assesses whether

responses over time

-Mean change
between
baseline and
each assessed
time point
(with CI) for
each group

Listwise
deletion/complete case
analysis: Patients with
no data at baseline
and/or any specific
timepoint is not
included in the analysis|

cannot be taken
into account (i.e.,
assumes
compound
symmetry for
covariance
structure, meaning
covariance
between pairs of
assessments are
equal regardless o
the distance

parameters to
estimate also
increases




are statistically between
significantly different, occasions)
but does not provide

an estimate of how

different they are.



Table 4.a Survey Results on standardizing definitions for analygmifadion (intentto-treat population and modified inteta-treat population) (N=38)

Statement

Voting results

Intent-to-treat population (ITT): The ITT population includes all the patients that weneloanized to the study. According to the strict ITT princili,
randomized subjects should be analyzed according toltlvat@id treatment, regardless of the treatment acteaived, protocol adherence, crossover
other treatments or withdrawal from the study.

|

Agree

37/38 (97%)

|

Don’t know

1/38 (3%)

M odified intent-to-treat population (mITT): Acceptable modifications to the Intefib-Treat (ITT) population for the analysis of PRO dateaindomized
controlled trials (multiple answers possible)

o Analysis population could be limited to patients with baselR®Rssessment 12/38 (32%)

o Analysis population could be limited to patients with at least post-baseline PRO assessmel| 6/38 (16%)

o Analysis population could be limited to patients with baselia¢ least one post-baseline PRO | 17/38 (45%)
assessment

o Analysis population could be limited to eligible patients 9/38 (24%)

o No modification to the ITT population is appropriate (thalgsis population should be all 6/38 (16%)
randomized patients, analyzed according to the allocatedherg

o Analysis population could be limited to the safety populatiotigpes exposed to their intended| 4/38 (11%)
treatment only)

o Analysis population could be limited to patients exposed to any pidteatment 4/38 (11%)

o Other (To §pecify) 4/38 (11%)

? Depends on the sudy objectie 0 1138 (3%
o No answer/don’t know 5/38 (13%)




Table 4.b. Survey results on standardizing calculation and d&finof completion (variable denominator) and availabla ¢éxed denominator) rase

Statement

Voting results

Fixed and variable denominator rate:

a) Fixed denominator ratea rate with a denominator that stays the same over(grg. total number of enrolled patients)
b) Variable denominator ratea rate with a variable denominator at every time p@ig. number of expected patients at time t)

o Both the fixed denominator rate and the variable denominator rate are needed

26/38 (68%)

o Only the variable denominator rate is needed

6/38 (16%)

o Only the fixed denominator rate is needed

2138 (5%)

o Other (To specify)
o Both + cohort plots
o Both + additional information related to the attrition
o Both can, but is not a ‘must’
o Variable denominator rate + death rate

4/38 (11%)

1/38 (3%)
1/38 (3%)
1/38 (3%)
1/38 (3%)

O ooao

Fixed denominator ratec Numerator

o On-study patients submitting the PRO assessment at the aegigime point

32/38 (84%)

o On-study patients submitting the PRO assessment at bas@&liDeaithe designated time point

4/38 (11%)

o Other: Patients submitting any part of the PRO assessniet @gsignated time point

1/38 (3%)

o Don’t know

1/38 (3%)

Fixed denominator rate: Denominator

o Randomized patients (ITT population)

21/38 (55%)

o Patients with a PRO baseline assessment

6/38 (16%)

o Enrolled patients

2/38 (5%)

o Eligible patient$

2/38 (5%)

11t was not specified in the survey whether this is p&iéin)eligible for the PRO (sub)study or patients (in)elefor the full study




o Safety population (patients who received intended treajment 1/38 (3%)

o Other 4/38 (11%)
o Depends on analysis population: ITT or mITT o 2 (5%)
o Depends on study objective 0 1(3%)
o ITT minus patients not eligible for PRO assessment o 1(3%)

o Don’t know 2/38 (5%)

Fixed denominator rate: Terminology

o Completion rate 20/38 (53%)
o Compliance rate 8/38 (21%)
o Other 6/38 (16%)
o Don’t know/N.A. 4/38 (11%)

Variable denominator rate;: Numerator

o On-study patients submitting the PRO assessment at the aesgigime point 30/38 (79%)
o On-study patients submitting the PRO assessment at baséliDeafthe designated time point | 6/38 (16%)
o Don’t know 2/38 (5%)

Variable denominator rate; Denominator

(defining who the “available patients at time t” are)

o Patients who have died prior to assessment time t tadheded from the denominator 34/38 (89%)
o Patients not on study anymore to be excluded from the den@minat 27138 (71%)
o Patients no longer part of the PRO assessment schado@&ding to protocol) to be excluded | 24/38 (63%)
from the denominator

o Ineligible patient§' o Bockmarknot defined. t he excluded from the denominator 19/38 (50%)
o Patients not on treatment anymore to be excluded frotheth@minator 10/38 (26%)
o Patients illiterate in the language of the PRO tool to bkiégd from the denominator 10/38 (26%)
o Patients without a valid PRO baseline assessment to be eadhatn the denominator 7138 (18%)




o Patients who cannot be reached at the time of theteibi# excluded from the denominator 4/38 (11%)
o Patients refusing to respond the PRO assessment to be exchudeétle denominator 3/38 (8%)
o Other to be excluded from the denominator 2/38 (5%)

o Patients not meeting the clinically significant changeaan
o Patients without valid PRO baseline assessment or not,adlegem the situation

o 1/38 (3%)
o 1/38 (3%)

Variable denominator rate: Terminology

o Completion rate 9/38 (24%)
o Compliance rate 17/38 (45%)
o Other 7/38 (18%)
o Don’t know/N.A. 5/38 (13%)
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