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Identifying Predictors of Suicide in
Severe Mental Illness: A Feasibility
Study of a Clinical Prediction
Rule (Oxford Mental Illness and
Suicide Tool or OxMIS)
Morwenna Senior1, Matthias Burghart1, Rongqin Yu1, Andrey Kormilitzin1, Qiang Liu1,

Nemanja Vaci1, Alejo Nevado-Holgado1, Smita Pandit2, Jakov Zlodre2 and Seena Fazel1*

1 Department of Psychiatry, University of Oxford, Oxford, United Kingdom, 2Oxford Health NHS Foundation Trust, Warneford

Hospital, Oxford, United Kingdom

Background: Oxford Mental Illness and Suicide tool (OxMIS) is a brief, scalable, freely

available, structured risk assessment tool to assess suicide risk in patients with severe

mental illness (schizophrenia-spectrum disorders or bipolar disorder). OxMIS requires

further external validation, but a lack of large-scale cohorts with relevant variables makes

this challenging. Electronic health records provide possible data sources for external

validation of risk prediction tools. However, they contain large amounts of information

within free-text that is not readily extractable. In this study, we examined the feasibility of

identifying suicide predictors needed to validate OxMIS in routinely collected electronic

health records.

Methods: In study 1, we manually reviewed electronic health records of 57 patients with

severe mental illness to calculate OxMIS risk scores. In study 2, we examined the feasibility

of using natural language processing to scale up this process. We used anonymized free-

text documents from the Clinical Record Interactive Search database to train a named

entity recognition model, a machine learning technique which recognizes concepts in free-

text. The model identified eight concepts relevant for suicide risk assessment: medication

(antidepressant/antipsychotic treatment), violence, education, self-harm, benefits receipt,

drug/alcohol use disorder, suicide, and psychiatric admission. We assessed model

performance in terms of precision (similar to positive predictive value), recall (similar to

sensitivity) and F1 statistic (an overall performance measure).

Results: In study 1, we estimated suicide risk for all patients using the OxMIS calculator,

giving a range of 12 month risk estimates from 0.1-3.4%. For 13 out of 17 predictors,

there was no missing information in electronic health records. For the remaining 4

predictors missingness ranged from 7-26%; to account for these missing variables, it

was possible for OxMIS to estimate suicide risk using a range of scores. In study 2, the

named entity recognition model had an overall precision of 0.77, recall of 0.90 and F1

score of 0.83. The concept with the best precision and recall was medication (precision
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0.84, recall 0.96) and the weakest were suicide (precision 0.37), and drug/alcohol use

disorder (recall 0.61).

Conclusions: It is feasible to estimate suicide risk with the OxMIS tool using predictors

identified in routine clinical records. Predictors could be extracted using natural language

processing. However, electronic health records differ from other data sources, particularly

for family history variables, which creates methodological challenges.

Keywords: risk assessment, feasibility, OxMIS, suicide, schizophrenia, bipolar disorder, electronic health records,

natural language processing

INTRODUCTION

Suicide risk assessment is central to the care of patients with
severe mental illness. Although risk assessment is a routine part
of clinical practice, the way in which it is carried out is
inconsistent, with no widely accepted standard of care (1, 2). A
large number of structured suicide risk assessment tools are used
by clinicians (1, 3). The quality of these tools is variable: many
have low predictive accuracy and lack scalability. Most
commonly used tools have been developed without validated
methods (2, 4–6), including pre-specification of risk factors and
outcomes, sufficient statistical power (at least 10 outcome events
per predictor in derivation studies and 100 outcome events in
validation studies), and using multivariable regression to test the
incremental value of individual risk factors (6).

One such clinical prediction tool (Oxford Mental Illness and
Suicide tool or OxMIS) has been recently developed using high
quality methods for individuals with schizophrenia-spectrum and
bipolar disorders, who have a high relative risk of suicide (7–9).
The tool was developed based on a national cohort of Swedish
individuals aged 15–65 with a diagnosis of schizophrenia-
spectrum and/or bipolar disorders (involving 58,771 patients,
494 suicides). It includes 17 items, most of them routinely
collected. OxMIS has showed good calibration and moderately
good discrimination, and has been translated into an online
calculator (https://oxrisk.com/oxmis/). OxMIS requires minimal
training to use, is scalable and freely available to use with
translations into several languages (7). The model formulae and
coefficients have been made available with the online calculator.

One challenge for OxMIS and more generally for scalable
approaches to clinical assessment and prognosis is external
validation outside of the study population in which it was
developed. Despite its importance, external validation of risk
prediction models is infrequent (10–12). This may lead to
overestimation of model accuracy since external validation
tends to show poorer predictive performance (10). External
validation of suicide risk assessment tools is particularly
difficult because, as a rare outcome, large sample sizes are
required. Carrying out this kind of external validation
prospectively alongside tool implementation is important but
requires substantial resources over long periods. The alternative
is to use existing epidemiological or clinical data to assess
performance of the tool using a retrospective design. Thus,
registry data and established cohorts provide possible data

sources for validation. However, these may not contain all
variables used in a particular diagnostic or prognostic model
and are available for a limited selection of populations.

A promising alternative to healthcare registers and existing
cohorts is electronic health records (EHRs) (13, 14). There are
several potential advantages to using EHRs: they contain large
amounts of data on multiple variables, they are available for real-
world populations not mirrored in established cohorts, and they
can provide information on large samples with sufficient power for
rare outcomes (14). On the other hand, EHRs contain information
collected primarily for clinical use. One important consideration is
that much of the information within them is contained within
free-text clinical notes rather than structured fields. This makes
extraction of data difficult, relying either on resource-intensive
manual review of clinical records, or, increasingly, automated
natural language processing (NLP) algorithms (15, 16). NLP
processes have been applied to extract a variety of information
from free-text clinical records including medication use (17, 18),
self-harm (19, 20), and socio-demographic history (21, 22); such
approaches have addressed model development using limited
numbers of annotated text examples (23). One approach to NLP
for EHRs is to build information retrieval systems based on named
entity recognition (NER), where a model is trained to recognize
concepts which are related to variables of interest. These methods
have the potential to widen the range of variables available on a
large scale within EHR databases, thus creating new opportunities
for their use in suicide research. Previously, EHRs have been used
to retrospectively complete risk scores for cardiovascular
outcomes, using a score originally developed in an
epidemiological cohort (24). However, it remains uncertain
whether it is feasible to use electronic health records for external
validation of suicide prediction models.

This study aimed to examine whether it is feasible to use
routinely collected EHRs for external validation of OxMIS. We
approached this feasibility study in two stages: In study 1, we
assessed whether the suicide predictors used in the OxMIS tool
are present within a particular EHR system, and whether these
can be manually extracted in order to calculate risk estimates. In
study 2, we addressed the question of whether this process could
be scaled up to a larger population using natural language
processing in free-text clinical records. To assess the feasibility
of this approach, we designed and evaluated a named entity
recognition model to extract concepts related to suicide
predictors used in OxMIS.
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METHODS

Setting and Data Sources
Oxford Health NHS Foundation Trust provides mental health
services to a population of approximately 1.2 million people of all
ages in Oxfordshire and Buckinghamshire, UK. This health
system uses fully electronic health records, which cover
inpatient, outpatient and liaison encounters. The Clinical
Records Interactive Search (CRIS) system is a research
database containing a de-identified version of Oxford Health’s
electronic health record. It contains information on around
170,000 patients, with all EHR records since 2015 and records
integrated from preceding years. This database includes
structured data fields, for example diagnostic codes, age,
gender, and details of previous encounters with mental health
services, which are relatively easy to extract for large numbers of
individuals. However, much of the information within the health
records is contained in free-text documents such as clinical notes
and correspondence between clinicians. While structured fields
can be directly used, the information held in free-text needs to be
extracted with specialized natural language processing (NLP)
algorithms or labor-intensive manual review.

For study 1, MB accessed the full, identifiable electronic
health record for 57 patients. For study 2, we used de-
identified data from the CRIS database.

Study Population
Our population of interest was individuals with a diagnosis of
severe mental illness. We included schizophrenia-spectrum
disorders (ICD-8: 295, 297–299; ICD-9: 295, 297–299 excl.
299A; ICD-10: F20–F29) and bipolar disorder (ICD-8: 296
excluding 296.2; ICD-9: 296 excluding 296D; ICD-10: F30–
F31). Diagnoses came from ICD codes entered into the
electronic health record during routine care.

Predictive Variables in OxMIS
The extracted risk factors were those used in the OxMIS suicide
risk assessment tool1 (7). OxMIS provides an estimate of suicide
risk in 1 year based on 17 patient variables. During development
of the OxMIS tool, 17 variables were selected from routinely
collected socio-demographic and clinical risk factors contained
in Swedish population-based registers. The variables are:
calendar age, sex, previous drug abuse, previous alcohol abuse,
previous self-harm, recent antipsychotic treatment, recent
antidepressant treatment, current episode (inpatient vs.
outpatient), length of first inpatient stay, number of previous
episodes, presence of comorbid schizophrenia and depression,
highest education, receipt of welfare or disability benefit,
previous conviction of a violent offence, parental psychiatric
hospitalization, parental drug or alcohol use disorder, and
parental suicide. Further details about these variables and the
development of OxMIS are reported elsewhere (7).

Study 1: Calculating Suicide Risk Scores
Using Electronic Health Records
To examine whether OxMIS variables can be manually
extracted to calculate risk estimates, JZ and SP identified a
cohort of 120 patients with schizophrenia-spectrum disorders
or bipolar disorder, with currently active inpatient or
outpatient encounters at Oxford Health NHS Foundation
Trust. Afterwards, MB randomly selected 57 of these
individuals and accessed their EHR. Variables were
extracted and used to estimate each patient’s risk of suicide
at 1 year with the OxMIS calculator. We accessed the full,
identifiable EHR for these patients including all notes written
during previous contact with Oxford Health NHS Foundation
Trust. Data were anonymized after extraction, prior to
export outside of the Oxford Health computer system
and analysis.

The extracted data were analyzed to describe for each
variable: frequency of each variable and proportion of patients
with variable information missing from clinical notes. During
manual data extraction, some assumptions were made relating to
history of parental suicide, parental drug and alcohol use
disorder, and parental psychiatric admission. If the notes
contained an extensive description of the patient’s family
history but did not mention any of these three variables, these
were assumed not to be present. Otherwise these were
assigned “unknown”.

Study 2: Developing a Natural Language
Processing Model to Extract Variables
From Free Text
Our next aim was to investigate the feasibility of scaling up the
extraction of OxMIS variables from the EHR to a larger cohort
of patients in CRIS. First, the Oxford CRIS team carried out a
search to assess whether each predictor is contained within
structured fields in CRIS. We identified eight variables with
information contained in structured fields. For these,
information can be extracted directly for a large cohort. The
main focus of study 2 was therefore the remaining nine
predictors (Table 1 shows type of data field for each
variable), and how to develop a natural language processing
algorithm able to extract these risk factors from free-
text documents.

Natural Language Processing Model Design
The task of extracting specific tokens of information from
free-text (e.g. violent crime, self-harm, education level) is
known as named entity recognition (NER), and extracting
our nine risk-factors classifies as such (25). We approached
this task using a neural network algorithm, as this method
offers higher extraction accuracy and robustness than other
techniques (26). The first step in processing for the model is to
transform text into a numerical representation (a series of
vectors—each being a unique series of numbers representing
an individual word) (27). This numerical representation of the
text is the input for the neural network model. The
characteristics of the model are adapted through a learning1https://oxrisk.com/oxmis/
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process, during which the model is trained using text that has
been labelled (annotated) by a researcher (28, 29). Once
trained in our dataset, the model was able to identify the
location within the text of concepts linked to each of our 9 risk
factors (see Table 1). This work was based on the Med7 model
and implemented using thinc2 open source python
library (30).

In order to address the task of named entity recognition we
focused on a set of eight concepts that cover nine OxMIS
variables contained within free-text clinical notes. More
detailed information can be extracted as “attributes” of the
concept—for example the natural language processing model
is first trained to identify the broad “concept” of education,
and subsequently this is sub-categorized according to an
“attribute” describing the level of education (Supplemental

Figure 1). We have taken an incremental approach to model
development. The first stage, which we address in this
feasibility study, is identifying the concepts (stage 1 in
Supplemental Figure 1). If this is feasible, the approach

could form the basis of future research refining the model to
extract more detailed information on variables. Although this
feasibility study primarily focuses on the extraction of broad
concepts related to the OxMIS variables, one exception is for
medication, where we were able to extract more detailed
information. OxMIS considers two medication-related
variables: antidepressant use in last 6 months, and
antipsychotic use in last 6 months. For annotation and NER
model development we combined these variables into one
concept: medication use. Once text referring to medications is
identified by the NER model, more detailed information about
medication types is extracted in the post-processing stage to
match the concepts to OxMIS categories. This involves
mapping extracted text onto a glossary of terms based on
the British National Formulary (BNF) to identify medication
groups: antipsychotic, antidepressant, and other.

Creating a Training Dataset of Clinical Documents
We first identified a subset of free-text clinical documents to
form a training database for our NLP model. In order to
maximize the benefits of annotators’ work, we used keyword
string matching based on Levenshtein distance to select the
most informative documents for the annotators to work on.
Specifically, several keywords were predefined for each
variable of interest through discussion between authors RY,
MS, ANH, QL, and MB based on knowledge of clinical record
keeping and relevant literature. We then compared each word
in all clinical documents to the predefined keywords and
counted the total appearance of these keywords. The
documents that returned the highest appearance numbers
were taken as the training dataset. The annotation results
from these documents were used for model training. The
documents used were a mixture of correspondence (for
example between psychiatrists and primary care physicians)
and free-text notes which are the main day-to-day record of a
patient’s interactions with mental health services. We
identified 318 of the most informative documents out of all
free-text notes from 4,558 patients. Ten documents were used
for annotator training and 308 were used to train the
NER model.

Next, the training database was annotated according to an
annotation schema created by authors AK, QL, NV and MS to
be informative for the eight concepts, creating a “gold-
standard” annotation training dataset (Supplemental Figure

1). We developed the annotation schema through an iterative
process using feedback from initial implementation.
Afterwards, clinical documents were manually reviewed and
annotated according to this schema. The annotation process
involved labeling portions of text (spans) which correspond to
each concept including sub-labels (attributes) containing
auxiliary information about the concepts that are essential
to correctly interpret the text, for example whether the
concept is negated, and whether it refers to the patient, a
parent or another person (Table 2, and Supplementary

Figure 1). The annotation process was carried out using the
General Architecture for Text Engineering (GATE)
platform (31).2https://github.com/explosion/thinc

TABLE 1 | Study 1 sample characteristics for patients with severe mental

illness (n=57).

Variable Yes (%) Missing

(%)

Type of

data field

Sex (male) 34 (60%) 0 Structured

Age: mean (SD) 47 (10.8) 0 Structured

Previous violent crime 16 (28%) 0 Free-text

Previous drug abuse 18 (32%) 0 Structured

Previous alcohol abuse 18 (32%) 0 Structured

Previous self-harm 26 (46%) 0 Free-text

Highest formal education Secondary: 26

(46%)

Upper-secondary:

10 (18%)

Post-secondary: 6

(11%)

15 (26%) Free-text

Parental drug/alcohol use

disorder

2 (4%) 4 (7%) Free-text

Parental suicide 1 (2%) 0 Free-text

Recent antipsychotic

treatment

51 (89%) 0 Free-text

Recent antidepressant

treatment

19 (33%) 0 Free-text

Current episode Inpatient: 3 (5%)

Outpatient: 54

(95%)

0 Structured

Length of first inpatient stay ≤7 days: 7 (12%)

> 7 days: 50

(88%)

0 Structured

Number of previous episodes ≤7: 22 (39%)

> 7: 35 (61%)

0 Structured

Benefits recipient 31 (54%) 14 (25%) Free-text

Parental psychiatric

hospitalization

4 (7%) 9 (16%) Free-text

Comorbid depression and

schizophrenia

1 (2%) 0 Structured

Variables identified using manual review of electronic health records. Number of patients

(%), unless stated otherwise. Percentages were calculated out of total of 57 patients,

including those for whom information was missing.

Senior et al. OxMIS Suicide Prediction: Feasibility Study

Frontiers in Psychiatry | www.frontiersin.org April 2020 | Volume 11 | Article 2684



Training, Refining, and Evaluating the Named Entity

Recognition Model
The annotated “gold-standard” training dataset was then used
to develop a NER model using deep learning techniques. We
trained the model in two phases, in phase 1 we used “gold-
standard” annotation data recorded using GATE software,
then in phase 2 the model was refined through an iterative
process of fine-tuning where examples of the NER model’s
output were reviewed and categorized as correct or incorrect.
This process was carried out using Prodigy active learning
software (32) following metholodogy which we have described
in detail elsewhere (33). The NLP model needs to recognize

when a concept is mentioned in the text as not being present
for the patient. For this, negation information was extracted
by using the ruled-based NegEx approach, which searches for
pre-defined keywords indicating that a concept in text is
negated (for example “XX stopped taking olanzapine”) (34).
We used a modified list of negation keywords to reflect their
distribution within CRIS data.

We assessed the performance of the NLP model by
comparing the results of the model against manual
annotations. For each concept of interest, we assessed 1)
precision: the fraction of desirable results among all extracted
examples. Precision is the proportion of all text spans that the
model identifies as belonging to a concept category, which are
true positives according to a human annotator. This is similar
to positive predictive value; 2) recall: the proportion of true
events which are picked up by the model among the total
amount of the true events (similar to sensitivity). In this case
“true events” refers to text spans which the annotator has
categorized as belonging to a concept category; 3) F1 score,
which is a harmonic average of precision and recall, giving an
overall indication of model performance. Figure 1 provides
illustrative examples of text classification by the NER model.

RESULTS

Study 1
Predictive variables were extracted from the clinical notes of
57 patients. Of these patients, 23 were female (40%) with a
median age of 48 years, range 23–66 years. Three patients were

TABLE 2 | Summary of annotated electronic health records documents used to

train the named entity recognition model.

Variable Number of annotated text spans

Phase 1 Phase 2

History of violence 391 350

History of self-harm 559 397

Formal education 174 200

Medication 1774 3860

Benefits recipient 188 195

Drug/alcohol use disorder 190 130

(Parental) suicide 19 77

Psychiatric admission 332 260

Total: 3,627 5,469

Text spans are words or word combinations that refer to the concept of interest (the

variable), as selected by the manual annotator. The model was trained in two phases: first

using GATE software and second using Prodigy—an active learning-based annotation

tool. The annotated documents shown in this table constituted the “gold-standard”

training dataset used in model development. EHR, electronic health record.

FIGURE 1 | Illustrative examples of sentence classification by named entity recognition model.
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current inpatients, while 54 were receiving outpatient
treatment. OxMIS scores were calculated at the timepoint of
accessing the clinical notes.

Of the 17 variables used in OxMIS, 13 were extracted for all
patients, with no missing values. For 4 variables, information was
not available for a minority: highest formal education, parental
drug/alcohol use disorder, receipt of benefits, and parental
psychiatric hospitalization. Table 1 shows each OxMIS
variable’s frequency and missing information.

OxMIS probability risk scores were calculated from clinical
records. Where input variables were unavailable or ambiguous, it
was possible to estimate risk at 1 year as a range of values
incorporating the minimum and maximum options for the
missing variable. The median value for estimated suicide risk
at one year was 0.5–0.7%, with a range from 0.1% to 3.4%
(Figure 2). If the cut-off of increased risk was assigned at 0.5%
for 1 year, 21 individuals would be categorized as low risk, 33 at

increased risk, and three low-increased (with a range of values
spanning from below to above 0.5%) (Figure 2).

Study 2
The named entity recognition model was developed in two phases:
1) training with “gold-standard” annotations collected with GATE
and 2) model fine-tuning with Prodigy—an active learning-based
annotation tool. During the fine-tuning processes with Prodigy,
more annotated data was collected. This data was then used for
further training of the NER model. The corpus for training and
evaluation for phase 1 and phase 2 resulted in a total of 3,627 and
5,469 annotated text spans across eight categories (Table 2).

Overall, the NER model achieved (micro averaging) precision
of 0.77, recall of 0.90, and F1 of 0.83 on a test dataset (Table 3) for
extracting concepts related to predictors of suicide in the OxMIS
tool. In a test set of annotated text, we used string-matching to
identify medication type according to BNF categories. Of 720 text

TABLE 3 | Named entity recognition model performance for concepts related to suicide predictors.

Variable Manually annotated Correctly identified Spurious Missed Precision Recall F1

History of violence 80 60 22 20 0.73 0.75 0.74

History of self-harm 90 78 26 12 0.75 0.87 0.80

Formal education 29 24 32 5 0.43 0.83 0.56

Medication 719 692 128 27 0.84 0.96 0.90

Benefits recipient 44 35 15 9 0.70 0.80 0.74

Drug/alcohol use disorder 28 17 13 11 0.57 0.61 0.59

(Parental) suicide 12 11 19 1 0.37 0.92 0.52

Psychiatric admission 53 36 28 17 0.56 0.68 0.62

Overall micro-average 1055 953 283 102 0.77 0.90 0.83

Numbers in manually annotated/correctly identified/spurious/missed columns reflect the absolute numbers of text spans related to the concepts in the sample of free-text EHR documents

used to assess the model. Spurious results are text spans identified by the model which were not annotated by the researcher (false positives). Micro-averaging figures for overall model

performance are based on model performance when text-spans across all concepts are combined. F1 is a measure of overall model performance. EHR, electronic health records.

FIGURE 2 | Risk of suicide within 12 months according to OxMIS (Oxford Mental Illness and Suicide tool). Risk was calculated using variables manually extracted

from electronic health records. Where variables were unknown, the risk calculator gave a range of risk scores (represented by lines). The line at 0.5 indicates an

arbitrary cut-off for an increased risk level.
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spans correctly identified by the model as referring to medication,
282 referred to antipsychotics and 45 to antidepressants.

DISCUSSION

We examined the feasibility of using routinely collected
electronic health records (EHRs) to calculate suicide risk using
a scalable clinical prediction model called OxMIS, which
generates risk probabilities based on 17 predictors. We tested
whether predictors used in OxMIS were present within clinical
notes, and if it was feasible to extract them at scale from an
anonymized clinical records database using natural
language processing.

Study 1: Manual Calculation of Suicide
Risk Using EHRs
In study 1, we assessed the feasibility of calculating OxMIS scores
based on manual review of EHRs for 57 patients. We found that
OxMIS variables were present in routine clinical notes with few
missing variables. Out of 17 variables, four were missing from a
minority of patient notes. We were able to calculate suicide
probability risk at 1 year for all patients using the OxMIS online
tool. For those patients with missing predictors, risk estimates
were calculated as a range by the online calculator. We found
that estimated suicide risk ranged from 0.1% to 3.4%.

In relation to future implementation of OxMIS in clinical
practice, these results suggest that the majority of the included
variables are routinely collected as part of clinical evaluation. In
addition, our findings suggest that the tool has face validity as it
considers factors which are already part of a standard
psychiatric history.

Study 2: Application of Natural Language
Processing Tools to Variable Extraction
In study two we assessed the feasibility of scaling-up the
extraction of predictors used in the OxMIS tool. This would be
necessary in order to use EHRs for external validation in a
sufficiently large sample. Eight of the OxMIS variables were
present within structured data fields in the EHRs. For the
remaining nine predictors, we were able to train a named
entity recognition (NER) tool to identify concepts related to
each predictor within the electronic health record with good
overall accuracy compared to the gold standard of manual
evaluation. The overall micro precision was 0.77, recall was
0.90 and F1 was 0.83. This suggests that it is feasible to
develop a natural language processing tool to extract these risk
factors at scale, using text from the CRIS database. However, we
identified challenges which highlight key differences between
data contained in EHRs and in population registers. In addition,
future research is needed to refine the natural language
processing model to extract information which more
accurately represents the variables used in the OxMIS tool.

The NER model performed best for extracting information on
medication and self-harm, with precision of 0.84 and recall of 0.96

for medication, and precision of 0.75 and recall of 0.87 for self-
harm. Performance was poorer for formal education, drug/alcohol
use disorder, and parental suicide. Information related to some
variables is more difficult to extract using natural language
processing. One challenge is that for some variables there are
many different ways in which clinicians record information. This
includes a variety of related word terms, and also complex and
varied linguistic patterns which are evident to a human reader but
create challenges when training a NER algorithm. For example,
highest formal education may be recorded in the notes in terms of
the highest qualification achieved “XX received 5 GCSEs”, the type
of institution “XX attended the University of Cardiff from the ages
of 18–25” or the age at which the patient left school: “XX left
school at 16”. Each example not only includes different words
indicating education, but also different linguistic structures. This
variation means that an NLP model needs to be trained to
recognize several different linguistic patterns which indicate the
highest education level. Training the NLP model for these
concepts therefore requires more annotated training data than
simpler concepts, a factor which may have contributed to poorer
model performance for education data.

Another challenge is that some variables are intrinsically
mentioned with low frequency in clinical records, as shown in
Tables 2 and 3. For example, parental drug/alcohol use disorder
and suicide was rarely mentioned explicitly. As a result, in study
1, parental drug and alcohol use disorder was found to be one of
the missing variables. During manual data extraction, in the
absence of explicit documentation, the researcher could infer this
information from other text—for example for parental suicide
the presence of an extensive family history without mention of
suicide, or any mention of parents currently living or who died of
other causes would confirm the absence of parental suicide.
However, this nuanced approach is difficult to apply during
NER model development, where instead model training relies on
text spans explicitly referring to the concept. Nevertheless, our
NER model performed well considering the limited quantity of
annotated examples in the dataset used to train the model for
these low-frequency variables. An additional difficulty is where
there is a degree of uncertainty in the health record or the
variable refers to a complex concept. An example of this arises
with the variable: parental drug and alcohol use disorder. For the
patient, we can use structured diagnostic codes where clinicians
record drug or alcohol use disorder according to clinical
definitions. The same approach was used during model
development, using population register data on patients and
their parents. On the other hand, if the alcohol use of a patient’s
parent is mentioned in the EHR, this is rarely recorded in terms
of ICD diagnostic categories. Therefore, there is a need to
distinguish alcohol or drug use which would not be defined as
a disorder from that which would. We found that clinicians
tended to record this information with terms such as “heavy
drinker”, “alcoholic”, or ambiguous terms such as “XX’s father
had problems with drug use”. This creates a challenge when
training an NLP algorithm both because there are many different
terms used by clinicians to describe drug and alcohol use, and
because the distinction between use and misuse is nuanced.
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The results presented here show the feasibility of extracting
concepts related to the OxMIS predictors using a named entity
recognition model trained with free-text from the CRIS database.
The results obtained are promising as we have produced a tool with
good performance which could be further refined in future research
to extract more detailed information on predictors of suicide. For
example, if education is mentioned, the level of education needs
clarification as a next step. A key challenge for future research is
extracting more detailed information may require a large amount of
annotated text, at least a few thousand examples for each category,
but we found that some concepts were mentioned infrequently in
the text. To overcome this challenge, future research will need to
expand the database of annotated text which may be facilitated by
using CRIS records from different locations. In addition, it will be
necessary to incorporate information extraction into a longitudinal
timeline representing all information contained within the patient’s
EHR. Within the clinical record some historical variables might be
mentioned infrequently, but if present on one occasion, they can be
carried forward to future time-points.

Previous studies have demonstrated the feasibility of using
electronic health record databases to predict suicide attempts and
suicide but have some key differences compared to our study. For
example, administrative data including medical records have been
used to develop a model of suicide risk for active US army soldiers
(35), and EHR data have been used to predict post-discharge suicide
and suicide attempts in a population of patients discharged from
medical care (36). However, these studies have used EHRs in model
development, rather than attempting to use EHRs to externally
validate a tool developed with register data. In addition, these
models have incorporated large numbers of input variables using
a data-driven approach which may reduce their generalizability. In
contrast, the OxMIS tool uses a relatively small number of
predictors (7). Finally, these previous risk prediction studies used
variables from structured data fields in the EHR. However, we have
found that clinicians tend to record the information used in the
OxMIS tool in free-text documents rather than structured fields.We
therefore aimed to use NLP approaches to extract this information.
Using free-text notes could allow the extraction of different types of
variables compared to previous suicide prediction tools (35, 36).

NLP has been used to extract a variety of information from free-
text clinical notes, demonstrating a large range of potential uses.
These applications include extracting concepts such as drug
polypharmacy (17), symptoms of mental illness (37), the presence
of suicidal behaviors (20, 38), or employment status (21). These
approaches share similarities with ours and support the idea that it
is feasible to use NLP to extract historical variables from EHRs.
Other studies have used different NLP approaches which do not
involve interpretation of the linguistic context within which words
appear. One example is assessing the overall positive or negative
valence in discharge summaries in relation to risk of suicide and
suicide attempts (15, 39), or using a “bag-of-words” approach which
analyses text in terms of the frequency of specific words to predict
suicide (40), or seclusion for psychiatric inpatients (41). While the
‘bag-of-words’ approach is intuitively clear and serves as a good
baseline model, it lacks the ability to capture the contextual
information. For example, “a rabbit ate an apple” and “an apple

ate a rabbit” will result in the same collection of tokens (apple, ate,
rabbit) whilst it’s obvious to humans that these two sentences are
completely different. Recent progress in the field of NLP and
language modelling (42), offer novel opportunities for information
retrieval from medical records to build on previous work.

Strengths, Limitations, and Future Research
One strength of this feasibility study is that we have used a data
source which reflects the information available to practitioners
who would ultimately use the risk tool. The cohort of patients
studied is naturalistic, representing real-world individuals
accessing secondary mental health services. The approach
explored here has the potential to make it feasible to perform
external validation of a risk prediction tool in novel populations
which is important for evidence-based decision-making
regarding the implementation of such tools.

In addition, the NER tool which we have developed may have
many applications within research and clinical practice. The
concepts we have extracted (such as history of self-harm and
education history) are relevant to researchers in many fields.
Further refinements to the model are required, and the
generalizability to other EHR systems needs to be considered
but the applications are potentially broad.

Two limitations should be noted. EHR data have not been
collected for research purposes. As such there may be biases in data
collection, and some variables may differ from how they are
recorded in data registers. In addition, the threshold for an event
to be recorded in the dataset may differ in electronic health records
compared to national registers. These differences could have
implications for the use of EHRs for external validation studies of
tool developed using different data sources. For example, during tool
development, self-harm history was extracted from clinical codes in
a national register, and therefore represented incidents of self-harm
which resulted clinical service contact. Clinical records, on the other
hand, may record less severe self-harm which would not have been
formally coded. A second difficulty when comparing EHR data with
national registers relates to parental variables. During OxMIS tool
development, linked parental health records were searched for
relevant data such as drug and alcohol use disorder diagnoses. In
contrast, with electronic health records data, data availability
depends on what questions a clinician has asked a patient and
recorded unambiguously in the clinical notes—a process that is
subject to bias. A consequence of this is that the variables extracted
from electronic health records may differ from variables used in
prediction model development. This could influence the
performance of the model or result in the external validation
testing what is effectively a new model. On the other hand, the
data contained within electronic health records is closer to the
information available to clinicians, and EHRs provide a source of
retrospective data where the accuracy of a risk prediction model can
be assessed without confounding effects from altered management
decisions due to tool use. It is not clear at present whether variables
recorded in EHRs accurately match those contained in population
registers, or the implications of any differences for model
performance. However, these differences are an important
consideration for external validation of a risk assessment tool
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using EHRs. One further consideration is that if clinicians routinely
use a standardized risk assessment such as OxMIS in clinical
practice, this might prompt them to gather and record more
standardized information in EHRs. This in turn would bring the
information in EHRs closer to that in data registers.

Future research into the OxMIS tool will need to further address
the feasibility of clinical implementation, this will likely involve
incorporation into EHRs using structured data fields rather than
natural language processing—the clinician may be asked to record
the tool variables within the EHR as a routine part of clinical care.
To fully evaluate feasibility it will be important to compare the
OxMIS tool to current clinical practice and evaluate its acceptability
and utility for clinicians, as has previously been done for similar risk
assessment tools in forensic psychiatry (43). In addition, the effects
of tool use on clinical care should ultimately be evaluated
prospectively, as has been proposed for tools assessing psychosis
risk (44). However, the use of NLP within the EHRmay constitute a
powerful research tool enabling the external validation of the
OxMIS tool using a large retrospective cohort. There are several
options for further development of our NLP approach which
individually or in combination may make it suitable for use in
external validation. One approach would be to undertake further
manual annotation of clinical records to provide further training
data for the model to improve interpretation of linguistic context
(such as relation to family members). A second option could be to
use the NLP model to screen text for variable information,
categorize obvious instances and refer less “certain” instances to a
human for arbitration.

CONCLUSION

In this feasibility study, we found that clinicians routinely
record the predictors used for suicide risk prediction in the
OxMIS tool and it was feasible to estimate 12 month suicide
risk based on clinical records. However much of this
information is recorded in free-text clinical notes. Using
machine learning, we developed a named entity recognition
model for electronic health records which showed good
performance in extracting multiple concepts including
medication use, history of violence, and previous self-harm.
These findings suggest that natural language processing
approaches may facilitate the use of EHRs to study these
suicide predictors in populations for which such information
was previously unavailable, with applications for external
validation and development of risk prediction tools.

DATA AVAILABILITY STATEMENT

The datasets generated for this study are based on electronic
health records which potentially contain identifiable patient
information and are therefore not publicly available. Access to
CRIS data is restricted to authorized users with approval of the
CRIS oversight group. Details can be found at: https://www.
oxfordhealth.nhs.uk/research/toolkit/cris/

ETHICS STATEMENT

Study 1 was approved by the Oxford Health NHS Foundation
Trust in January 2019 as a Service Evaluation project, therefore
ethical approval and informed consent was not required, as per
local legislation and national guidelines. Study 2, was approved
by the local CRIS oversight committee, and is covered by
approval for the CRIS database granted by the Oxfordshire
Research Ethics Committee C. Individual patient consent was
not required for this use of anonymized, routine data, as per local
legislation and national guidelines.

AUTHOR CONTRIBUTIONS

SF and RY conceived and designed studies 1 and 2. MB, SP, and
JZ were involved in study design for study 1. MS, AK, QL, NV,
and AN-H were involved in study design for study 2. MB carried
out data extraction and analysis for study 1. MS carried out
annotation for study 2 along with Lulu Kane. QL, AK, AN-H,
and NV led on NLP model development. MS and AK drafted the
manuscript. MS, MB, RY, AK, QL, NV, and SF all critically
reviewed the manuscript.

FUNDING

This project was funded and supported by the National Institute
for Health Research’s Collaboration for Leadership in Applied
Health Research at Oxford Health NHS Foundation Trust (NIHR
CLAHRC Oxford), now recommissioned as NIHR Applied
Research Collaboration Oxford and Thames valley. SF is funded
by the Wellcome Trust, grant number 202836/Z/16/Z. AK, NV,
QL, and AN-H were supported by the MRC Pathfinder Grant
(MC-PC-17215). This work was supported by the UK Clinical
Record Interactive Search (UK-CRIS) system using data and
systems of the NIHR Oxford Health Biomedical Research
Centre (BRC-1215-20005).

ACKNOWLEDGMENTS

We would like to acknowledge the work and support of the
Oxford CRIS Team, Tanya Smith, CRIS Manager, Adam Pill,
Suzanne Fisher, CRIS Academic Support and Information
Analysts, and Lulu Kane CRIS Administrator. The views
expressed are those of the authors and not necessarily those of
the NHS, the NIHR, Wellcome Trust, or the Department of
Health and Social Care.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online
at: https://www.frontiersin.org/articles/10.3389/fpsyt.
2020.00268/full#supplementary-material

Senior et al. OxMIS Suicide Prediction: Feasibility Study

Frontiers in Psychiatry | www.frontiersin.org April 2020 | Volume 11 | Article 2689



REFERENCES

1. Quinlivan L, Cooper J, Steeg S, Davies L, Hawton K, Gunnell D, et al. Scales
for predicting risk following self-harm: an observational study in 32 hospitals
in England. BMJ Open (2014) 4:e004732. doi: 10.1136/bmjopen-2013-004732

2. Bolton JM, Gunnell D, Turecki G. Suicide risk assessment and intervention in
people with mental illness. BMJ (2015) 351:h4978. doi: 10.1136/bmj.h4978

3. Kessler RC, Bossarte RM, Luedtke A, Zaslavsky AM, Zubizarreta JR. Suicide
prediction models: a critical review of recent research with recommendations
for the way forward. Mol Psychiatry (2019) 25:168–79.. doi: 10.1038/s41380-
019-0531-0

4. Large M, Myles N, Myles H, Corderoy A, Weiser M, Davidson M, et al.
Suicide risk assessment among psychiatric inpatients: A systematic review and
meta-analysis of high-risk categories. Psychol Med (2018) 48:1119–27.
doi: 10.1017/S0033291717002537

5. Large M, Kaneson M, Myles N, Myles H, Gunaratne P, Ryan C. Meta-analysis
of longitudinal cohort studies of suicide risk assessment among psychiatric
patients: heterogeneity in results and lack of improvement over time. PloS
One (2016) 11:e0156322. doi: 10.1371/journal.pone.0156322

6. Whiting D, Fazel S. How accurate are suicide risk prediction models? Asking
the right questions for clinical practice. Evid Based Ment Heal (2019) 22:125
LP– 128. doi: 10.1136/ebmental-2019-300102

7. Fazel S, Wolf A, Larsson H, Mallett S, Fanshawe TR. The prediction of suicide
in severe mental illness: development and validation of a clinical prediction
rule (OxMIS). Transl Psychiatry (2019) 9:98. doi: 10.1038/s41398-019-0428-3

8. Nordentoft M, Wahlbeck K, Hällgren J, Westman J, Ösby U, Alinaghizadeh
H, et al. Excess mortality, causes of death and life expectancy in 270,770
patients with recent onset of mental disorders in Denmark, Finland and
Sweden. PloS One (2013) 8(1):e55176. doi: 10.1371/journal.pone.0055176

9. Chesney E, Goodwin GM, Fazel S. Risks of all-cause and suicide mortality in
mental disorders: A meta-review. World Psychiatry (2014) 13:153–60.
doi: 10.1002/wps.20128

10. Siontis GCM, Tzoulaki I, Castaldi PJ, Ioannidis JPA. External validation of
new risk prediction models is infrequent and reveals worse prognostic
discrimination. J Clin Epidemiol (2015) 68:25–34. doi: 10.1016/
j.jclinepi.2014.09.007

11. Steyerberg EW, Harrell FE. Prediction models need appropriate internal,
internal-external, and external validation. J Clin Epidemiol (2016) 69:245–7.
doi: 10.1016/j.jclinepi.2015.04.005

12. Fazel S, Wolf A. Selecting a risk assessment tool to use in practice:a 10-point
guide. Evid Based Ment Health (2018) 21:41–3. doi: 10.1136/eb-2017-102861

13. Carter G, Milner A, McGill K, Pirkis J, Kapur N, Spittal MJ. Predicting suicidal
behaviours using clinical instruments: systematic review and meta-analysis of
positive predictive values for risk scales. Br J Psychiatry (2017) 210:387–95.
doi: 10.1192/bjp.bp.116.182717

14. Casey JA, Schwartz BS, Stewart WF, Adler NE. Using electronic health records
for population health research: a review of methods and applications. Annu
Rev Public Health (2016) 37:61–81. doi: 10.1146/annurev-publhealth-032315-
021353

15. Velupillai S, Hadlaczky G, Baca-Garcia E, Gorrell GM, Werbeloff N, Nguyen
D, et al. Risk assessment tools and data-driven approaches for predicting and
preventing suicidal behavior. Front Psychiatry (2019) 10:36. doi: 10.3389/
fpsyt.2019.00036

16. Perera G, Broadbent M, Callard F, Chang CK, Downs J, Dutta R, et al. Cohort
profile of the South London and Maudsley NHS Foundation Trust Biomedical
Research Centre (SLaM BRC) Case Register: current status and recent
enhancement of an electronic mental health record-derived data resource.
BMJ Open (2016) 6:e008721. doi: 10.1136/bmjopen-2015-008721

17. Kadra G, Stewart R, Shetty H, Jackson RG, Greenwood MA, Roberts A, et al.
Extracting antipsychotic polypharmacy data from electronic health records:
developing and evaluating a novel process. BMC Psychiatry (2015) 15:166.
doi: 10.1186/s12888-015-0557-z

18. Gligic L, Kormilitzin A, Goldberg P, Nevado-Holgado A. Named entity
recognition in electronic health records using transfer learning bootstrapped
neural networks. Neural Networks (2020) 121:132–9. doi: 10.1016/
j.neunet.2019.08.032

19. Zhong QY, Karlson EW, Gelaye B, Finan S, Avillach P, Smoller JW, et al.
Screening pregnant women for suicidal behavior in electronic medical

records: diagnostic codes vs. clinical notes processed by natural language
processing. BMC Med Inform Decis Mak (2018) 18:30. doi: 10.1186/s12911-
018-0617-7

20. Fernandes AC, Dutta R, Velupillai S, Sanyal J, Stewart R, Chandran D.
Identifying suicide ideation and suicidal attempts in a psychiatric clinical
research database using natural language processing. Sci Rep (2018) 8:7426.
doi: 10.1038/s41598-018-25773-2

21. Dillahunt-Aspillaga C, Finch D, Massengale J, Kretzmer T, Luther SL, McCart
JA. Using information from the electronic health record to improve
measurement of unemployment in service members and veterans with
mTBI and post-deployment stress. PloS One (2014) 9:e115873. doi: 10.1371/
journal.pone.0115873

22. Wang Y, Chen ES, Pakhomov S, Arsoniadis E, Carter EW, Lindemann E, et al.
Automated extraction of substance use information from clinical texts. AMIA

Annu Symp Proc (2015) 2015:2121–30.
23. Hofer M, Kormilitzin A, Goldberg P, Nevado-Holgado A. (2018). Few-shot

learning for named entity recognition in medical text. Arxiv Prepr. Available at:
http://arxiv.org/abs/1811.05468 [Accessed November 4, 2019].

24. Green BB, Anderson ML, Cook AJ, Catz S, Fishman PA, McClure JB, et al.
Using body mass index data in the electronic health record to calculate
cardiovascular risk. Am J Prev Med (2012) 42:342–7. doi: 10.1016/
j.amepre.2011.12.009

25. Manning CD, Raghavan P, Schütze H. Introduction to Information Retrieval.
New York, NY, USA: Cambridge University Press (2008).

26. Goldberg Y. Neural network methods for natural language processing.
Comput Ling (2018) 44:194–5. doi: 10.1162/COLI_r_00312

27. Pennington J, Socher R, Manning C. Glove: Global Vectors for word
representation, in Proceedings of the 2014 Conference on Empirical Methods

in Natural Language Processing (EMNLP), Doha, Qatar: Association for
Computational Linguistics. 1532–43. doi: 10.3115/v1/D14-1162

28. Schuster M, Paliwal KK. Bidirectional recurrent neural networks. IEEE Trans

Signal Process (1997) 45:2673–81. doi: 10.1109/78.650093
29. Bahdanau D, Cho K, Bengio Y. Neural machine translation by jointly learning

to align and translate. ArXiv Prepr. Available at: http://arxiv.org/abs/1409.
0473 [Accessed November 4, 2019].

30. Kormilitzin A, Vaci N, Liu Q, Nevado-Holgado A. Med7: a transferable

clinical natural language processing model for electronic health records. ArXiv
Prepr arXiv:2003.01271 (2020). Available at: https://arxiv.org/abs/2003.01271.
[Accessed March 23, 2020].

31. Cunningham H, Tablan V, Roberts A, Bontcheva K. Getting more out of
biomedical documents with GATE’s full lifecycle open source text analytics.
PloS Comput Biol (2013) 9(2):e1002854. doi: 10.1371/journal.pcbi.1002854

32. Montani I, Honnibal M. Prodigy: A new annotation tool for radically efficient
machine learning. In: Artificial Intelligence (2019). in press

33. Vaci N, Liu Q, Kormilitzin A, De Crescenzo F, Kurtulmus A, Harvey J, et al.
Natural language processing for structuring clinical text data on depression
using UK-CRIS. Evidence-Based Ment Health (2020) 23:21–6. doi: 10.1136/
ebmental-2019-300134

34. Chapman WW, Bridewell W, Hanbury P, Cooper GF, Buchanan BG. A
simple algorithm for identifying negated findings and diseases in
discharge summaries. J BioMed Inform (2001) 34:301–10. doi: 10.1006/
jbin.2001.1029

35. Kessler RC, Warner LT, Ivany LT, Petukhova MV, Rose S, Bromet EJ, et al.
Predicting US Army suicides after hospitalizations with psychiatric diagnoses in the
Army Study to Assess Risk and Resilience in Servicemembers (Army STARRS).
JAMA Psychiatry (2015) 72:49. doi: 10.1001/jamapsychiatry.2014.1754.Predicting

36. Barak-Corren Y, Castro VM, Javitt S, Hoffnagle AG, Dai Y, Perlis RH, et al.
Predicting suicidal sehavior from longitudinal electronic health records. Am J

Psychiatry (2017) 174:154–62. doi: 10.1176/appi.ajp.2016.16010077
37. Jackson RG, Patel R, Jayatilleke N, Kolliakou A, Ball M, Gorrell G, et al.

Natural language processing to extract symptoms of severe mental illness
from clinical text: the Clinical Record Interactive Search Comprehensive Data
Extraction (CRIS-CODE) project. BMJ Open (2017) 7:e012012. doi: 10.1136/
bmjopen-2016-012012

38. Zhong Q-Y, Mittal LP, Nathan MD, Brown KM, Knudson González D, Cai T, et al.
Use of natural language processing in electronic medical records to identify pregnant
women with suicidal behavior: towards a solution to the complex classification
problem. Eur J Epidemiol (2019) 34:153–62. doi: 10.1007/s10654-018-0470-0

Senior et al. OxMIS Suicide Prediction: Feasibility Study

Frontiers in Psychiatry | www.frontiersin.org April 2020 | Volume 11 | Article 26810



39. McCoy TH, Castro VM, Roberson AM, Snapper LA, Perlis RH. Improving
prediction of suicide and accidental death after discharge from general
hospitals with natural language processing. JAMA Psychiatry (2016)
73:1064. doi: 10.1001/jamapsychiatry.2016.2172

40. Poulin C, Shiner B, Thompson P, Vepstas L, Young-Xu Y, Goertzel B,
et al. Predicting the risk of suicide by analyzing the text of clinical notes.
PloS One (2014) 9(1):e85733. doi: 10.1371/journal.pone.0085733

41. Hazewinkel MC, De Winter RFP, Van Est RW, Van Hyfte D, Wijnschenk D,
Miedema N, et al. Text analysis of electronic medical records to predict
seclusion in psychiatric wards: Proof of concept. Front Psychiatry (2019) 10:1–
12. doi: 10.3389/fpsyt.2019.00188

42. Devlin J, Chang MW, Lee K, Toutanova K. (2018). Bert: Pre-training of deep
bidirectional transformers for language understanding. arXiv preprint

arXiv:1810.04805..
43. Cornish R, Lewis A, Parry OC, Ciobanasu O, Mallett S, Fazel S. A clinical

feasibility study of the forensic psychiatry and violence Oxford (FoVOx) Tool.
Front Psychiatry (2019) 10:901. doi: 10.3389/fpsyt.2019.00901

44. Fusar-Poli P, Oliver D, Spada G, Patel R, Stewart R, Dobson R, et al. Real
world implementation of a transdiagnostic risk calculator for the automatic
detection of individuals at risk of psychosis in clinical routine: Study protocol.
Front Psychiatry (2019) 10:109. doi: 10.3389/fpsyt.2019.00109

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

The handling editor declared a past collaboration with one of the authors, SF.

Copyright © 2020 Senior, Burghart, Yu, Kormilitzin, Liu, Vaci, Nevado-Holgado,

Pandit, Zlodre and Fazel. This is an open-access article distributed under the terms of

the Creative Commons Attribution License (CC BY). The use, distribution or

reproduction in other forums is permitted, provided the original author(s) and the

copyright owner(s) are credited and that the original publication in this journal is

cited, in accordance with accepted academic practice. No use, distribution or

reproduction is permitted which does not comply with these terms.

Senior et al. OxMIS Suicide Prediction: Feasibility Study

Frontiers in Psychiatry | www.frontiersin.org April 2020 | Volume 11 | Article 26811


	Identifying Predictors of Suicide in Severe Mental Illness: A Feasibility Study of a Clinical Prediction Rule (Oxford Mental Illness and Suicide Tool or OxMIS)
	Introduction
	Methods
	Setting and Data Sources
	Study Population
	Predictive Variables in OxMIS
	Study 1: Calculating Suicide Risk Scores Using Electronic Health Records
	Study 2: Developing a Natural Language Processing Model to Extract Variables From Free Text
	Natural Language Processing Model Design
	Creating a Training Dataset of Clinical Documents
	Training, Refining, and Evaluating the Named Entity Recognition Model


	Results
	Study 1
	Study 2

	Discussion
	Study 1: Manual Calculation of Suicide Risk Using EHRs
	Study 2: Application of Natural Language Processing Tools to Variable Extraction
	Strengths, Limitations, and Future Research


	Conclusion
	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	Acknowledgments
	Supplementary Material
	References


