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Abstract— In positron emission tomography (PET) imaging,
accurate clinical assessment isoften affected by the partial volume
effect (PVE) leading to overestimation (spill-in) or
under estimation (spill-out) of activity in varioussmall regions. The
spill-in correction, in particular, can be very challenging when the
target region is close to a hot background region. Therefore, this
study evaluates and compar esthe perfor mance of variousrecently
developed spill-in correction techniques, namely: background
correction (BC), local projection (LP), and hybrid kernelized
(HKEM) methods. Weused asimulated digital phantom and [1sF]-
NaF PET data of three patientswith abdominal aortic aneurysms
(AAA) acquired with Siemens Biograph mMRtm and mCTtm
scanners respectively. Region of Interest (ROI) analysis was
performed and the extracted SUVmean, SUVmax and target-to-
background ratio (TBR) scores were compared. Results showed
substantial spill-in effects from hot regions to targeted regions,
which are more prominent in small structures. The phantom
experiment demonstrated the feasibility of spill-in correction with
all methods. For the patient data, large differences in SUVmean,
SUVmax and TBRmax scor eswer e obser ved between the ROl sdrawn
over the entire aneurysm and ROIs excluding some regions close
to the bone. Overall, BC yielded the best performance in spill-in
correction in both phantom and patient studies.

PVE could be in the form of spill-out effect, which leads to
loss of activity from a target tissue to the surrounding regions,
or spill-in effect, which results in excess activity moving from
adjacent regions into a tissue [3The spill-in effect is
particularly evident when a small region of interest (ROB lie
in close proximity to regions of very high tracer uptake [4]-[7

Various techniques have been employed for apill-
correction, but none has proven effective when the ROI is
located within 1-5 m from a highly radioactive region such as
the urinary bladder, myocardium or bone [5], [8]. Past studies
have shown thain such situations the standardized uptake
value (SUV) is often substantially overestimated and therefore
invalid [4]. This effect can limit PEimaging in certain clinical
investigations such asF]- NaF PET imaging of the abdominal
aortic aneurysm (AAA) where extensive spill-in effect from the
boneinto the aneurysm can be observed [8]-[10]. Common
image analysis techniques to mitigate the spill-in contamination
include masking out the highly radioactive region in the image
space, or simply excluding areas of spill in from regions of
interest around the tissue of interf&t[10]. The challenge is
the high dependence of the measurements on clinician
expertise. In addition, a certain degree of potentially important

Index Terms—PET, SPECT, PVE, spill-in effect, quantificationphysiological information might be lost from the excluded

|. INTRODUCTION

regions. There is therefore a clear need for more practical
methods to correct for the spill-in effects.
Recently, a background correction (BC) technique was

Positron emission tomography (PET) is a useful imagingnplemented which iteratively removes the entire background
technique for disease diagnosis and treatment respoggmtribution from the reconstructed image [5], [7]-[11]. This
evaluation. However, its quantification accuracy is oftefethod showed promising results for spill-in correction, but the
affected by the partial volume effect (PVE) resulting from thgc technique to the best of our knowledge has been tested only

limited spatial resolution of the PET imaging system [1]-[3].
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interest, (2) to evaluate the performance of the BC technique
against two recently proposed PET correction techniques to
compensate for spill-in effects in these cases. These two
techniqgues were selected because they are new novel
techniques which have been recently shown to mitigate errors
due to partial volume effects, and because of their ease of
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I[I. THEORY

Spill-in correction of PET data was implemented using three
approaches: (A Background Correction (BC); (B) Local
Projection (LP); and (C) Hybrid Kernel (HKEMnethods.
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A Background Correction (BC) Method Yi = i1 ViCij + Gouti 2)
This method involes segmentation of the hot backgroundwherey; are the expected counts per sinogramzbify is the

region froma high-resolution anatomical image such as MR oactivity for each segmented tissue inside W@l, ;; is the

CT. The region mask; is multiplied by the reconstructed system matrix for each segmented tissue, gngd; are the

imagefj(N) at3 iterations to obtain the background contributiogounts originating from the global background outside the

S; :R]-fj(m in the reconstructed image. This is forward 2"9€! VOl

................

projected to obtain the sinogrgi®; = ¥, H;;S;), which is then fSegme“tati‘gl \‘}, Bl‘;‘/[ckgk“’;“d
combined with the original additive sinogram tesnof the tirom MR or CT - ask (R))

............... "
[

v

OSEM reconstruction to obtain a corrected image. A flowtche =
of the algorithm is illustrated in Fig. 1 and defined by (1 PE
(e £ ; % g ~
. = _J . H—L 1 \\\ //
f; Ziestz‘jZ’ESb VS Hif I+ At Py (1) >
Raw PET |r77- niiai”"~ . | Reconstructed
. _ . ) LR ian )
wherey; is the recorded projection data for detector pa;j, Data (y) -Reconstruction [ Image (f;™)
is the system matrix defining the probability for an ever ) ’ 5
located in image pixel j being detected by detector pdir is ;7 =t ST A - R f®
. - .. iesp Y Gesy kik] i :g = Vi
the additive sinogram term (consisting of the randoms ai 23
scatter events)P; is the background sinogram contribution, - § L
added to the original additive sinograms of the standard L ’
OSEM reconstruction, anff"*" is the background-corrected Backg\’mun "
?t(;til;gtr); ;Ir:) r\Wloxel j of the reconstructed image updated after tk Contribution (5))
It is worth noting that the BC reconstruction technique is tf gy |
same as the standard OSEM reconstruction, where a unifc s .(Eb § : Pi:ZH,-,-sj
image is used as the initial estimate. The only difference is tt £j"™ = <5 ) Hy SH (nfi“ = Y& i ”””””””””
in the BC technique, the additive sinogram term now consis e o whi + AiHPy A Nog
of an extra component to account for the backgrour Background- P | =
contribution in addition to randoms and scatter. Also, t- “Reconstruction with | Background
S Corrected | | si (P;
background region is not corrected for PVE, apart from tt Image . background term _} inogram (Py)

resolution modelling applied to the entire image. The B!
technique was only used to correct for the extra spill in effe€ig. 1. Howchart of thebackground correctiorBC) method For the
emanating from the hot background region into the ROIs. current implementatiom is the number of iterations (i.esh2,...,30)
The background contribution was estimated from pethile N is the iteration at which the background contribution was
images produced from an initial PET reconstruction with psgstimated (i.eN=3).
modeling after three iterations which is a standard setting in . . . . .
most clinical PET protocols. More so, in our study, the Partial volume _correction using the LP ‘technique IS
estimated background regiongre quite large, and hence thepen‘ormed as a post-reconstruction gtep. The system matrix
background activity converged nearly after the iration. values, Cyy, for each segmented tissue and the global

This is demonstrated for the patient datasets in tfR&ckgroundg,,, ;, are first computed. Then, the LP tissue-
supplementary Fig. S1. activities,V;, are obtained by maximizing the log-likelihood for

o the expected valug as shown in (3).
B. Local Projection (LP) Method

A previously introduced local projection (LP) method [12], _, o [« Cijrc
[13] was adapted for spill-in correction, where the image to bezj’=1 Vj’ i y®
corrected is segmenteidto the target volumes of interest '
(VOIs) and a global background outside the tag@ls. In  \here 5, are the measured count per sinogram bin. This

addit!on to the s'tandard LP'methoq, this study .involved HYuation is solved iteratively where the valueg;0indV; and
additional hot regiosggmentation, which is responsible for the . are updated after each iteratigy. The resulting tissue
spill-in of activity into the target lesions. Therefore, insth Gout,i P ) 9

study, the image to be corrected is segmented into a target \%‘ivities will then be substituted in place of the original activity

(consisting of the ROIs), and the global background outside t each vo>_<e| within the targ_et VO.I' The resulting image is
targetVOl. orward-projected and thebtained sinogram is reconstructed

The measured emission projection coungs, can be with the STIR library. The forward projector used is based on

C .Siddon’s matrix ray tracing algorithm with 10 tangential rays
modelled as the sum of the projection counts from the 2 tISSﬁlgiced for each projection bin. A flow chart of the LP method is

VOlI, plus the counts originating from the global background. in Fig. 2
outside the VOI, as shown in (2) given in =g. <.

N (=g
] = 3, e feie) €

0



C. Hybrid Kernel Expectation Maximization where k, and k, are the kernel components from the
(HKEM) attenuation and PET images respectively, calculated using the

The recently proposed hybrid kernel expectation maximizaticIHnCtlons in (7) and (8

(HKEM) method [14], [1$ which uses information from both ) )

PET and an anatomical image in order to compensate for parkig(v,,, v,) = exp (_M) exp (_ M) @)
volume effects, was used in this study. The advantage of the 20a 2%a

kernel method is that it does not require segmentation and it

achieves improved resolution for each individual voxel and also . ) ||z,(,{‘)-zl(">||2 [E—

for the edges of a region [16], [17]. This technique, aIthough"fp(Zm 2") = exp T g | P (‘ W) (8)

is not a dedicated partial volume correction technique, was used )

so as to explore the edge-preserving and noise-suppresdiéigrevnm andzy,” are the feature vectors calculated from the
performance in enhancing resolution recovery and reducing féenuation image and the iteration PET image.a,
spill-in effect from the hot background into the colder ROI§esPectively, whiles,, a,,, 04, anday, are scaling parameters

[18]. for the distances in (7) and )(8 Further details and
LP Method implementation of the HKEM technique can be found in [14
e | and[18.
In this work, we used a high-resolution MR attenuation
rYi= ZV]CU * Gout,i correction (MRAC) image to extract the anatomical

| |
| |
: j=1 : information needed for the algorithm. Moreover, for the
Uncorrected I'|| Computation of C;; for | aforementioned HKEM parameters, we used the values of
Image - :‘ each segmented tissue : o, = 1, andoy, = 04, = 3 yielding the best trade-off between
| | image quality and noise according to a previous optimization
I Global background |  study [15].
: projection (goyr,;) I The advantage of the HKEM technique is the employment of
Corrected | : the PET image to estimate one part of theT hybrid kernel, there_by
Image | | Calculation of tissue | reducing the dependence on the anatomical image. Also, unlike
| activities (V) | BC and LP methods, there is no need for a preliminary
L lL——————:;——]——————! reconstruction step.
_________________________ o
STIR reconstructions Update of activities ll. MATERIALS AND METHODS

' |

| |

Il includi 11 ti i i iviti o . - . .

| including all corrections with the tl_ssue activities : Two datasets were used in this study: (i) a digital simulation
: 1 i | using the XCAT2 phantom, and (ii) 3 clinical PET datasets
| |
' |
I

Newly simulated Forward projection from patients with abdominal aortic aneurysms (AAA)
sinogram using STIR projector undergoing {sF]-NaF PET/CT imaging.

A Simulation

For this study, the pelvic region was simulated using a digital
anthropomorphic XCAT2 Phantofi9], [20] with a typical

) [18F]-FDG distribution. This simulated data include a fixed size
The kemel method re-parameterizes the expectatigfydder with SUV 55.5 (representing the hot source) and

maximization (EM) algorithm in terms of spatial basisarious-sized lesions with SUV 8 placed at different positions
functions (kernel matrix K) and coefficienis)( Therefore, the  around the bladder (as shown in Fiyy. 3

image to be reconstructef], can be expressed as:

Post-reconstruction Steps
Fig. 2. Howchart of the LP method.

fj = Z%:l amkmj (4)
wherek,,; is themj" element of the kernel matrix, ang, is
the coefficient vector to be estimated in the expectatio
maximization step as shown in (5):

(n)
+1 a. Yi
a >=7k(n;n — k™ ¥ H, O _ @ N ®) _
Likpy ZiHil LpHp Xakgy % l Fig. 3: The simulated data from digital XCAT2 phantom: (a) is the

emission image showing an active bladder surrounded with lesions of

Since the hybrid kernel method extracts information from bottarious diameters ranging from 6mm to 20 mm, while (b) is the

anatomical and PET images, the kernel matrix can then gitenuation image used for attenuation correction. The yellow ROIs
expressed as: ' (a) are the selected background ROIs used to calculateritrast

kD = ko (U, v)- Ky (250, 277) (6)



Emission and attenuation images were generated, and these NLZ’.VTr

were blurred with the scanner specific PSF in order to simuldies = 1T+B] (11)
the partial volume effects from the scanner. The dediceg&d P Npie Tk

kernel for the Siemens mMR scanner was modeled as a

Gaussian filter with 4.1 mm axial and 4.0 mm transvers _ 1 \/ L Nr(p _ LN 2 12
FWHM according to experimental point source PS - N_lTZj}erj NT—1Zj (j_N_TZj 1’) (12)

measurements with the Siemens mMR scannet. [Zhe

blurred images were then forward projected to obtain the i ) ) .
sinograms using simulated Siemens mMR scanner. ThdhereT; is the value of voxel j of the reconstructed image, j is
forward projector used is based on Siddon’s ray tracing ©ne oOf the, voxels of the target lesion, and kis one ofMje
algorithm [22], tracing 10 tangential rays for each binvoxels of the background normal tissue. The background values
Attenuation correction factors (ACF) were calculated from th&ere estimated as the average of the 3 yellow ROIs shown in
attenuation image and this was used to attenuate the emisdiéh 3. o )
sinogram. Constant normalisation and randoms sinograms werel © estimate the spill in effect from the hot bladder into the
also generated, with the random counts making up to 20% %:frround|ng IeS|OnS, we carried out another simulation with
the total projection data. Scatter was estimated ana'yticaﬁ?ro aCt|V|ty n the bladder. We then est|mated the d|ﬁerence n
using the single-scatter simulation (SSS) approach [23] H¥ RC values using:

incorporated into STIR [24]. A scaling factor was applied to

make the scatter count 35% of the total simulated events. Thepff in pc = BCsuvsss—Resuvo o 10 (13)
random and scatter sinograms were used to generate the RCsuvo

additive term, while the attenuation and normalisation _

sinograms were used as multiplicative terms. whereRCsyyss.s andRCgyy, are the lesion RC values at bladder

Poisson noise was simulated for approximately 65M coun®JVs 55.5 and 0, respectively.
and 10 noise realisations were performed for statistical analysis.
The noisy sinograms were reconstructed with SPB using B. Patient Data

the iterative Ordered Subsets Expectation Maximization Three human patient datasets were selected from the archive
(OSEM) algorithm with 21 subsets and 10 full iterations. The b

images have 344 344x 127 voxels of 2.086 m 2.086 mm of the SoFIA ([1sF]-NaF uptakén abdominal aortic aneurysm)

} e . : udy [10] involving [eF]-NaF PET/CT imaging of AAA
X 2.031 mm. A scanner-specific point spread function (Ps.llgésions. Each patient was injected with 125 MBq:ef]fNaF

e eaoan ook 2T Iaged n h Bigraph GIPET-CT scanner (Semens
represented in |9 Healthm_eers, Kno_xvnle, TN, USA[28]. A low-dose CT
attenuation correction (CTAC) scan was performed (120 kV, 50
mAs, 5/3mm) followed by a PET acquisition using<20 min
Hij = X HijPSFy. ) bed positions to ensure coverage from the thoracic aorta to the
whereH,; represents the original system matrix, &figis the aortic bifurcation. The data were reconstructed with OSEM
system matrix convolved with the PET scanner-specifusing 21 subsets and 30 iterations. PSF modelling was
spatially invariant PSF in both forward and back projections. incorporated into the reconstruction of all the spill-in correction

PVE correction was performed with all the techniquemethods as an isotropic 3D Gaussian kernel with 4.4 mm
highlighted in Section Il. For the background correction (BCFWHM in both axial and transverse planes][2A sample
method, the bladder was automatically segmented from thatient scan showing the attenuation image, PET image and the
digital phantom and the bladder sinogram was included as sggmented bone is shown in Fig. 4.
additive sinogram term in the OSEM reconstruction (details in For the patient data, a 3-tissue LP algorithm was
sectionll A). The LP method was implemented for the phantonmplemented, where the image was segmented into a target VOI
using three regions, where the six lesions and the bladder aomsisting of the aneurysm, and the hot bone &2), &nd the
the target VOI, and the remaining background region form tlggobal background outside the target VOI.
global background.

ROI analysis was done by placing spherical ROIs wit
diameters equal to the lesion sizes on the exact position of 1
lesions. For each noise realisation, the mean and maxim
SUV values (SUMeanand SUVhay) in each ROI was estimated
for quantification purpose. For each reconstruction techniqu
the Recovery Coefficient (RC), contrast (C) and coefficient o '
variation (CoV) of each lesion was estimated using (10) to (12). @ (b)
These were used as figures of merit to show the resolutiefy. 4. Sagittal view of anf1sF]-NaF PET/CT scan of a patient with
recovery, image contrast as well as the noise properties of eabHominal aortic aneurysm (AAAJa) CT-basedattenuation image
correction technique. where the AAA(circledwith ablue dashed line) is in close proximity
to a highly radioactive bone (shown with green arrq) PET image
and (c) active bone segmented from the CTAC image, used for the
background correctiomethod.

RC = ‘esion SUVestimated (10)
lesion SUVirye



ROI analysis was performed by delineating the aneurysnfaBF show higher Rfax than other methods, especially for
aorta to estimate the mean and maximum SUVs (@kind lesions L1 and L4. For lesion L1 which is closest to the bladder,
SUVmay) in the aneurysm. Following the standard clinicathere is a substantidRCmax overestimation of up to 40%.
guantification [10], [29], [30], we estimated the maximunmHowever, the correction methods: BC, LP and HKEM have
targetto-background ratiqTBR,,,,,) using: almost steady RC values (close to 1) for all lesions except for

lesion L2 which is greatly underestimated for all algorithms

TBRypay = —max(® 13

M SUVmean(Bp) 49 2.6 1 0O0SEM OSEM+PSF 1.2+

22/ . oBC oLP
where SUV,,q, (T) corresponds to the maximum SUV in the HKEM e
target (aneurysm), whil8UV,,,. (Bp) is the mean SUVinthe 187 08 . £
background (blood pool region in the inferior vena cava). (1.4 5 UE | ® 9 8
To demonstrate the magnitude of the spill-in effect from tr& | |a___; ] I ﬂl; & 0.6 - qg
bone to the aorta, we delineated two ROls: R@¢noted as Log B o % 04 1
AAA, covers the entire aneurysm and R@enoted as AAA, 0671 f =7 '
excludes the AAA parts very close to the bone, as has be 02— 02—
reported previously [8]. We then quantified the SUV at th L1 L2 L3 L4 L5 L6 L1 12 L3 L4 L5 L6
Lesions Lesions

;r(l)elurysrg tlﬁsmg lthf_se tW? reglons.hlnforrpatlol?tr?bogut t?.ef?%.S. ThemeanRCmaxand RGreanof lesions L1-L6 for all evaluated
S an € selection criteria are shown for all the > paligly onstructioralgorithms at 3 iterationand bladder SUV 55.5. This

datasets in supplementary Fig. S2. _ _ shows the mean of the 10 noise realizations, and the error bar is given
The performance of all the reconstruction algorithmes W as the standard error of the mean. The dashed horizontal line denotes

evaluated in terms of the contraSt4) of the aneurysm region theexpectedesionRC.

against normal tissue and the coefficient of variation (COV)

was used as the noise metrics for all algorithms, as given byrig. 6 shows the % Difference in RC for all lesions due to the
(10-12) These metrics were computed at each iteration USi%tivity in the bladder. This is estimated using (13). At 3

AAA-exc in order to avoid the spill-in effects. iteration, OSEM, OSEM+PSF and HKEM images show higher
% change in RC values of up to 40% for lesions L1 and L2
IV. RESULTS which are close to the bladder. However, at iteration 10, the %

This setion shows the ROl analysis obtained from thé&hange is within 20%. BC and LP images show a considerably

reconstructed images of both the phantom and patient datast@¢er % change in RC both at 3 and 10 iterations.
To estimate the image contrast and noise properties of each

A Simulation method, the contrasind CoVwere calculated for each lesion
Fig. 5 shows the R&axand RGheanof all the lesions estimated asiteration increases using (10) and (11), and this is shown in
at iteration 3 for all the reconstruction algorithms. OSEM anHig. 7.

3it 3it
s ) 0 OSEM AOSEMAPSF 4 0
S0 ¢ aBC oLP g
£ T 4
= o * HKEM & 70
g 40 L @ E &b
g 30 g 50 @ l _
- =40 4
£ x o k- Q f = | ¢ v
] & " g 30 ¢ +
- = ¢ - < £ S i
Eo é £ 20 : :
_g & % - ) 2 10 o] g ] -] @
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22 8 : @ 30 - .f ¢
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Fig. 6 The % change in Rfaxand RGiean0f lesions L1L6 for all evaluated reconstruction algorithms due to the activity in the bladder. This is
estimated at 3 and 10 iteratiofity using (13).The error bar is given as the standard error of the mean
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B. Patient Data The difference in SUVs and TBR between AAA and AAA-
The convergence plots of all the reconstruction algorithn®XC as iteration increases was computed for all patients, and the
are shown in the supplementary Figure S4. The results showegult is displayed in Fig. 10. Substantial differences between
that at lower iterations, OSEM images have higher quantitatifé®A and AAAexc were observed for SUMay SUVimax and
values than PSF-based images, while R$Fimages yielded TBRmax with patient 3 exhibiting the largest difference. The
the least quantitative values. However, as iteration increaséiference decreased with iterations for all algorithms.
PSFbased images showed increased quantitative values tharf his discrepancy in SUV values between the two ROlIs is
OSEM images. It could also be noted that there is lack Bartly due to the spill-in effect emanating from the adjacent
convergence in PSF-based images, except for PSF+LP imagétive bone. PSF-based reconstructions performed well in
which showed good convergence. Fig. 8 shows the aeducing this spill-in activity for patient 1, but not for patients
attenuation and T reconstructed images of the three datase#sand 3. For all 3 patients under review, PSF+BC exhibited the
under review. The PET images demonstrated a highie [ least differences between the two ROls for all the quantitative
NaF uptake in the aneurysm, compared to normal tissue. Al§agtrics used, thereby suggesting the most robust spill-in
we observed a high uptake in the adjacent bone, which miggrection performance.
significantly influence quantification at the aneurysm. It could ~ The spill-in effect from the bone into the aneurysm was
also be seen that for all the patients, PSF-based reconstruct@§g shown by drawing a line profile across the bone and the
attained a better contrast and more reduced noise than OSE&MUrysm as shown in Fig. 11. Indeed, the regions of the
reconstruction, with thSFHKEM algorithm yielding the aneurysm in close proximity to the bone appeared to exhibit
best performance. Thigas also shown for each reconstructionhigher activity concentration, as they are expected to be more
algorithm in terms of the contrast and COV in Fig. 9. prone to the spill-in effects from the hot background signal in
The spill-in activity from the bone into the aneurysm wathe bone tissues. Thiwas true for all the reconstruction
estimated by drawing 2 ROIs on the aneurysm:1R@s drawn  algorithms, except PSF+BC, where the bone contribution was
over the entire aneurysm region (AAA), while R@las drawn successfully removed.
such that it excluded regions close to the active bone (AAA-
exc).
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V. DISCUSSION noise reductionPSHLP and PSF+HKEM images achieved
higher contrast, with PSF+HKEM vyielding the best

In this s_tudy, we have |_nvest|gat_ed the spill-in eﬁect; 'Berformance. The substantial noise reduction attained with the
target regions close to highly active background region

. . . i . SFHKEM method could be partly responsible for the
especially as it applies to a characteristic set of clinigg]-[ onsiderably lowr values obtained from the PSF+HKEM

NaF PET exams of abdominal aortic aneurysm. We have alSo ges. Although PSF+HKEM had higher contrast than
comparatively evaluated the performance of recently propossg‘a i

. X . P F+LP (Fig. 8), the latter had a lower CoV (Fig. 9) because
correction techmques_, capable of compensating _for thfa'Bp'"'th activity in the aneurysm is more uniformly distributed in
effecs. The;e teqhnlques were compared using S'mUIatggFﬂP image than in PSF+HKEM image, thereby leading to
phantom with a Siemens Biograph mMRscanner template

: lower standard deviation, and hence lower CoV in PSF+LP
and AAA _[18F]—NaF' PETCT data of three patients scanne mage. It should also be noted, however, that PSF
with the Siemens Biograph m&@ scanner.

reconstructions exhibited a slow convergence, which has been

For the simulation, the recovery coefficients increase Wltg commonly reported issue in past PSF resolution modelling

increasing lesion diameter, where lesion L2 with the Smallersé[construction studies [31], [32].

diameter of 6 mm has the smallest recovery coefficient ASEor the patient data, the spill-in effect from the active bone

shown in Fig. 5. Although, one would expect the RC values f%rdjacent to the aneurysm resulted in major differences between

all lesions to improve with increasing iterations, this is only trugje two ROIs (AAA and AAA-exc) for SUear SUVinax and

for lesions L3, L4 and L6. Lesions L1, L2 and L5 have their R ngax (Fig. 10), especially for patient Zhis spill-in effect

irtiz ‘:;g(')nngs a;dterﬁ:ggr:tngegises’s;ntlll_r']tiscgg\é:(/?grsistaf[ittr)igﬂtte s further demonstrated by extracting a profile across the bone
.(. pplemt y Fg. )'. . and the aneurysm as demonstrated in Fig. 11. It could be seen
to the spill in effect in previous studies [7] as these lesions

. > 3ffat regions of the aneurysm in close proximity to the boae
gl_gsg:_tto 't:eR%a?odre;IPg].oIthr:iqgﬁstCtlocagrSetsérit'sounbsStaEm? elatively more prone to the spill-in effect from the bone. This
ISparity gor . wer | IONS. EVeN, s true for all the reconstructions algorithms, except PSF+BC,
though L1 and L3 have the same diameter (10 mm), the spill ere the bone contribution was successfully removed.

igoe/Ctz;r?ju:;tseg I?etsheegcliggenbcciv?;mr:za[in:ng(iz( O_If_#ep ;Oi” i The differences in SUVs and TBR between AAA and AAA-
0 o resp y : P ¢ decreased with a larger number of iterations for all

effect also makes L5 (8 mm) to have higher RC than even ; + .
(20 mm). However, despite the spill in effect in L2 (6 mm), i ﬁlgonthms, except PSF+BC which showed an almost zero

: . ' difference in all cases. This suggests that the spill-in effect
still has lower RC than other lesions for all reCOI’lS'[I’UCtIOH_"ght have ben reduced at later iterations, as previously

algorithms. This is due to the fact that the spill in effect is ; ; ; :
\ S i eported [7]. This observation might be explained by the
probably offset by the spill out effect which is more promlnen(j,;onvergence of all algorithms with more iterations. However, a

in small lesions. Comparing the reconsiruction algorlthmﬁj h noise amplification with little or no improvement in the

OSEM and PSF images show a substantial overestimation ge contrast was observed for higher number of iterations

lesion SUWhax of up to 40% for lesions very close to thg’( ig. 9)

bladder, and small lesions are greatly underestimated. But %It could also be noted that PSF+HKEM and PSF+LP images
) d considerably higher differences compared to the other
(close to 1) for all lesions except LBC also outperformed LP techniques in all the quantification metrics used. Although

and HKEM in reducing the spill in effect in lesion L3. PSF+LP perforrad slightly better than PSF+HKEM, it could

The spill in effect due to the bladder activity is furthernot remove as much spill-in effects in the patient data as it did

validated in Fig. 6 where there is a large % difference in lesi 0 : -
r the phantom data. This could be due to the assumption that
RC values when the bladder SUV changes from SUVOT e segmented tissue inside the VOI had a uniform activity

SUV55.5. For proximal lesions (L1 and L2), this change is UWoncentration [12], [13since this is not the case for the patient

to 40% for OSEM, PSF and HKEM images, but within 20% fOElata, the LP method might have had the tendency to erdorce

BC and LP. . .
The performance of the reconstruction algorithms for t l%ir:]litt(i)r:gtl;}[;t;l;eﬁg;/;;hceea(;etlﬁ;yzg (?r?t?]ri? e bone tissues, thereby

simulated phantom and patient PET images were evaluate Miso the seemingly high spill-in effein the PSFbased

':je_rmls 0:; _cquver%encg gprozertles,l conttrast and S(é‘,OV d onstructions could have been observed due to the commonly

FISptﬁye_ ml 'tgs' Fz_an SSanPSSFuEp e{Eenhgrr)]/ S:ﬁgs'f ?In orted Gibbs artefacts, resulting in an overshoot around the
or the simulation (Fig. S3), as the highe ra hot region (i.e. bone) [31]-[33]. This might have led to the

the spheres, while LP has the lowest, except for lesion .2 Wh%r(?nsiderably higher values for AAA than AAA-exc, making it
ggém hgsl dthde tll’?wf]'SthR%anSligr %”U@ pat'egtsTéFF'g S'f) appear as though there is a higher spill-in effect with PSF
yielaed me nighes o max af = &l reconstruction. However, the background correction (BC)

early iterations while th@.SFH.KEM algorithm exhibited the technique corrected for this overestimation, and also improved
lowest. However, at late iterations, PSF and PSF+BC meth ’\ﬁ% spill-in correctiorin the aneurysm
attained the highest values. The high SUVs in OSE The large difference between AAA and AAA-exc noticed for

trﬁcor}Strlrjifgi:j 'm?ﬁ’esrmégmtgeggg tro th?\ r][cr)ls?i arznpfll_'rf]'fat'on@tient 3 might also have been observed due to inaccurate
€ algo , compare -reconstruction. This cou gmentation of the bone, and ROI-induced errors (where the

be clearly seen in Figs. 8 and 9, whétBFreconstructed aneurysm ROI partly covers the bone). Thiss also true for

images attained better noise reduction and higher Contraﬁtthe patient datasets where the performance of the LP method

compared to the OSEM images. In addition to the Considerap,v%s dependent on segmentation (as earlier discussed). This



suggests that these correction techniquese sensitive to (LIDA) facilities at the University of Leeds, UK. The authors
segmentation errors (and potentially, misalignment of PET amebuld like to thank the people at the Biomedical Engineering
CT images), which might have posed limitations to the&nd Imaging Institet at Mount Sinai (NY) for providing the
performance. The effect of registration errors on the HKEMhantom data acquired with the Siemens Biograph mMR
technique and the effect of segmentation errors on the BCanner.

reconstruction method have been separately studied in two REFERENCES

previous investigations [qL5]. Past studies have also showrt
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