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Abstract 

Drift diffusion (or evidence accumulation) models have found 
widespread use in the modelling of simple decision tasks. 
Extensions of these models, in which the model’s 
instantaneous drift rate is not fixed but instead allowed to 
vary over time as a function of a stream of perceptual inputs, 
have allowed these models to account for more complex 
sensorimotor decision tasks. However, many real-world tasks 
seemingly rely on a myriad of even more complex underlying 
processes. One interesting example is the task of deciding 
whether to cross a road with an approaching vehicle. This 
action decision seemingly depends on sensory information 
both about own affordances (whether one can make it across 
before the vehicle) and action intention of others (whether the 
vehicle is yielding to oneself). Here, we compared three 
extensions of a standard drift diffusion model, with regards to 
their ability to capture timing of pedestrian crossing decisions 
in a virtual reality environment. We find that a single 
variable-drift diffusion model (S-VDDM) in which the 
varying drift rate is determined by visual quantities describing 
vehicle approach and deceleration, saturated at an upper and 
lower bound, can explain multimodal distributions of crossing 
times well across a broad range vehicle approach scenarios. 
More complex models, which attempt to partition the final 
crossing decision into constituent perceptual decisions, 
improve the fit to the human data but further work is needed 
before firm conclusions can be drawn from this finding.   

Keywords: complex decision making; road crossing; 
variable-drift diffusion models 

Introduction 
Sensorimotor decision making, how people decide what 
motor actions to take and when, has been a key object of 
research over the past hundred years in the psychological 
sciences. One area of particular progress has been in the 
development of mathematical models which predict action 

choices and reaction times. In particular, drift diffusion 
models (DDMs) and various related models, which describe 
the decision making process as a noisy accumulation of 
sensory information to a bound, have been found to very 
successfully capture behavioral data across a plethora of 
experimental tasks (Bogacz, Brown, Moehlis, Holmes, & 
Cohen, 2006; Ratcliff, Smith, Brown, & McKoon, 2016) 
and have shown success in bridging the gap between 
neurophysiological and behavioral data (Purcell et al., 
2010).  

DDMs and related models have most commonly been 
applied to two alternative force choice (2-AFC) tasks, in 
which people make a decision between two alternative 
choices based on perceptual information. Quintessential 
among these is the kinematogram task in which people 
decide the direction of a random flow of dots (Ratcliff et al., 
2016). DDMs have also been successfully applied to more 
complex sensorimotor tasks, such as determining the action 
intentions of other people (Koul, Soriano, Tversky, Becchio, 
& Cavallo, 2019). However, standard DDMs and related 
models of the evidence accumulation type typically assume 
that the drift rate (i.e., the rate at which evidence 
accumulates to a bound), is set to a fixed value. Yet many 
sensorimotor decisions take place in the context of a 
continuous stream of varying sensory information. Models 
with variable drift rate, which we will refer to here as 
variable-drift diffusion models (VDDMs), have been 
successful in the vehicle driving context, accounting well 
for driver brake responses to the time varying visual 
looming of an approaching vehicle (Xue, Markkula, Yan, & 
Merat, 2018) as well as for steering responses during lane-
keeping (Markkula, Boer, Romano, & Merat, 2018). 

However, further generalization to more complex real 
world decisions brings additional challenges. Firstly, more 
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complex decisions may depend on multiple types of sensory 
cues, raising the question of how different cues should 
contribute to the drift rate. In this paper, we will consider a 
pedestrian’s decision of when to cross at a zebra crossing 
with an approaching vehicle, a decision relying on at least 
two types of cues (Rasouli, Kotseruba, & Tsotsos, 2017): 
(1) Cues regarding own affordances, for example in terms of 
the time to arrival (TTA) of the approaching vehicle, in 
relation to the width of road to be crossed. (2) Cues 
regarding the action intention of the vehicle driver, in the 
form of kinematic cues (e.g., vehicle deceleration) and/or 
communicative cues (e.g., flashing headlights).  

Secondly, when the sensory inputs to the model vary over 
a large magnitude, this may result in undesirable model 
behavior. For example, when a vehicle decelerates to a stop, 
its perceptually estimated TTA will go to infinity. If this is 
used as a model input then the accumulator will be 
guaranteed to reach its threshold (and initiate a crossing) 
immediately when the vehicle stops, when in fact people 
show a probabilistic delay in crossing times. 

Finally, it remains unclear how complex decisions, like 
the zebra crossing decisions, are structured in practice. Is the 
overt behavior the result of only a single action decision (“I 
am crossing now”), or is that action decision underpinned 
by separate, purely perceptual decisions about the 
affordances and action intentions mentioned above (e.g., “I 
can make it across before the car”; “The car is stopping for 
me”)? There are many examples in the broader literature of 
psychological, cognitive, and robotics models where 
multiple parallel units of activation dynamics akin to 
evidence accumulators have been interconnected to produce 
more complex emergent behavior (e.g., Cooper & Shallice, 
2000; Sandamirskaya, Richter, & Schöner, 2011), but DDM 
type decision models have seemingly not been previously 
generalized in this direction. 

In the current study we wished to test three novel 
VDDMs, which aim to address the above three challenges. 
Firstly we wished to test a model recently proposed by 
Markkula, Romano, et al., (2018), which we refer to as the 
connected variable-drift diffusion model (C-VDDM). The 
C-VDDM models action decisions and perceptual decisions 
as separate but interconnected accumulator units as 
discussed above (see Figure 1, top), where the drift rate of 
each perceptual unit is a function of a time varying sensory 
input. In turn, the drift rate of the action unit is a function of 
the current activation levels of each of the two perceptual 
units. The activation of each perceptual unit is bounded to േͳ which ensures that large perceptual inputs do not 
immediately lead to the action unit reaching threshold. 
Markkula, Romano, et al., (2018) showed that this model 
could qualitatively account for bimodal distributions of 
crossing decision times, as reported for human pedestrians, 
but did not formally test or fit the model with human data. 

We also wished to test a simplification of the C-VDDM 
model, in which a single perceptual unit has a drift rate 
which varies as a function of a linear combination of 
multiple sensory cues (see Figure 1, middle), in turn  

 

 
 

Figure 1: The three variable-drift diffusion models 
(VDDMs). 

 
modulating the activation level of an action unit. We refer to 
this as the dual variable-drift diffusion model (D-VDDM). 
Like the C-VDDM, this model ensures that large sensory 
inputs do not result in the reaction time distribution 
collapsing to a spike. However, unlike the C-VDDM, this 
model does not independently represent different underlying 
decision processes.   

Finally, we also wanted to test a model consisting of a 
single accumulator unit with a drift rate that varies as a 
function of a linear combination of sensory cues (see Figure 
1, bottom). Instead of the D-VDDM ’s intermediate 
accumulator unit, to ensure that high input values did not 
result in rapid termination of the accumulation process, we 
limited the drift rate of this model by saturating the 
perceptual input, such that it could not have a magnitude 
greater than a certain value. We refer to this model as the S-
VDDM.  

To compare the three models we collected data on 
pedestrian crossing times, using a virtual reality (VR) 
headset. VR allowed us to carefully control the experimental 
stimulus (i.e., vehicle approach trajectories) and avoid 
confounding variables that may be present when observing 
crossing behavior in the real world (e.g., effects of other 
pedestrians or additional vehicles on crossing behavior). We 
used a large range of vehicle approach trajectories, which 
were specifically chosen with the aim of creating different 
types of situations with respect to pedestrian affordances 
and vehicle action intentions.  



Virtual Reality Road Crossing Task 

Participants 
Twenty participants (age 24-60, average 27.9 years; 11 
male) took part in the study and were recruited from a 
University participant pool. All participants provided 
informed consent, and the study was approved by the 
University Research Ethics committee. 

Materials and Design 
Participants wore an HTC Vive Virtual Reality headset 
while standing. All stimuli were created in Unity 2018. The 
stimuli consisted of a straight two lane road (width: 5.85 m) 
with a zebra crossing and pavements on either side. The trial 
started with the participant standing at the edge of the zebra 
crossing, looking directly across it. To start the trial the 
participant turned their head to the right, which 
(unbeknownst to the participants) instantiated the 
approaching car at its initial position and speed for the 
scenario in question. For increased experimental control and 
simplicity, the participants did not physically walk across 
the VR pedestrian crossing, but instead pressed a trigger 
button on an HTC Vive controller when they decided it was 
safe to cross, and the participant’s view point in the virtual 
world then translated across the crossing at 1.31 m sିଵ. 
Once the participant had crossed the road in VR, the trial 
ended. The time at which the participant initiated the 
crossing, measured from the point at which the vehicle 
began moving, was the primary outcome measure.  

Scenarios 
To preserve as much as possible a natural road-crossing 
behavior, the number of trials per participant was limited to 
16. Each of these trials used a different vehicle approach 
scenario, presented in a pseudo-randomized order to the 
participants. The scenarios were defined so as to elicit a 
broad range of different crossing situations, and were of 
three general types, with parameters as listed in Table 1: 

“Constant velocity” (6 scenarios): The vehicle appeared at 
distance ܦ௜௡௜௧ from the pedestrian, and maintained a 
constant velocity ݒ௜௡௜௧, i.e., it had an initial time to arrival  ܶܶܣ௜௡௜௧. 

“Decelerate to a stop” (8 scenarios): The vehicle 
appeared at distance ܦ௜௡௜௧ from the pedestrian, with initial 
speed ݒ௜௡௜௧, and immediately decelerated at a constant rate 
so as to reach zero speed at distance ܦ௦௧௢௣.  

“Decelerate without stopping” (2 scenarios): The vehicle 
appeared at distance ܦ௜௡௜௧ at speed ݒ௜௡௜௧ and immediately 
decelerated at a constant rate until distance ܦ௦௧௢௣, where it 
continued to travel at a final speed of 5 km/hǤ  
 

Variable-Drift Diffusion Models 
We developed three models to capture the road crossing 
times (ܶܥ) of pedestrians in the VR study, as illustrated in 
Figure 1. All models received the same perceptual inputs. 
As in Markkula, Romano et al., (2018) the first input was 

 
Table 1: Scenario parameters 
 

Scenario type 
  ௜௡௜௧ݒ
(km/h) 

  ௜௡௜௧ܦ
(m) 

  ௜௡௜௧ܣܶܶ
(s) 

  ௦௧௢௣ܦ
(m) 

Constant 
velocity 

25 15.90 2.29 N/A 
50 31.81 2.29 N/A 
25 31.81 4.58 N/A 
50 63.61 4.58 N/A 
25 47.71 6.87 N/A 
50 95.42 6.87 N/A 

Decelerate  
to a stop 

25 15.90 2.29 4 
50 31.81 2.29 4 
50 31.81 2.29 8 
25 31.81 4.58 4 
50 63.61 4.58 4 
50 63.61 4.58 8 
25 47.71 6.87 4 
50 95.42 6.87 4 

Decelerate w/o 
stopping 

50 27.78 2 8 
50 41.67 3 8 

  
based on the instantaneous apparent time to arrival (TTA) of 
the vehicle, disregarding any deceleration. This apparent 
TTA is visually available, as the relative rate of optical 
expansion ߬ (Lee, 1976). The model input was given by ߬ െ߬௣௔௦௦, where ߬ ௣௔௦௦ ൌ ʹǤͶ͸ (the time it took to cross the VR 
road). Thus the model input was positive when it was 
possible to make it across the road before the vehicle (based 
on apparent TTA), and negative when it was not. The 
second model input was based on the derivative of the 
vehicle’s apparent TTA, ߬ ሶ.  The input was defined as ሶ߬ െ ሶ߬௣௔௦௦, with ሶ߬௣௔௦௦ ൌ  െͲǤͷ, corresponding to the vehicle 
stopping to just exactly touch the participant (Lee, 1976). 
Thus, the input was positive when the vehicle was 
decelerating so as to stop before the participant, and 
negative when not.  

For the C-VDDM model these inputs were fed into two 
separate “perceptual decision” units. For the D-VDDM and 
S-VDDM model these were linearly combined and fed into 
a single accumulator unit. For the S-VDDM this combined 
weighted input was also limited such that it could not 
exceed a certain magnitude. 

Model Specification 
The models were all specified on the same general form, 
following Markkula, Romano et al., (2018), of which a brief 
summary is provided here. At any point in time ݐ, the 
activation level of each of the model’s accumulator units is 
described by the vector, ࡭௧ ൌ ଵǡ௧ܣൣ ǡ ଶǡ௧ܣ ǡ ǥ ǡ ௎ǡ௧൧்ܣ

, where ܷ  
is the number of accumulator units, and each unit’s 
activation is limited to െͳ ൑ ௜ǡ௧ܣ ൑ ͳ, with ͳ and െͳ 
signifying “yes” and “no” decision states, respectively. At 
each simulation time step, the activation levels are updated 
according to, 



ݐ݀݀  ௧࡭ ൌ െ ͳܶ ௧࡭ ൅ ௖݂ሺࢃூܦሺࡷሻࡵ௧ ǡ ሻߟ ൅ ሻࢅሺܦ௒ࢃ ௒݂ሺ࡭௧ሻ൅ ሻࡺሺܦேࢃ ே݂ሺ࡭௧ሻ ࡭௧ାௗ௧ ׽ ௧࡭൫݉ݎ݋ܰ݅ݐ݈ݑܯ ൅ ௧࡭݀ ǡ ઱ξ݀ݐ൯ǡ 
where ࡵ௧ ൌ ൣ߬௧ െ ߬௣௔௦௦ǡ  ߬௧ሶ െ ሶ߬௦௧௢௣൧்

, is a vector of 
perceptual inputs. ࡷ ൌ ሾ݇ଵǡ ݇ଶሿ் is a vector of relative 
weights for these two perceptual inputs, ࢅ and ࡺ are vectors 
of connection weights for the “yes” and “no” accumulator 
output connections respectively and ܦሺ࢞ሻ is a diagonal 
matrix with diagonal ࢃ .࢞ூ, ࢃே and ࢃ௒ are design 
matrices which specify accumulator inputs and connections, 
with elements ࢃሾ௝ǡ௞ሿ א ሼͲǡ ͳሽ. The function ௖݂ሺࢃூܦሺࡷሻࡵ௧ ǡ  ሻ limits the perceptual inputs to theߟ
accumulators between േߟ. In the C-VDDM and D-VDDM ߟ was fixed at infinity (and so had no effect), while in the S-
VDDM it was a free parameter. This allowed the S-
VDDM’s activation to gradually rise to 1, even when the 
inputs were at large values. The function ௒݂ሺݔሻ limits the 
input between 0 and 1, thus returning ௒݂൫ܣ௜ǡ௧൯ ൌ ͳ for an 
accumulator activation ܣ௜ǡ௧ ൌ ͳ (a “yes” state), while ே݂ሺݔሻ ൌ ௒݂ሺെݔሻ, such that ݂ே൫ܣ௜ǡ௧൯ ൌ ͳ for ܣ௜ǡ௧ ൌ െͳ (a 
“no” state). ઱ is a covariance matrix with all off diagonal 
elements set to 0, and all diagonal elements sharing the 
same value, ߪଶ, representing noise in the decision process.   

When the activation of the action decision accumulator 
reaches a value of ͳ, a decision to cross the road is made, 
and the time at which this occurs is the crossing time, ܥ ௠ܶ.  

Model Fitting 
To simplify notation, here we denote all the parameters of a 
given VDDM model as ߠ. Fitting to the VR dataset is made 
challenging as calculating the likelihood function, ܲሺܶܥȁߠሻ, 
involves computing a high dimension integral.  

Instead we estimated the likelihood function using a large 
number of data simulations, referred to as the pseudo-
likelihood estimation, ܲ෠ሺܶܥȁߠሻ. For each trial scenario we 
generated 5000 simulated crossing times, ܥ ௠ܶ, from the 
model being fitted. We then calculated a numerical 
probability distribution ࢈ over 80 bins equally spaced 
between 0 and 20 seconds, where ࢈ is a vector where each 
element, ܾ ௜, is the relative frequency of ܥ ௠ܶ falling into the ݅th bin. ܲ ෠ሺܶܥȁߠሻ was then estimated as the value of ࢈ for 
the bin corresponding to ܶܥ.  

Due to the finite number of model simulations, with this 
method it is possible that a bin is assigned zero probability 
(no values of ܥ ௠ܶ fell within that bin), despite the model 
having support over this region. If CT falls within such a bin 
then ܲ ෠ሺܶܥȁߠሻ ൌ Ͳ, which can cause issues for the model 
fitting. To avoid this, we ensured that all bins had a non-
zero probability by adjusting ࢈ by a constant ࢠ, to ߣ࢈ ൅ࢠሺͳ െ ߣ ሻ, whereߣ ൌ Ǥͻͺ. ࢠ was set as the probability of 
drawing a value from any given bin when sampling from a 
uniform distribution with bounds 0 and 20. In practice this 
had almost no discernible effect on the estimate of  

෠ܲሺܶܥȁߠሻ, but ensured non-zero support over all values of 
CT. Finally we removed the first “decelerate without 
stopping” trial from the analysis. This was because many 
participants began crossing while the vehicle was still in 
front of them, which the models were not designed to 
capture. 

We used PSO (Wahde, 2008) to fit the models using the 
pseudo-likelihood estimation method described above. A 
swarm of 50 particles was used and optimized for 50 
iterations. In all cases the algorithm appeared to converge to 
some local optimum (pseudo log-likelihood estimates 
stopped increasing) before the 50th iteration.  

 Results 
Table 2 shows the pseudo log-likelihood estimate and AIC 
of the VR crossing time data for each of the three models. 
We can see that the D-VDDM captured the data the best 
(highest log likelihood) and had the lowest AIC value. The 
S-VDDM performed slightly worse, while the C-VDDM 
performed poorer than both. The parameters returned by the 
PSO algorithm are shown in Table 3.  

To explore the model fits in more detail we simulated 
5000 crossing times (ܥ ௠ܶሻ for each vehicle approach 
scenario and each fitted models. The left panel of Figure 2 
shows the real ܶܥ (top panel), and simulated ܥ ௠ܶ (bottom 
panel) for one of the “constant velocity” scenarios. We also 
plot the model activations for the S-VDDM (black traces, 
bottom panel). In this trial the vehicle starts far enough 
away that the participant has time to successfully cross the 
road, if this decision is made relatively quickly. However, 
the vehicle soon comes too close for a successful crossing to 
take place. Some participants crossed early in the vehicle’s 
trajectory, while some waited for the vehicle to pass. All of 
the models were able to capture this trend. However, it 
appears that the S-VDDM (blue line; bottom panel) and 

Table 2: Log likelihood and Akaike information 
criterion (AIC) for each of the models. *indicates the 

model with highest log likelihood estimate 
 

Model ݈݃݋ ܲሺܶܥȁߠ෠ሻ N 
param 

AIC 

C-VDDM -953.72 7 1921.4 
D-VDDM* -871.90 6 1755.8 
S-VDDM -882.04 5 1774.0 
 

Table 3: Estimated parameter values for each model. 
Fixed parameters are shown in italics.  

 
Param C-VDDM D-VDDM S-VDDM 
T 0.67 0.26 0.34 
K [4.35, 0.46] [0.66, 0.42] [0.47, 0.19] 
Y [0, 0.44,  1.83] [0, 3.25] N/A 
N [0, 0.76, 0] [0, 10.0] N/A ߟ 1.05 1.03 0.87 ߪ N/A N/A 2.5 
 



especially the C-VDDM (red line; bottom panel)  showed a 
larger peak around the early crossings, while the D-VDDM 
(orange line; bottom panel) showed a larger peak after the 
vehicle had crossed, which better matched the participants’ 
behavior.  

The middle panels of Figure 2 shows the same plots for 
one of the “decelerate to a stop” scenarios. Again, we 
observed a bimodal distribution of crossing times (top 
panel), with some participants crossing early in the vehicle’s 
trajectory, and others waiting until the vehicle had nearly or 
completely stopped. Here both the D-VDDM and S-VDDM 
captured this trend rather well, with a larger mode at the 
early crossing times and a smaller mode after the vehicle 
stopped. However, the C-VDDM was not able to capture the 
later crossing mode.  

The right panels of Figure 2 show the same plots for one 
of the “decelerate without stopping” trials. Here, beyond the 
bimodal pattern already described for the “decelerate to a 
stop” scenario, a small number of participants also waited 
for the vehicle to completely pass before crossing. Thus the 
observed ܶܥ showed a tri-modal distribution. Both the D-
VDDM and S-VDDM models reproduced these three modes 
well (the third mode is rather flat, but its presence can be 
seen from the black activation traces in bottom panel), while 
again the C-VDDM appeared to place too much weight over 
the initial mode, and predicted close to zero participants 
crossing after the vehicle had passed. Figure 3 shows the 
observed ܶܥ and model simulations, ܥ ௠ܶǡ for all scenarios.   

However, we were concerned that the more complex C-
VDDM’s poor performance might be caused by the PSO 
algorithm getting stuck in a local optimum.  Indeed, 
rerunning the fitting of the different VDDMs with new 
initial random seeds, and/or additional constraints on the 

parameter search range, we obtained slightly different 
parameterizations, but for the C-VDDM these never 
performed better than either the D-VDDM or S-VDDM.  

Assuming that the C-VDDM’s poor relative performance 
is not the result of challenges in finding the global optimum, 
we wondered whether one issue might be that the connected 
accumulator models all share a single ߪ parameter. Thus we 
refit the C-VDDM model with a separate ߪ parameter for 
each accumulator unit. This improved the model fit, 
achieving a log likelihood of -874.17 (AIC 1766.3), a better 
fit than for the S-VDDM and approaching the performance 
of the D-VDDM. For completeness, we also tested a version 
of the D-VDDM with separate ߪ parameters for its two 
accumulator units, achieving a log likelihood of -924.66 
(AIC 1863.3), i.e., a worse fit than the single-ߪ D-VDDM. 
This is clearly a local optimum, since the better-performing 
single-ߪ D-VDDM is actually present in the parameter 
search space of the dual-ߪ VDDM (along the line where 
both ߪ are equal). 

Discussion 
Here we explored the ability of variable-drift diffusion 
models (VDDMs) to capture complex sensorimotor 
decisions based on a continuous stream of multiple sensory 
cues. Our initial hypothesis was that a complex model 
consisting of several parallel VDDM processes (the C-
VDDM) would be needed to capture the multimodal 
decision time distributions exhibited by humans in the zebra 
crossing situation. Instead, we found that a relatively simple 
model with just a single VDDM unit (the S-VDDM) and 
five free parameters was able to reproduce multimodal 
probability distributions of human crossing times, across 15 
separate scenarios with a diverse range of vehicle approach 

 

Figure 2: Human and model behavior in three example scenarios. Top panels show the observed human crossing times (ܶܥ) 
in the virtual reality experiment, and the second and third rows of panels show the sensory input cues to the models. Dark grey 
regions indicate that the vehicle has come to a stop or has passed the participant. Light grey regions indicate that the vehicle is 

passing the participant. The bottom panels show the simulated crossing time (ܥ ௠ܶ) for the C-VDDM (red lines), D-VDDM 
(orange lines), and S-VDDM (blue lines). The black traces show example activations of the S-VDDM accumulator unit. 

 



trajectories. This is arguably the most striking finding from 
this work. 

One important insight here, and seemingly a main reason 
behind the good performance of the S-VDDM, is that the ߬ 
variable (the apparent time to arrival; TTA), can in itself 
help explain the observed human behavior to a large extent. 
As seen in Figure 2, with more positive ߬ െ ߬௣௔௦௦, 
participants became more likely to initiate crossing, and the 
non-trivial variation of ߬  over time during each scenario 
seemed to drive the number and location of peaks in the 
crossing time distribution. The VDDM provides a potential 
mechanistic explanation for how the observed crossing time 
distribution arises from this time-varying perceptual input. 

Another critical aspect of the S-VDDM model was that 
while the drift rate was allowed to vary as a function of the 
perceptual inputs, we also limited its magnitude with a 
saturation threshold parameter. This ensured that large 
inputs, arising when the vehicle decelerated to a stop, did 
not result in the drift rate immediately trending to a very 
large value. This enabled the model to capture the 
distribution of crossing times that are observed after a 
vehicle comes to a stop or passes. 

With respect to the more complex model variants, it is 
difficult to draw firm conclusions from the present results. If 
the C-VDDM model had been able to capture qualitative 
aspects of the human data that the S-VDDM was unable to, 
this could have been taken as tentative evidence for the C-
VDDM’s hypothesized partition of the decision process into 
constituent perceptual and action decisions. However, since 
the best version of the C-VDDM, with three separate ߪ 
parameters, simply improved the goodness of fit without 
changing the qualitative nature of the model behavior, it 
cannot be excluded that the added model complexity simply 
led to overfitting to the present data. To further investigate 
whether there is some merit to the hypotheses behind the C-

VDDM, larger datasets with even more diverse scenarios 
would be useful, and more stringent methods than AIC for 
controlling for overfitting, such as hold-out validation on 
parts of the dataset. 

Exactly the same argument applies to the D-VDDM, 
which was the model for which the overall best fit was 
obtained. The D-VDDM was adopted here as an 
intermediate-complexity model, in practice replacing the 
static input saturation step of the S-VDDM with a time-
dynamic accumulator. Again, for the same reasons as 
mentioned above, further work is needed to shed light on 
whether the improved fits for this model over the S-VDDM 
have some theoretical relevance.  

These difficulties in drawing conclusions from the fits of 
the more complex models are exacerbated by the apparent 
tendency of the PSO algorithm to get stuck in local optima. 
This was evidenced clearly when the PSO found a provably 
suboptimal parameterization for the two-ߪ D-VDDM, but 
may also be part of the reason for the somewhat surprising 
finding that the relatively complex single-ߪ C-VDDM 
yielded the poorest goodness of fit across all tested models. 
Existing methods for efficient DDM fitting are based on the 
conventional assumption of constant drift rate (e.g., 
Vandekerckhove, Tuerlinckx, & Lee, 2011); good methods 
for fitting also VDDMs would be a valuable future pursuit. 

In summary, we demonstrate that already simple VDDMs 
are able to capture sensorimotor decision making behavior 
in a task that is more complex, and arguably of higher 
applied relevance, than the laboratory decision-making tasks 
typically modelled with DDMs. We suspect that VDDMs 
could be applied to a wide range of non-trivial real world 
sensorimotor decision making tasks, but methodological 
developments are needed to efficiently and reliably fit these 
models to data. 

 

 
 

Figure 3: Observed crossing times versus predictions by the C-VDDM (red lines), D-VDDM (orange), and S-VDDM (blue) 
for all scenarios. Y-axis scale varies between panels. The text shows density estimate log-likelihoods for the three models.  
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