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We report the first experimental measurements of the nine 1-fold differential cross sections for the yp —
7+~ p reaction, obtained with the CLAS detector at Jefferson Laboratory. The measurements cover the
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photocouplings of all prominent nucleon resonances in this mass range have been extracted from this
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1. Introduction

Studies of the excitation spectrum of the nucleon and the reso-
nance photocouplings from the experimental data on exclusive me-
son photoproduction represent an important avenue in the explo-
ration of the strong interaction in the non-perturbative regime [1].
Evaluation of the excited nucleon spectrum within Lattice QCD [2]
and continuous QCD approaches [3] adds to our understanding
of how to relate the experimental results on the N* spectrum
to the dynamics of strong QCD and its emergence from the QCD
Lagrangian. In the past decade, data on exclusive meson photopro-
duction off the nucleon have been obtained at CLAS, ELSA, MAMI,
GRAAL, and LEPS [4-6,8,7,9-13]. The new data include differential
cross sections, as well as single-, double-, and triple-polarization
asymmetries. This wealth of data provides for rigorous constraints
on the reaction amplitudes that are necessary in order to poten-
tially access the amplitudes for two-body final states such as 7 N,
nN, ’N, KY, and K*Y, to constrain the wp and ¢p amplitudes,
and to extend the knowledge on the reaction mechanisms for the
double-meson channels 77N and 7w nN.

A global multichannel analysis of these data by the Bonn-
Gatchina group [14-16] has provided strong evidence for several
new baryon states that have been reported in the recent edi-
tion of the Review of Particle Properties (PDG) [17]. Strong evi-

dence for the existence of the N(1710)1/2%, N(1895)1/2~, and
N(1900)3/2% resonances has recently become available [18]. In
particular, the CLAS photoproduction data in the KY channels
[19-22] has had a decisive impact on these findings. However,
the 77 ~p photoproduction data is also sensitive to new baryon
states [23,24] and offers another complementary channel to search
for such states. Nucleon resonances established in photoproduction
can also be observed in exclusive electroproduction off the proton
at different photon virtualities Q2, with Q?-independent masses
and hadronic decay widths. This signature provides strong evi-
dence for the existence of new states. Therefore, combined studies
of the 7+~ p photo- and electroproduction data available from
CLAS [24-26] can potentially allow for the validation of the exis-
tence of missing baryon states in a nearly model-independent way.
These studies have already provided substantial evidence for the
existence of the new N’(1720)3/27" baryon state [24].
Furthermore, the w7 N channels of all charge combinations are
also a unique source of information on the production of sev-
eral well-established resonances with masses above 1.6 GeV. So
far, the photocouplings of most N* and A* states reported in the
PDG were obtained from stN and multichannel photoproduction
[14-16]. The N photoproduction data analyzed in the mass
range above 1.6 GeV include 7% %p data [7,10,11], but do not yet
include data on 7w+ ~p cross sections from a proton target. How-
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ever, the two-body meson-baryon photoproduction channels have
limited sensitivity to many of the resonances with masses above
1.6 GeV, which decay preferentially into the 7N final states.
Moreover, the 7 *7r ~p channel has the largest cross section among
the studied w7t N channels [27] and is needed to verify the results
of other meson-baryon channels [28,29].

In this paper we present the first data for the nine 1-fold dif-
ferential 7+ 7~ p photoproduction cross sections off the proton at
invariant mass W from 1.6 GeV to 2.0 GeV. These data have al-
lowed us to determine the resonant contributions from a fit of all
measured differential cross sections combined within the frame-
work of the updated Jefferson Lab-Moscow State University (JM)
reaction model [28-30]. By employing a unitarized Breit-Wigner
(BW) ansatz [28], the photocouplings of all prominent resonances
with masses above 1.6 GeV were extracted from the 7 ¥z ~p pho-
toproduction data for the first time.

2. Experiment

The data were collected using the CEBAF Large Acceptance
Spectrometer (CLAS) [32] in Hall B at the Thomas Jefferson Na-
tional Accelerator Facility during the “g11a” data taking period in
2004. The photon beam was produced by an unpolarized electron
beam of 4.019 GeV energy incident upon a gold-foil radiator with a
thickness of 10~# radiation lengths. The photon energies were de-
termined by detecting post-bremsstrahlung electrons in the coun-
ters of a tagging spectrometer [33]. The tagged-photon energy
range was 20-95% of the electron beam energy. The tagged-photon
beam impinged on a 40-cm-long LH; target. The temperature and
pressure of this cryotarget were monitored throughout the glla
run. The mean calculated density of Hy was 0.0718 g/cm? with
relative fluctuations of about 0.1% [34,35].

The CLAS spectrometer was based on a six-coil superconducting
torus magnet and included a series of detectors situated in the six
azimuthally symmetric sectors around the beamline. Three regions
of drift chambers (DC) [36] allowed for the tracking of charged
reaction products in the toroidal magnetic field in the range of
laboratory polar angles from 8° to 140°. A set of 342 time-of-flight
scintillators (TOF) [37] was used to record the flight times of the
charged particles. Start Counter (ST) scintillators [38] surrounded
the target cell and were used to determine the event start time.
The trigger required a hit in the photon tagger in coincidence with
ST and TOF hits in at least two of the six sectors of CLAS. During
the glla run period, the total number of triggers collected was
~2 x 1019, giving an integrated luminosity of 70 pb~1.

2.1. Event selection

We required the detection of at least two charged particles
in CLAS. The event sample consisted of four mutually exclusive
topologies, one with all three final state hadrons detected and
three others in which one out of the three final state hadrons was
missing. For these events the momentum of the missing particle
was reconstructed from energy-momentum conservation. The mo-
menta of the reconstructed charged particles were corrected for
energy loss in the target materials [39]. The tagged-photon ener-
gies were also corrected taking into account all known tagger focal
plane mechanical deformations [40].

A kinematic fit was used for the event selection to isolate the
yp — T~ p reaction [41]. The events passing the kinematic fit
with confidence level (CL) above 0.1 were accepted. The pull distri-
butions of the measured kinematic quantities were fit by Gaussians
centered at 0.00 + 0.05 with 0 =1.0 £ 0.1.

Some events passed the CL cut with one or more tracks as-
signed the wrong particle identity. To further clean up the event

sample, we employed a timing cut |T¢qg — Tst¢| < 1.5 ns, where Tyqg
is the vertex time of the incident photon measured by the tagger
and Tg; is the vertex time of the final state particle measured by
the ST. The kinematic fit probed all matched photons, selecting the
hit with the maximum CL value. The photon energy measured by
the tagger was compared with the total energy computed from the
four-momenta of the final state particles. This energy difference
was found to be within AE/E &~ 0.5%, confirming the accuracy of
the detector and photon beam calibrations and the purity of the
final event sample.

The CLAS detector contained insensitive regions for particle de-
tection. These insensitive regions were at the locations of the torus
coils, as well as at very forward (6 < 4°) and very backward an-
gles (6 > 140°) in the lab frame [32]. The final state particles were
selected to be within the “fiducial” regions with reliable particle
detection efficiency, away from the insensitive regions. In addition,
the kinematic regions where the particle detection efficiency was
less than 5% were excluded. Overall, 400 million w7 ~p events
were selected for the evaluation of the integrated and differential
cross sections exceeding by a factor of ~50 the statistics previously
collected in this channel [42]. An uncertainty of 3% for the event
selection was determined from the mismatch between the fraction
of selected 7w T7r ~p events in the kinematic fits of the Monte Carlo
(MC) sample and the measured data.

2.2. Cross section evaluation

Studies of the w7 ~p photoproduction reaction with an un-
polarized beam off an unpolarized proton target at a given center
of mass (CM) energy W can be fully described by a 5-fold differ-
ential cross section. This cross section has a uniform distribution
over the azimuthal CM angles for all final state hadrons. Integrat-
ing over the azimuthal CM angle allows the 5-fold differential cross
section to be expressed as a 4-fold differential cross section.

The cross sections were defined using three sets of four kine-
matic variables. These included the permutations of the two in-
variant masses derived from pairing two of the three final state
hadrons M;; and Mji, where i, j, and k represent the final state
particles 7*, 7~, and p’. The definitions for the final state CM
angular variables are given in Fig. 1. There are two relevant CM
angles in each set of variables, 1) 6; for one of the final state
hadrons i and 2) agipyjk between the two hadronic planes defined
by the three-momenta of the initial state proton p and the final
state hadron i, and the three-momenta of the remaining final state
hadron pair jk. The reaction kinematics are described in detail in
Refs. [29,43].

The selected w7~ p events were sorted into 16 25-MeV-wide
bins in W in the range from 1.6 GeV to 2.0 GeV. Each W bin
contained 16 bins in the invariant masses of the two final state
hadron pairs, and 14 bins in the angles 6; and cjjpyjk;. The 4-fold
differential cross sections were evaluated from the 77 ~p event
yields collected in the 4-dimensional (4-D) bins, normalizing by
the detection efficiency in each bin and the overall beam-target lu-
minosity. After integration of the 4-fold differential cross sections
over the three different sets of three variables, nine 1-fold differ-
ential cross sections were determined for 1.6 GeV < W < 2.0 GeV.
These 1-fold differential cross sections include:

a) invariant mass distributions:

do do do .
dM > dM ’ dMnfp/’

ntp’ ntm—

b) angular distributions over 6:

do do do .
d(—cosf,—)’ d(—cosfO,+)’ d(— cos6,)’
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Fig. 1. Angular kinematic variables for the reaction yp — 7Tz ~p’ in the CM frame.
The variable set with i =7, j=7n", and k= p’ includes the angular variables for
0, the polar angle of the 7=, and &~ pjjz+p, Which is the angle between the
planes A and B, where plane A ([~ p]) is defined by the 3-momenta of the 7~
and the initial state proton and plane B ([ p’]) is defined by the 3-momenta of
the 7+ and the final state proton p’. The polar angle 0y is relevant for the set
with i =p’, j=7n", and k=7, while the polar angle 6+ belongs to the set with
i=nt, j=p,and k=7".

c) angular distributions over «:

do do do
4oz —pipt 1 ot pim—p) " A pir

Each of the nine 1-fold differential cross sections, while gen-
erated by a common 4-fold differential cross section, offers com-
plementary information. None of them can be computed from the
others. Data on all nine 1-fold differential cross sections are essen-
tial to gain insight into the resonant contributions of the 7tz ~p
reaction.

Parity conservation mandates that the 4-fold differential cross
sections are equal at the angles o and 27 — «. In the computation
of the 1-fold differential cross sections, we have set the measured
4-fold differential cross sections at the angles o and 27w — o equal
to their average value. This procedure alters the 1-fold differential
cross sections well within the uncertainties of the detector effi-
ciency.

The detector efficiency was computed using a detailed GEANT
simulation of the CLAS detector called GSIM [44] and an event
generator based on the older JMO5 reaction model [45,46]. The
kinematical grid for the reconstructed 7w 7 ~p Monte Carlo events
coincided with that described above for the measured data events.
This grid contained 802,816 5-D cells: 16 (W bins) x 16 (invariant
mass bins of the first final state hadron pair) x 16 (invariant mass
bins of the second final state hadron pair) x 14 (final state hadron
6 angle bins) x 14 (final state hadron « angle bins). About half
of the cells resided outside of the boundary of the reaction phase
space, and such cells were removed from the analysis. The small
size of the cells allowed us to evaluate the detection efficiency
reliably even for approximate modeling of the event distributions
within the JM05 model version incorporated into the event genera-
tor. Uncertainties related to the mismatch between the actual CLAS
efficiency and that determined from the simulation were studied
as discussed in Ref. [35] by comparing the normalized yields of
w electroproduction events in the six sectors of CLAS. For experi-
ments with unpolarized beam and target, all cross sections should
be uniform over the azimuthal angle. The differences between the
normalized w yields in the different CLAS sectors was about 4%.

The evaluation of the CLAS detection efficiency was further
checked through the comparison of the integrals of the normal-

x107°
~ 0.06
>
q) |
0}
I av
0.04 ‘
| 5
iL
| r 4
0.02 — rs
r = 4
r -
0 A \ |
0 1 2 3
0 ,,rad
P

Fig. 2. Representative integrals I over the variables M-/, M+ -, and oy pjiz+ -]
as a function of 6, at W from 170 GeV to 1.73 GeV defined from the 77~ p
normalized yields in the 4-D cells. The integrals contain only the 4-D cells where
the events from all four topologies were available. Their values for the four dif-
ferent topologies: all final state hadrons detected (black triangles) and with the
reconstructed momenta for the p’ (red squares), 7~ (blue circles), and 7+ (green
upside down triangles). The integrals over the two invariant masses have dimen-
sions of GeVZ.

ized yields of the w7 ~p events for the four different final state
topologies (see Section 2.1) over the invariant masses M-, and
My+7-, and the angle &y ,)7+7-1- The integrals were calculated
within the limited CLAS acceptance region where the 4-D cells
contained the selected events of all four topologies. The four in-
tegrals I were obtained in each bin of W as a function of the
CM angle 6. The deviation of the integrals from the four differ-
ent topologies was about 4%. This variation was assigned as the
systematic uncertainty for the detection efficiency (see Table 1).
A representative example for comparison between the values of
the four integrals is shown in Fig. 2.

The tagged photon flux on the target within the data acquisition
live time was obtained by the standard CLAS gflux method [47].
The number of photons for each tagger counter was calculated in-
dependently as N, = €-N,-, where N,- is the number of electrons
detected by a tagger counter and € is the tagging ratio. The tagging
ratio was determined by placing a total absorption counter directly
in the photon beam at low intensity and determining the ratio of
the number of beam photons and the number of electrons detected
in coincidence in the tagger. The global normalization uncertainty
derived from the run-to-run variance and the estimated normaliza-
tion variance with the electron beam current together were found
to be 3.5%, employing the method described in Ref. [35].

In the determination of the fully integrated and 1-fold differen-
tial cross sections, the contributions from the insensitive areas of
CLAS were taken into account by extrapolating the 4-fold differen-
tial cross sections. As a starting point, the evaluation of the 1-fold
differential cross sections in the full acceptance was carried out
in the following way. The cross section values determined in each
one-dimensional (1-D) bin within the CLAS acceptance were multi-
plied by the ratio of the total number of 4-D bins that contributed
to the analyzed 1-D bin to the number of bins with non-zero effi-
ciency (cross section set #1).

An improved extrapolation of the 4-fold w+m~p differential
cross sections into the insensitive areas of CLAS was carried out
within the framework of the new JM17 model described in Sec-
tion 3. The JM17 model parameters were fit to the data within the



CLAS Collaboration / Physics Letters B 788 (2019) 371-379 375

=1 L m
¢ sor* ¥
7.’" .I 1
RS e*.u
(o o $4 HoE
(@] 1 *,Ai' -
60— o B 7S A |
© o ¥ 8 .
B O i l#l L riﬂ 1 ,‘; |
C © 00 0 0 o ‘O" A
40 ° 0
20—
oL P R ‘
1.6 1.7 1.8 2
W, GeV

Fig. 3. Fully integrated 7+7~p photoproduction cross sections within the CLAS
acceptance (blue open circles) and in the full acceptance after the initial 4-fold
differential cross section extrapolation into the insensitive areas (black triangles -
cross section set #1) and after the improved extrapolation within the framework of
the JM17 model as described in Section 2.2 (red squares - cross section set #3). The
CLAS data are compared with the SAPHIR [42] (green squares with error bars) and
the ABBHHM [48] (green circles with error bars) results. The statistical uncertain-
ties of our data are smaller than the marker size, while the systematic uncertainties
are shown by the hatched area at the bottom of the figure.
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Fig. 4. Representative 6, angular distributions at W from 1.70 GeV to 1.73 GeV.
Results are obtained within the CLAS acceptance (blue circles) and in the full ac-
ceptance extrapolating the cross section into the insensitive areas after the initial
cross section extrapolation (black triangles - cross section set #1) and with the im-
proved extrapolation using the JM17 model (red squares - cross section set #3) as
explained in Section 2.2. The results obtained by extrapolating the cross section into
the insensitive areas with the initial J]M17 model parameters (cross section set #2)
are shown by the green upside down triangles. The error bars are dominated by the
uncertainty of the extrapolation procedure.

CLAS acceptance and the 4-fold differential cross sections in the in-
sensitive areas were computed from the JM17 model (cross section
set #2). Then, the JM17 model parameters were refit to reproduce
the cross sections determined in the full acceptance, obtained af-
ter filling the insensitive areas. The JM17 model with improved
parameters was then used again for the evaluation of the cross
sections in the insensitive areas of CLAS, generating a new set of
differential cross sections extrapolated into the insensitive areas
of CLAS (cross section set #3). The uncertainties caused by this
cross section extrapolation were assigned as half the difference
between the cross sections determined within the full and CLAS
acceptances, which amounted to 12.0% for the integrated cross

Table 1

Summary of the systematic uncertainties for the fully integrated
s+~ p photoproduction cross sections. The scale uncertainties
and point-to-point uncertainties are listed in the second and third
rows, respectively.

Contribution to fully
integrated 7+~ p
cross section, %

Source of uncertainty

Fiducial area choice 4.0

Event selection 3.0

Run-to-run stability and 35
global normalization factor

Efficiency from MC 4.0

Impact of the CLAS 12.0

insensitive areas

Total 14.0

sections. This uncertainty is strongly dependent on the CM polar
angles of the final state hadrons. It was found that the two sets of
nine 1-fold differential cross sections in the full acceptance agreed
within the uncertainties of the data, accounting for both the sta-
tistical and extrapolation uncertainties. Since the cross section of
the JM17 model accounts for the amplitude constraints imposed
by parity conservation, the 4-fold differential cross sections at an-
gles o and 27 — « are equal within the insensitive areas.

Fig. 3 shows the fully integrated cross section within the CLAS
acceptance (blue circles). The other points (black triangles and red
squares) are the cross sections within the full acceptance after the
initial and improved cross section extrapolations into the insensi-
tive areas of CLAS. Fig. 4 shows a representative example of the
different cross section angular distributions from the initial cross
section set #1 and the two subsequent cross section sets #2 and
#3 after the improved extrapolations into the insensitive areas for
the 6,y CM angular distributions.

The systematic uncertainties related to the selection of the fidu-
cial areas were estimated by comparing the cross sections com-
puted with two different minimum CLAS detection efficiency cuts:
5% (nominal) and 10% (increased). The 4-fold differential cross sec-
tion inside the excluded areas with small detection efficiency was
estimated within the extrapolation procedure described above. The
computed cross sections with the increased and nominal detection
efficiency cuts differ by about 4% as listed in Table 1.

The systematic uncertainties for the fully integrated 77~ p
photoproduction cross sections are summarized in Table 1. The
largest contribution comes from the 4-fold differential cross sec-
tion extrapolation into the insensitive areas of CLAS.

3. Results and physics analysis

The fully integrated 7w Tz ~p photoproduction cross section and
representative examples of the nine 1-fold differential cross sec-
tions are shown in Fig. 3, Fig. 5, and Fig. 6, respectively. We
show the differential cross sections in the W bins centered at
171 GeV and 1.74 GeV, which correspond to the peak region
of the resonance-like structure observed in the W dependence
of the w7~ p electroproduction cross sections [25]. The com-
plete set of differential cross sections from this experiment can
be found in the CLAS physics database [49]. The error bars for
the cross sections shown in Figs. 5 and 6 include the uncertain-
ties related to the extrapolation of the 4-fold differential cross
sections into the insensitive areas of CLAS. The fully integrated
cross sections from CLAS are consistent with the existing re-
sults within the systematic uncertainties [42,48]. However, our
fully integrated cross sections in the full acceptance are slightly
above the existing results likely due to the different approaches
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Fig. 5. Description of the w7 ~p photoproduction cross sections and the contributions from the relevant channels inferred from the CLAS data within the framework of
the JM17 model for the fully integrated cross sections (left) and a representative example of the nine 1-fold differential cross sections at W from 1.70 GeV to 1.73 GeV
(right) shown by different lines: full reaction cross sections (solid red), 7~ A*+ (dashed red), pp (solid green), 7+A° (dashed blue), 7+N(1520)3/2~ (yellow), 27 direct
production (magenta), and 7 ¥ N(1685)5/2F (blue dot-dashed). The error bars include the combined statistical and point-to-point systematic uncertainties.
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Fig. 6. (Left) Fully integrated cross sections computed from the fits of the nine 1-fold differential cross sections with 1.15 < x2/d.p. < 1.30 (red curves) in comparison
with the measured integrated cross sections (points with error bars). The error bars include the combined statistical and point-to-point systematic uncertainties. (Right)
Representative example of 1-fold differential cross sections (red curves) and the resonant/non-resonant contributions (blue/green bars) from the fits with 1.15 < x2/d.p. <
1.30 of the CLAS 7 *7r~p photoproduction data at W from 1.73 GeV to 1.75 GeV within the framework of the JM17 model. The quoted ranges for the resonance parameters
were obtained from the sets of fits that resulted in 1.15 < x2/d.p. < 1.30 and shown by the red curves.

used for the cross section extrapolations into the insensitive ar- Data on the angular distributions over the three o angles de-
eas. We consider estimates of the 5-fold differential cross sec- scribed in Section 2.2 have become available for the first time. Also
tions in the insensitive areas from the JM17 model, outlined be- differential cross sections over the final state hadron CM 6; angles
low, as rel