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Abstract 8 

Two aseismic deformation processes are commonly invoked to explain the transient geodetic 9 

surface displacements that follow a major earthquake: afterslip and viscoelastic relaxation. 10 

Both induce time dependent stress variations in the crust, potentially affecting aftershock 11 

occurrence. However, the two mechanisms’ relative impacts on crustal deformation and 12 

seismicity remain unclear. We find for the case of the 2010 Mw 7.2 El Mayor-Cucapah 13 

(EMC) earthquake not only that afterslip likely drove clustered seismicity after the 14 

earthquake, but also that long-range earthquake interactions were likely modulated by 15 

viscoelastic relaxation at large scales in space (>5 times the fault rupture length) and time (>7 16 

years). This has important implications for the study of the “seismic cycle” and for seismic 17 

hazard estimation, since post-seismic deformation related to a single Mw 7.2 earthquake 18 

affects interseismic velocities and regional seismicity rates for more than a decade. 19 

 20 

Introduction 21 

After an earthquake, accelerated deformation processes in the crust and upper mantle 22 

accommodate the sudden coseismic stress changes. These include aftershocks and aseismic 23 

processes like afterslip (post-seismic slip on/around the co-seismic rupture), viscoelastic 24 

relaxation (lower crust/upper mantle stress-driven bulk flow), and poroelastic effects (pore 25 



pressure readjustments in the crust). The latter typically affect regions in the near-field of the 26 

coseismic rupture [e.g., Jónsson et al., 2003]. The terms interpreted as aseismic fault slip 27 

processes release an equivalent seismic moment typically ~10-40% that of the mainshock 28 

[Avouac, 2015], sometimes exceeding it [Freed, 2007; Bruhat et al., 2011]. They thus play a 29 

significant role in the moment budget of the “seismic cycle” [Bürgmann et al., 2008]. 30 

Aftershocks, which can be thought of as seismic afterslip, usually explain a smaller fraction 31 

of moment release than their aseismic counterpart on the fault [e.g., Perfettini and Avouac, 32 

2007]. Although viscoelastic relaxation is usually the dominant mechanism of deformation in 33 

the long run [e.g., Suito and Freymueller, 2009], these mechanisms’ relative contributions are 34 

frequently debated because of trade-offs between them [Feigl and Thatcher, 2006; Bürgmann 35 

et al., 2008; Sun et al., 2014]. The links between these processes and aftershocks can shed 36 

light on the connections between seismic and aseismic deformation processes, and are a 37 

matter of ongoing research. In summary, two open questions are 1) Can we separate the 38 

multiple processes that may be active in the post-seismic stage? 2) If yes, is there any 39 

connection between the aseismic and seismic processes? 40 

  41 

Post-seismic deformation following the 2010 Mw 7.2 El Mayor-Cucapah earthquake (EMC) 42 

(Figure 1), still persisting more than 7 years after the mainshock, provides an opportunity to 43 

address these questions. Although the geodetic and seismologic coverage is spatially 44 

asymmetric, it includes hundreds of GPS stations (Figure 1) and seismic catalogs with tens of 45 

thousands of events [Hauksson et al., 2012; Yang et al., 2012]. To analyze the GPS data, we 46 

apply a variational Bayesian Independent Component Analysis (vbICA) algorithm [Choudrey 47 

and Roberts, 2003] recently adapted to study GPS position time series with missing data 48 

[Gualandi et al., 2016]. This algorithm separates mixed signals into a finite set of sources of 49 

different physical origins by enforcing statistical independence between the sources’ temporal 50 



functions, without imposing a specific form to them (see Methods: Geodetic signal 51 

extraction). Its application to GPS position time series has already proven effective in 52 

separating deformation due to various tectonic and non-tectonic processes [Gualandi et al., 53 

2017b; Serpelloni et al., 2018; Larochelle et al., 2018; Michel et al., 2018].  54 

 55 

The analysis of aftershocks may be biased by the common assumption that they are 56 

superimposed on a background Poissonian process [Reasenberg, 1985], which has for 57 

example been proven wrong in Southern California [Luen and Stark, 2012]. We use a 58 

recently developed clustering algorithm [Zaliapin and Ben-Zion, 2013] that instead only 59 

considers the separation between pairs of two events in space and time and the magnitude of 60 

the first event in the pair. Thanks to these parallel approaches we isolate in each dataset 61 

(geodetic and seismic) a short- and long-term decay process. The aftershocks with small 62 

distances from EMC and the Mw 5.7 Ocotillo earthquake are clustered in space and show a 63 

rapid temporal decay, matching the short duration and near-field nature of inferred afterslip. 64 

The aftershocks with large distances from the mainshock (up to 800 km) are more distributed 65 

in space and their cumulative number evolves similarly to the inferred viscoelastic 66 

deformation process.  67 

 68 

Geodetic and seismic data 69 

We use the position time series generated by the Jet Propulsion Laboratory (ftp://sopac-70 

ftp.ucsd.edu/pub/timeseries/measures/ats/WesternNorthAmerica/). In particular, we use the 71 

cleaned and detrended product up to 16 December 2017, consisting of daily sampled data. 72 

These time series have been corrected for a long-term linear trend and for eventual offsets 73 

(both instrumental and tectonic). The linear trend is estimated using all data available, and 74 

fitting the time series with a model consisting of secular rates, coseismic offsets, seasonal 75 



terms (annual and semiannual), postseismic parameters, nontectonic offsets primarily due to 76 

instrument or antenna changes, and other transient motion (for details, see Liu et al., 2010; 77 

Bock et al., 2016). Since some residual offsets are not well corrected at the time of the major 78 

seismic events, we correct them via a Principal Component Analysis, centering the analysis 79 

around the offset and then correcting for the retrieved step. We consider all the available 80 

epochs after the day of the EMC mainshock. We discard stations having more than 50% of 81 

missing data in the considered time span, as well as station BOMG because of clear local 82 

effects. After this selection, we end up with 125 GPS stations (Figure 1 and Table S1). 83 

 84 

We use the Hauksson et al. (2012) and Yang et al. (2012) seismic catalogs updated to 85 

30/06/2016 and 30/09/2016, respectively. They are available at: 86 

http://scedc.caltech.edu/research-tools/alt-2011-dd-hauksson-yang-shearer.html and 87 

http://scedc.caltech.edu/research-tools/alt-2011-yang-hauksson-shearer.html.  We adopt a 88 

completeness magnitude of Mc = 2.0. The results obtained using the catalog by Hauksson et 89 

al. (2012) are reported in the Supplementary Material, while in the main text we show those 90 

from Yang et al. (2012). 91 

 92 

Methods 93 

Geodetic signal extraction 94 

We adopt a multivariate statistic approach to study the GPS position time series. We organize 95 

the data in a matrix X such that each row is a different position time series and each column is 96 

a different epoch. The size of the matrix X is M×T, with M = 3×125 since we use all three 97 

GPS directions (east, north, and vertical) for each station, and T = 2784, corresponding to 98 

more than 7.5 years since we use daily data. We then center the data, i.e. we set the 0 for 99 

every time series to its average value. The various time series are considered as observed 100 

http://scedc.caltech.edu/research-tools/alt-2011-dd-hauksson-yang-shearer.html
http://scedc.caltech.edu/research-tools/alt-2011-yang-hauksson-shearer.html


random variables and obtained as the realization of a mix of a reduced number of sources. 101 

We know neither the sources (Ȉ) nor the different weights used to mix the sources (A). To 102 

solve this Blind Source Separation (BSS) problem we apply the variational Bayesian 103 

Independent Component Analysis (vbICA) algorithm described in Gualandi et al. (2016), 104 

consisting in an adaptation of the original Matlab code by Choudrey and Roberts (2003) in 105 

order to take into account missing data. The assumptions at the foundation of any ICA 106 

technique are: 1) statistical independence of the sources which generated the observations; 107 

and 2) linear mix of the sources. The problem consists in finding the right-hand side of the 108 

following equation, knowing only the left-hand side: 109 

 110 ܺ ൌ ߑܣ ൅ ܰ (1) 
 111 

where A is called the mixing matrix, Ȉ is the source matrix, and N is zero-mean Gaussian 112 

noise. The vbICA solves this problem via a generative model. In practice, the right-hand side 113 

unknowns are treated as random variables, and as such they need to be described by a given 114 

probability density function (pdf). Since we do not know a priori what the pdf of the sources 115 

is, and since we want to model various non-Gaussian signals, the sources are modeled via a 116 

Mix of Gaussians (MoG). With a high enough number of Gaussians, a MoG can reproduce 117 

any desired pdf. Here we use 4 Gaussians per source, as recommended by Choudrey (2002). 118 

To model these Gaussians we need to specify their mean and variance, which are as well 119 

treated as random variables. This hierarchical implementation terminates with the definition 120 

of hyper-parameters which control the a priori assumptions on the hidden variables that we 121 

want to estimate (mixing matrix A, sources Ȉ, and noise N). The hyper-parameters values are 122 

chosen in the attempt to maximize the Negative Free Energy of the model, and are reported in 123 

Table S2. The main advantage of the vbICA algorithm over other ICA techniques (e.g., 124 



FastICA, Hyv̈rinen and Oja, 1997) is that it allows more flexibility to recover multimodal 125 

probability density functions for the sources. 126 

 127 

It is always possible to rescale a given source by a factor Į and the corresponding mixing 128 

matrix vector by a factor 1/Į to obtain the same identical reconstructed matrix. To maintain a 129 

similar notation to the more common Singular Value Decomposition, we rewrite equation (1) 130 

as: 131 

 132 ܺ ൌ ்ܷܸܵ ൅ ܰ (2) 
 133 

where U and V are our spatial distribution and temporal functions, while S is a diagonal 134 

matrix. We impose U’s and V’s columns to be unit norm, as in a regular PCA. The difference 135 

with a PCA is that neither U’s nor V’s columns are constrained to be orthogonal one to the 136 

other, i.e. U and V are not orthonormal matrices. Furthermore, the weights in S are not 137 

directly related to the amount of the original dataset variance explained, but they still provide 138 

an indication of the relative importance of the different ICs in explaining the data. The total 139 

variance explained can be directly calculated from the reconstructed time series. For plotting 140 

purposes, we then rescale V’s columns to be confined between -1 and 1, and we plot in spatial 141 

map the corresponding rescaled spatial distribution and weight, which carries the unit of 142 

measurement (mm). 143 

 144 

Seismic clustering 145 

We briefly describe the clustering algorithm adopted, for which more details can be found in 146 

Zaliapin and Ben-Zion (2013). Each event in a seismic catalog can be typically described by 147 

5 parameters: its hypocenter (x, y, z), its time occurrence (t), and its magnitude (m). The 148 

distance d between the i-th and j-th events in the catalog is defined as: 149 



 150 

݀௜௝ ൌ ቊݐ௜௝൫ݎ௜௝൯ௗ೑ͳͲି௕௠೔ for ݐ௜௝ ൐ Ͳλ for ݐ௜௝ ൑ Ͳ 
(3) 

 151 

 152 

where: 153 

௜௝ݐ 154  ൌ ௝ݐ െ ௜௝ݎ ௜ (4)ݐ ൌ ට൫ݔ௝ െ ௜൯ଶݔ ൅ ൫ݕ௝ െ ௜൯ଶݕ ൅ ൫ݖ௝ െ ௜൯ଶݖ
 

(5) 

 155 

Two parameters are required as input: the fractal dimension df of the earthquake hypocenter 156 

distribution and the Gutenberg-Richter b value. Here we use df = 1.6 (default value used in 157 

Zaliapin and Ben-Zion, 2013, for Southern California) and b = 0.913 (derived from the 158 

Gutenberg-Richter curve on the catalog of Yang et al., 2012). Every earthquake is thus 159 

connected to its nearest neighbor in the sense of the distance d. In this way every earthquake 160 

is connected to another, and each has a parent event, i.e. an earthquake to which it is directly 161 

linked and that preceded it (except for the first event in the catalog). It is also possible to 162 

define some rescaled spatial and temporal distances as: 163 

 164 

௜ܶ௝ ൌ ௜௝ͳͲି଴Ǥହ௕௠೔ (6) ܴ௜௝ݐ ൌ ൫ݎ௜௝൯ௗ೑ͳͲି଴Ǥହ௕௠೔ (7) 

 165 

such that d = RT. A threshold d* is then defined such that earthquakes with d < d*are 166 

considered as strongly linked to the parent event, while if d ≥ d* they are weakly linked (see 167 

Results: Comparison with seismicity). In the original work of Zaliapin and Ben-Zion (2013), 168 

strongly linked events are named clustered events, while the connection of weakly linked 169 

events is discarded and they are named background events. 170 



 171 

Results 172 

GPS Independent Components 173 

We extract 12 Independent Components (ICs) from the analysis in the region (Figure 1 and 174 

Table S1). The number of ICs is selected using the approach proposed in Gualandi et al. 175 

(2016). We consider ICs 1, 5, 6, and 9 (Figures 2 and 3) as potentially tectonic  in origin (see 176 

Figures S1-S3 and Section S1 of the Supplementary Material for a discussion of the 177 

remaining ICs). The largest deformation signal is described by IC1 (Figures 2A and 2B, and 178 

S1A and S1B), with post-seismic relaxation still ongoing and including uplift in the Imperial 179 

Valley, north of the mainshock. IC6 shows two rapid post-seismic decays, following the 180 

EMC mainshock and the Mw 5.7 Ocotillo earthquake (first blue dashed line, Figure 3A). ICs 181 

5 and 9 are more difficult to interpret. The temporal evolution of IC9 (Figures 3C and 3D, 182 

and S3A and S3B) shows a very fast decay taking place immediately after the EMC 183 

mainshock, lasting about 2 weeks, followed by alternating quiescence and reversals of motion 184 

in 2010-11, during the Brawley swarm in 2013, and in 2016-17. These reversals make it 185 

implausible that IC9 purely represents fault slip, and they may result from thermal 186 

contraction/expansion associated with geothermal production. However, the spatial 187 

distribution of IC9 is dominated by the response of stations P506 and P499, which lie next to 188 

the Brawley swarm (Figure 3D). These are the same two stations with large displacement 189 

associated with IC6 (Figure 3B), and potential cross talk between these two ICs may still be 190 

present in our final decomposition.  Finally, IC5 (Figures 2C and 2D, and S2A and S2B) 191 

shows a large-scale pattern, with far-field displacements larger than the noise level, and with 192 

two stations close to the Brawley swarm particularly affected. It is possible that this IC 193 

modulates the intensity of the deformation associated with IC1. 194 

 195 



Modeling of the tectonic ICs 196 

We first try to model the observed deformation as afterslip (Supplementary Material S2; 197 

Figure S4). Deep afterslip can explain the near field horizontal pattern associated with IC1 198 

(Figure S5) but not the near-field vertical observations, and it underpredicts the far-field 199 

horizontal deformation. The shorter-term decay IC6 (Figure 3B) is inferred as shallow 200 

afterslip at the northern edge of the EMC rupture and in the Yuha Desert, next to the Ocotillo 201 

earthquake. The stations on the Mexican side are lacking data in the first months of post-202 

seismic deformation, and we thus discard them for the IC6 modeling. The scarcity of slip on 203 

the southernmost segments is likely due to lack of information from the sparse GPS coverage 204 

there. The shallow motion is mainly normal, with deeper slip being right-lateral, similar to 205 

the results of Gonzalez-Ortega et al. (2014). The normal motion is necessary to explain the 206 

subsidence in the Imperial Valley associated with this IC. The addition of IC9 modulates the 207 

temporal evolution of the total slip (Figure S6), but the total slip is on average <6% different, 208 

and we consider this a secondary signal. IC9 may potentially partially capture poroelastic 209 

effects, but these should be concentrated next to the fault [e.g., Gonzalez-Ortega et al., 2014].  210 

The relative contribution of the two earthquakes (EMC and Ocotillo) to the recorded 211 

deformation is certainly affected by the asymmetric network coverage, with large importance 212 

given to the Ocotillo event due to the high number of stations in its proximity. A better 213 

coverage to the Mexican side would have helped resolve these two afterslip processes, but 214 

given the available data we can still attempt an estimate of the afterslip relaxation times from 215 

the fit of the temporal function V6 with a rate-dependent friction law (green line in Figure 216 

3A, see Section S3 of the Supplementary Material and equation S2). We obtain ߬ாெ஼ ൌ217 ͲǤͳͻ േ ͲǤͳͲ yr and ߬ ை௖௢௧௜௟௟௢ ൌ ͲǤʹͲ േ ͲǤͲʹ yr. 218 

 219 



Although a possible explanation for IC5 is that afterslip is moving in space, and thus more 220 

than one IC is needed to keep track of its evolution, its far-field reach and that of IC1 seem 221 

more compatible with distributed viscoelastic relaxation. To test this hypothesis, we run a 222 

vbICA on the time series of post-EMC viscoelastic relaxation as modeled by Hines and 223 

Hetland (2016). We find that their viscoelastic contribution can be described by two ICs 224 

whose temporal functions generally resemble those of our ICs 1 and 5, and the first of which 225 

also resembles our IC1 in space (Figure 2). This suggests that viscoelastic relaxation is 226 

responsible for ICs 1 and 5. However, there are some differences between the two pairs of 227 

temporal functions (Figures 2A and 2C). To investigate these, we study the post-seismic 228 

temporal evolution generated by a co-seismic rupture of an infinite long strike-slip fault in an 229 

elastic plate of thickness H overlying a viscoelastic half-space (see Section S4 of the 230 

Supplementary Material). In this case, it is possible to separate spatial and temporal 231 

dependencies of surface displacements, which can be written as the result of an infinite sum 232 

of spatial and temporal modes [Nur and Mavko, 1974]. We use a combination of the first two 233 

modes to fit the two viscoelastic ICs (see equations S10 and S11 in the Supplementary 234 

Material), investigating various rheologies (Maxwell, Kelvin-Voigt, Standard Linear Solid, 235 

Standard Linear Fluid, and Burgers). Only a bi-viscous material can reproduce the rapid 236 

decay in V1’s early stage. We find that all rheologies reproduce the slope change in V5 237 

occurring around 2013.0, but only the Burgers rheology reproduces the slope change taking 238 

place before 2011 (Figure S7). The long-term behavior of V1 is dictated by the Maxwell-239 

element steady-state viscosity Ș1: the higher its values the smaller the curvature of the long-240 

term relaxation. Too high values of Ș1 though compromise the ability to fit V5. The best-241 

fitting parameters are ȝ1 = 40 GPa, ȝ2 = 90 GPa, Ș1 = 1.4x1018 Paās, and Ș2 = 2.9x1017 Pa·s, 242 

where ȝ1 and Ș1 are the elements of the Maxwell body, and ȝ2 and Ș2 are those of the Kelvin-243 

Voigt body. The first mode is stronger in the near field but the two modes have more similar 244 



magnitudes in the far field, consistent with the character of the spatial terms (Figure S8). This 245 

modeling does not aim at substituting more sophisticated analyses which are not the goal of 246 

this work (e.g., dynamical forward models, Rollins et al., 2015, or finite element models, 247 

Dickinson-Lovell et al., 2018), but it provides a quick way to estimate rheological parameters 248 

and it helps convincing ourselves that ICs 1 and 5 are indeed the result of viscoelastic 249 

relaxation. Even during the first 8 postseismic months, when IC6 appears to be imaging 250 

afterslip, the total surface displacement associated with viscoelastic relaxation (IC1+IC5) is 251 

approximately twice as large as that from afterslip.  252 

 253 

Comparison with seismicity 254 

The nearest neighbor distances distribution is shown in Figure 4A. Figure 4B shows the same 255 

bimodal distribution in a 2-D space with rescaled spatial and temporal distances. Rather than 256 

removing the weakly linked events from the spanning tree and classifying them as 257 

background seismicity [Zaliapin and Ben-Zion, 2015], we retain them and still consider them 258 

as potentially connected to their parent event. Since we do not neglect the potential link with 259 

the parent, no matter how weak the link is, we think that the term background seismicity may 260 

be misleading. We call strongly and weakly linked events clustered (set C) and non-clustered 261 

(set NC), respectively. 262 

 263 

All the events connected to a given earthquake belong to its family. For our purposes, we are 264 

interested in the EMC and Ocotillo earthquakes’ families. We will focus on the immediate 265 

offspring, defined by all the events having EMC and Ocotillo earthquakes as parents. The 266 

bimodal characteristic separating clustered from non-clustered events is still observable also 267 

when considering only the immediate offspring (Figures 4C and 4D). The temporal evolution 268 

of the cumulative number of events (magenta line) and the corresponding spatial distribution 269 



(squares) are plotted in Figures 3A and 3B for set C, and in Figures 2A and 2B for set NC.  270 

The quantities shown in Figures 2, 3, and 4 are reported in the Supplementary Material as 271 

Figure S9 and S10 for the Hauksson et al. (2012) seismic catalog. Table S5 summarizes the 272 

cumulative number of events and the total moment released depending on the catalog. The 273 

differences between the two catalogs likely arise because of the different methods adopted to 274 

compile them. While the Hauksson et al. (2012) catalog contains more events and has a 275 

considerably larger total moment, Yang et al. (2012) probably has more consistent internal 276 

locations being based on a double-difference method. 277 

 278 

The cumulative number of immediate offspring events in set C shows a striking match with 279 

the afterslip temporal function (Figure 3A). Furthermore, set C events are spatially close to 280 

the afterslip (Figure 3B). The moment associated with our best afterslip model, produced 281 

from inverting only IC6, is (8.05±0.25)×1018 Nm, a factor about one order of magnitude 282 

larger than the set C aftershocks, in agreement with Gonzalez-Ortega et al. (2014). This 283 

suggests that afterslip was the driving force for these aftershocks [Perfettini and Avouac, 284 

2004]. The link between seismicity and surface geodetic displacement holds also between 285 

long-term viscoelastic relaxation and the non-clustered aftershocks (Figure 2A). The 286 

viscoelastic relaxation is composed of two contributions, coming from the ICs 1 and 5. We 287 

decide to compare the seismicity with the dominant IC1, being aware that discrepancies may 288 

arise from the fact that IC5 also contributes to the stress variation induced in the crust. Since 289 

weakly linked events have been originally classified as background seismicity [Zaliapin and 290 

Ben-Zion, 2013], this finding suggests that time-dependent hazard maps should be considered 291 

to improve the hazard estimate after a major earthquake. 292 

 293 

From correlation to causation 294 



We further test the effect of each deformation mechanism on sets C and NC by calculating 295 

the Coulomb Failure Function variations (οܨܨܥ). We adopt a friction coefficient of 0.6 and 296 

use the clustering results from the catalog of Yang et al. (2012) because it provides also the 297 

focal mechanisms, so we can prescribe specific receiver fault parameters for each event. We 298 

use the co-seismic slip model from Huang et al. (2017), the afterslip model shown in Figure 299 

3B, and we update the viscoelastic relaxation model from Rollins et al. (2015) via the 300 

software Relax (geodynamics.org/cig/software/relax, Barbot et al., 2010a, 2010b) in order to 301 

cover the timespan up to the last earthquake in the catalog. This model’s grid extends ~300 302 

km outward from the epicenter as a compromise between grid size and good sampling of the 303 

coseismic slip given computational limitations, and for self-consistency, we consider only 304 

earthquakes within this grid, reducing the number of events in set C from 1135 to 981, and in 305 

set NC from 498 to 360. All three mechanisms induced a positive οܨܨܥ on more than half of 306 

the population of events belonging to both sets, as summarized in Table 1. If earthquakes in 307 

the two sets are not influenced by a given deformation mechanism, we would expect a 50/50 308 

split between positive and negative οܨܨܥ. We thus test the null hypothesis for which the 309 

probabilities of observing positive and negative values of οܨܨܥ are equal for a given 310 

deformation mechanism and a given set of earthquakes. We can reject the null hypothesis for 311 

all mechanisms and both sets at confidence levels larger than 99.99%. In other words, all 312 

three deformation mechanisms have positively contributed to the observed seismicity in sets 313 

C and NC. From the percentages (see Table 1), afterslip is the dominant mechanism 314 

contributing to set C, while viscoelastic relaxation is dominant for set NC. 315 

We then ask if the difference between the percentage of positive οܨܨܥ induced by one 316 

mechanism is significantly larger than the one observed for a competing mechanism. In 317 

practice, we use a binomial one-tailed test where the null hypothesis states that the 318 

probability ݌ା௠௘௖௛ ଵ to have positive οܨܨܥ from mechanism 1 (e.g., co-seismic slip) is equal 319 



to the probability  ݌ା௠௘௖௛ ଶ to have positive οܨܨܥ from mechanism 2 (e.g., afterslip) for a 320 

given set (e.g., set C). For set C, afterslip is the mechanism with the largest percentage of 321 

earthquakes with positive οܨܨܥ, and we can reject the null hypothesis for which the other 322 

two mechanisms have the same percentage of positive οܨܨܥ earthquakes at a confidence 323 

level larger than 99.99%. For set NC viscoelastic relaxation is the mechanism with the largest 324 

percentage of earthquakes with positive οܨܨܥ, and we can reject the null hypothesis for 325 

which the co-seismic slip has the same percentage of positive οܨܨܥ earthquakes at a 326 

confidence level of 99.47%, while for the comparison with afterslip the confidence level is 327 

82.37%. These results suggest that seismicity is influenced by all three deformation 328 

mechanisms, but that afterslip is the leading mechanism which drives clustered aftershocks, 329 

while viscoelastic relaxation is the leading mechanism for the non-clustered aftershocks. 330 

 331 

Discussion 332 

A common challenge in post-seismic studies is that trade-offs between competing 333 

deformation sources make the individual investigation of these mechanisms more difficult.  334 

We show that even in a case where data coverage is highly asymmetric, the technique vbICA 335 

can not only separate tectonic from non-tectonic sources but can also separate the 336 

contributions of afterslip and viscoelastic relaxation. Neither the application of a Principal 337 

Component Analysis (PCA, Figures S11-S12) to the studied geodetic time series nor the 338 

application of a commonly used ICA technique like FastICA (Figures S13-S14) brings a 339 

separation of a short decay from the long one: they are still mixed together with some 340 

seasonal signals. Afterslip and viscoelastic relaxation have been invoked to explain post-341 

seismic surface displacements following, for example, the Tohoku-Oki M9.0 [Sun et al., 342 

2014], Bengkulu M8.4 [Tsang et al., 2016], Gorkha M7.9 [Zhao et al., 2017], Izmit M7.4 343 

[Ergintav et al., 2009], and Parkfield M6.0 [Bruhat et al., 2011] earthquakes. For the 344 



Bengkulu earthquake, PCA revealed two major postseismic components [Tsang et al., 2016] 345 

with temporal evolutions similar to our viscoelastic ICs (Figures 2A and 2C) but no rapid 346 

decay like our IC6 was detected, possibly because the data were not sensitive to near-field 347 

afterslip due to the earthquake’s offshore location. For the 2004 Parkfield earthquake, PCA 348 

does not separate afterslip and viscoelastic relaxation [Savage and Langbein, 2008] even 349 

though both have been invoked [Bruhat et al., 2011]. The potential observation of a small 350 

relaxation time would imply the need to reevaluate the friction parameters on the fault: the 351 

approach here presented would be helpful for this task, given enough time have passed from 352 

the mainshock. Unfortunately we do not have a sufficient coverage in the near-field for the 353 

EMC earthquake, but this approach could be tested in better monitored regions like Parkfield. 354 

 355 

Seismicity in the proximity (<15 km) of the 2012 Brawley swarm had three crises: one at the 356 

end of 2010, the Brawley swarm itself around mid-2012, and one around mid-2016 (Figure 357 

3C, magenta line). All three coincide with periods of enhanced deformation in IC9, 358 

suggesting that we have captured the salient deformation in the region. It has been proposed 359 

that the Brawley swarm was triggered by aseismic deformation induced by fluid injection 360 

[Wei et al., 2015]. Our results point also at triggered deformation in the Brawley region that 361 

we have modeled as afterslip on local segments from inversion of IC6. The exclusion of the 362 

Brawely segments from the inversion brings similar results for afterslip on the EMC and 363 

Ocotillo planes, and simply increases the misfit in the Brawley region. Poroelastic effects 364 

may also contribute to the observed deformation, and it has been suggested that aftershocks 365 

in the Yuha desert were also driven by fluid migration [Ross et al., 2017]. Fluid pressure 366 

variation may affect the count of earthquakes, but the pulse of seismicity associated with 367 

fluid migration is, in this case, swarm-like and delayed in time [Ross et al., 2017]. Because of 368 



this time delay it is less likely to affect results concerning the immediate offspring, as 369 

analyzed here. 370 

 371 

We find that, assuming a simple viscoelastic half-space geometry, a bi-viscous material (or a 372 

power-law rheology) is needed to explain the early stage of the most relevant viscoelastic IC 373 

(Figure 2A). The temporal evolution of the two viscoelastic ICs can be explained by a half-374 

space with Burgers rheology beneath the brittle crust (green line, Figures 2A and 2C). The 375 

best rheological parameters are of the same order of magnitude of those found in literature 376 

[Pollitz et al., 2012; Gonzalez-Ortega, 2014]. The fact that we need two dashpots (two 377 

viscoelastic relaxation times) and one afterslip IC to explain the post-seismic observations is 378 

similar to the case of the 1999 Izmit earthquake, where long post-seismic GPS position time 379 

series have been fitted using three relaxation times [Ergintav et al., 2009]. 380 

 381 

Post-seismic deformation is still ongoing more than 7 years after a single Mw 7.2 earthquake, 382 

posing challenges for secular rate estimation in geodetic position time series. For a low 383 

viscosity region like Southern California, GPS velocities can be perturbed up to 5 mm/yr in 384 

the long run [Hearn et al., 2013]. From the modeling of IC1, using the best Burgers 385 

viscoelastic parameters we infer that the relaxation is already at more than 90% of its 386 

asymptotic value. The remaining 10% will likely sum to ~5 mm in the horizontal direction, 387 

and will be below the noise threshold (~1.5 mm) after about 2022.  388 

 389 

Viscoelastic relaxation affected the seismicity rate in a region up to several times the fault 390 

rupture length and more than 7 years after the mainshock. This offers a potential mechanism 391 

to explain long-range earthquake interactions as an alternate to dynamic triggering [Hill et 392 

al., 2006]. Observation of delayed triggering at large distances has been reported for the 393 



North Anatolian strike-slip fault after the Izmit earthquake, where aseismic motion in the 394 

lower crust/upper mantle was proposed as the cause of stress load in the brittle seismogenic 395 

crust [Durand et al., 2010]. The idea that earthquakes can interact at depth through aseismic 396 

deformation has been suggested based on seismic observations [Durand et al., 2014; 397 

Bouchon et al., 2016; 2018]. Here we have provided a spatio-temporal analysis of both 398 

geodetic and seismic data that highlights the connection between seismic and aseismic 399 

deformation processes. These findings have implications for our understanding of the 400 

“seismic cycle” and for its modeling. In particular, we stress the importance of including 401 

viscoelastic relaxation in earthquake-cycle models [Hainzl et al., 1999; Pelletier, 2000; 402 

Lambert and Barbot, 2016; Allison et al., 2018], as in this case, for example, we find that it 403 

produced larger displacements than afterslip even during the early post-seismic stage.  404 

  405 
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Figures 576 

 577 

 

Figure 1: Study region. Red triangles: Continuous GPS stations. Blue dots: Seismicity after the El 578 

Mayor-Cucapah earthquake from ref. 9, updated to 2017/09/30 (Mc = 2.0). Beach balls: Focal 579 

mechanisms of El Mayor-Cucapah (Mw 7.2), Ocotillo earthquake (Mw 5.72), and Brawley swarm 580 

major events (Mw 5.32, 5.44, and 4.90). Green lines: Surface fault traces from USGS catalog 581 

(https://earthquake.usgs.gov/hazards/qfaults/). Insert map: West United States and Mexico. Red 582 

square: region of interest. 583 

  584 



Figure 2: Spatio-temporal viscoelastic post-seismic deformation. (A) Black: GPS IC1 temporal 585 

evolution and corresponding standard deviation. Red: viscoelastic IC1 temporal evolution of ref. 16 586 

model. Green: Burgers pure mode 1 temporal evolution for ߤெ௔௫௪௘௟௟ ൌ ͶͲ ߟ ,ܽܲܩெ௔௫௪௘௟௟ ൌ ͳǤͶ ൈ587 ͳͲଵ଼ܲܽ ή ௄௘௟௩௜௡ି௏௢௜௚௧ߤ ,ݏ ൌ ͻͲ ߟ ,,ܽܲܩ௄௘௟௩௜௡ି௏௢௜௚௧ ൌ ʹǤͻ ൈ ͳͲଵ଻ܲܽ ή  Magenta: Cumulative 588 .ݏ

number of earthquakes weakly linked (non-clustered, set NC) to EMC and Ocotillo earthquakes. Blue 589 

vertical lines: Ocotillo earthquake and Brawley swarm epochs. (B) Map view of the corresponding 590 

spatial distributions. Arrows/Circles: horizontal/vertical spatial distribution. Black arrows and outer 591 

circles are for GPS derived analysis. Red arrows and inner circles are for the analysis on ref. 16 592 

model. For some stations no model is available (no inner circle and no red arrow displayed). Squares: 593 

earthquakes set NC spatial distribution. (C) and (D) as (A) and (B) but for IC5, with Burgers pure 594 

mode 2. 595 
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Figure 3: Spatio-temporal afterslip and Brawley swarm deformation. (A) Black: GPS IC6 597 

temporal evolution and corresponding standard deviation. Green: Best fit with a rate-strengthening 598 

afterslip function (equation S3). Magenta: Cumulative number of earthquakes strongly linked 599 

(clustered, set C) to EMC and Ocotillo earthquakes. Blue vertical lines: Ocotillo earthquake and 600 

Brawley swarm epochs. (B) Map view of the corresponding spatial distributions. Arrows/Circles: 601 

horizontal/vertical spatial distribution. Black arrows/Outer circles: data derived. Red arrows/inner 602 

circles: modeled. Squares: earthquakes set C spatial distribution. (C) as (A) but for IC9 (black), and 603 

cumulative number of events in a 15 km radius from the largest Brawley swarm event (Mw 5.41, -604 

115.5403E, 33.0185N). Blue dashed lines mark epochs when events with Mw>4.0 occurred. 605 
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Figure 4: Seismic nearest neighbor distribution. Left: Histogram of the nearest-neighbor distance d 608 

= RT. Right: Joint distribution of rescaled time T and space R, rescaled by ͳͲି଴Ǥହ௕௠, with b = 0.913 609 

from the Gutenberg-Richter relation and M being the magnitude of the parent event. Top: Entire 610 

catalog from ref. 9, containing seismicity from 1981 and updated to 30/09/2016. Bottom: Immediate 611 

offspring of EMC and Ocotillo earthquakes. Magenta line in all panels: Threshold ݀כ ൌ ͳͲିସǤଷଵହସ. 612 

  613 



 % of earthquakes such that οࡲࡲ࡯ ൐ ૙ 

 Set C Set NC 

Co-seismic slip 61.32% 63.86% 

Afterslip 71.10% 64.66% 

Viscoelastic relaxation 62.57% 72.56% 

Table 1: Percentage of earthquakes with positive οࡲࡲ࡯ for different deformation mechanisms. 614 

The total number of earthquakes in set C is 1135, and in set NC is 498. For the viscoelastic 615 

calculations the number of earthquakes in set C is 981, and in set NC is 360. 616 


