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1. Introduction 

As for processing either high-dimensional or high-uncertain 
data[1], Multilayer Perceptron (MLP) can be regarded as an 

effective model because of its compact structure and adaptive 

mechanism. Especially for Medical IoT (MIoT) based data, these 
data usually comprise high-complicated features with tremendous 

volume, such as high-related relation among features or different 
bias among relations[2]. To address the problem above, a reliable 

method is essentially required to be developed based on more 
efficient and robust performance, and it can also avoid the 

disadvantage brought by the less-powerful feature selection under 
the problem of unbalanced data as much as possible[3]. Especially 

for processing huge amounts of similar features, it is tough for an 
inspector to accurately distinguish the index and then verify it only 

depending on a few indexes. Traditional methods include 
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ensemble learning [4] [5] [6] [7] and semi-supervised learning [8] 
[9] can achieve a satisfactory performance, while a very huge 

computational cost usually occurs in processing these types of data, 
and it particularly appears in processing the data generated by 

MIoT-based systems. On the basis of MLP structure, the objective 
of the proposed method is thus designed to decrease the computing 

cost in each layer but still keep a reliable performance or even 
better accuracy compared with some traditional methods. 

Meanwhile, under the insufficient medical resource, this feature 

can also bring a good effort to the medical staff making the therapy 
decision in a rush time because of the critical situation of patients. 

Further, the proposed method can process different clinical 
diagnosis works, such as brain micro wave and picture 

distinguishing on tumors. Also, the proposed method can be 
illustrated in the Fig. 1. As shown in the Fig. 1, the proposed 

method comprises four phases, including MIOT-Based Health 
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Due to the rapid development of Medical IoT recently, how to effectively apply these huge 

amounts of IoT data to enhance the reliability of the clinical decision making has become an 

increasing issue in the medical field. These data usually comprise high-complicated features with 

tremendous volume, and it implies that the simple inference models may less powerful to be 

practiced. In deep learning, multilayer perceptron (MLP) is a kind of feed-forward artificial neural 

network, and it is one of the high-performance methods about stochastic scheme, fitness 

approximation, and regression analysis. To process these high uncertain data, the proposed work 

based on MLP structure in particular integrates the boosting scheme and dimension-reduction 

process. In this proposed work, the advanced ReLU-based activation function is used. Also, the 

weight initialization is applied to improve the stable prediction and convergence. After the 

improved dimension-reduction process is introduced, the proposed method can effectively learn 

the hidden information from the reformative data and the precise labels also can be recognized by 

stacking a small amount of neural network layers with paying few extra cost. The proposed work 

shows a possible path of embedding dimension reduction in deep learning structure with minor 

price. In addition to the prediction issue, the proposed method can also be applied to assess risk 

and forecast trend among different information systems. 
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Care Systems, Data Preprocessing, Modified Multilayer 

Perceptron Networks with LDA-Based Input Layer, and Decision 
Making. In the Phase 1, the raw data are collected from a variety 

of health care systems (IoT and Non-IoT), and these data are 
picked as their compactness without missing values. In the Phase 

2, the data are preprocessed to address the problem of imbalanced 
data, to reinforce their completeness. In the Phase 3, the data are 

processed by the improved MLP model with the technique of 
dimension reduction (LDA-based input layer). In the Phase 4, the 

final value is outputted for the purpose of decision making. 
    The organization of this paper is arranged as follows. The 

related work is presented in the Section 2. Then, the mechanism of 
the proposed method, Dimension-Reduction based Multilayer 

Perceptron (DR-MLP), is shown in the Section 3. In the Section 4, 
the simulation experiments and corresponding results are 

discussed. Finally, the summary is given in the Section 5. 

 
Figure. 1. A graphical abstract of the proposed work and its context 

 

2. Related works 

2.1. Linear Discriminant Analysis (LDA) 

In the Industry 4.0 era, the raw data are produced exponentially 
by a variety of industrial systems, and these data are usually either 

high-dimensional or high-complicated. As these raw data may 
carry a range of similar features, it is difficult to recognize each 

feature clearly. Only exam the potential meaning of each feature 
and then remove redundant features is possibly the reasonable way 

to make the features clear. However, this solution is less efficient 
and may lose useful information in processing high-related 

features, so the method of mapping the high-dimensional data the 

lower dimension provides another solution to address such high-

cost computational process. In accordance with this function, the 
algorithm of Linear Discriminant Analysis (LDA) [10] [11] can 

properly squeeze all dimensional signals (or vectors) into one 
dimension if the label type is two. In other words, the number of 

output dimensions is obtained by n-1 label types. Linear 
Discriminant Analysis, called Fisher Linear Discriminant, is one 

of linear classification, and its purpose aims to classify the data in 
an easy manner. Basically, the LDA method is a supervised 

learning method, and its distribution is Gaussian density 
distribution. If there are two classes in the data space, the LDA 

method maps these two classes into one dimension, in which data 
assigned in the same class keep as close as possible and data 

assigned in different classes keep as far as possible. In the light of 
the past works, the LDA method cannot only make convergence 

faster but also maintain the same accuracy. It somewhat avoids the 
risk of selecting feature improperly. Besides, as the process LDA 

is applied by the linear transformation, the output will be 
intuitional and low-cost. Compared with other feature selection 

methods, such as PCA and KPCA, the LDA method usually brings 
more effective performance to the precise prediction, and which 

can be observed from the experiments in the Section 4. 
 

2.2. Multilayer Perceptron (MLP) 

On the basis of MLP-based structure, the simplest structure is 

called “single-layer perceptron” [12], which is only one layer 
between the input layer and output layer. Its original objective 

aims to address the problem of linear separability, which the data 
is linearly separable, and it is only applied to classify binomial 

labels. Initially, a similar network structure was described by 
Warren McCulloch and Walter Pitts in the 1940s, and at present 

the highly computational performance can develop more 
complicated MLP mechanism. The MLP is also known as the 

initial deep structure, and it can structure a more efficient model 
on separating non-linear problem. Through stacking multiple 

layers of perceptron, the MLP indeed produces a good 
performance and saves the computational cost. Also, embedding 

suitable activated neuron after each layer and combining these 
neurons together can amplify the effect and avoid being affected 

by abnormal information, and this mechanism brings a concrete 
foundation to the development of deep learning. Moreover, several 

evidences and competition results support that deep layers of 
perceptron can attain a better performance than most traditional 

methods. In addition, the MLP can effectively address the XOR 
problem by decreasing the number of neurons in one layer and 

stacking multiple layers in a structure, which cannot be settled by 
using single layer perceptron[13] [14] [15]. 

As for the development of deep learning, its application in 
image classification provides a good effort in image denoising [16], 

image compression [17], image painting [18], and super-resolution 
[19], and other advanced works contributed to different image 

researches [20] [21] [22] [23] [24] [25] [26] [27]. In addition, it 
has been applied to traffic prediction [28] [29] [30]. The above 

works have already showed a possible way of applying image 
classification to solve the practical problems in the real world 

based on the deep structure of neural network. Also, some works 

[31] [32] show that using batch normalization [33] can help to 
maintain the gradient effect and prevent overfitting problem by 

gradient vanishing. Furthermore, introducing cross-channel 
correlations and incorporations as new combination of features 

and spatial attention, respectively, shows that processing spatial 
structure [34] [35] [36] [37] [38]can be helpful to enhance the 

performance. Although there are a series of good solutions to 
address current problems in deep structure of neural network, these 

problems can be relieved slightly instead of being eradicated. 
 



2.3. Parametric Rectified Linear Unit 

Parametric Rectified Linear Unit (PReLU) [39] is one of the 

modified ReLU activation models, and it includes Leaky ReLU 
(LReLU) and ReLU. As for the definition of ReLU, once the input 

value is less than 0, the input parameter will be set as 0. If the input 
parameter is close enough to 0, the PReLU will turn to Leaky 

ReLU (LReLU). Even though the input parameter of LReLU is 
almost to 0, it can be observed that the performance of LReLU is 

better than ReLU in most cases. In other words, as the input 
parameter of PReLU is larger than that of LReLU and ReLU, this 

mechanism effectively maintains the activation of following 
neurons by taking some minor information into account. Besides, 

as the input parameter can adapt to different inputs, which means 
the parameter is more flexible and dynamic, PReLU can learn from 

past information and output a more adaptive result to the next 

layer. 

2.4. Xavier-value and He-value 

In the process of parameters initialization, Xavier-value [40] 
and He-value[39] are two of popular skills to maintain neurons 

activity before tanh-based and ReLU-based activation functions. 
Before considering the performance of Xavier-value, the 

activation value drops after the first layer as increasing the number 
of layers of deep structure so the following neurons can barely 

dedicate their ability and fade into useless. This phenomenon is 
more severe in a highly deep structure of neural network 

especially, as its mechanism is always regarded as a black box 
modelling. To relief the problem above, the Xavier-value can be 

applied to the last layer, so it can confirm that information learned 
from the previous layer can be sent to the next layer without much 

distortion. 

 

3. A Dimension-Reduction MLP Based Deep Learning 

Method 

As for enhancing the performance of MLP, applying a suitable 
deep structure of perceptron to enhance the prediction 

performance is usually an effective way. Due to its simple 
structure and flexible modules, the number of neurons can be 

adjusted dynamically, and the result of prediction can be used to 
support situation analysis. In order to decrease the complexity of 

data in advance, the procedure of the proposed method begins with 
LDA method. As the computational cost will increase 

exponentially when the structure of neural network is ramped up 
with numerous layers and neurons, the LDA method is applied to 

reduce the dimension of data to n-1 dimension, which is the 
number of object category. Here, the process of selecting features 

is not required, as certain features are hard to find the connection 
with labels. Also, avoiding losing information because of 

discarding potential features unknowingly is another 
consideration, as it might contain useful messages. Therefore, the 

proposed method introduces the LDA method to do the 

dimensional reduction and turn the input layer to few neurons. 
After the process, the convergence is speeded up in first five 

epochs and reached to stable accuracy rapidly in the end. 
Moreover, the he-value and Xavier-value are applied as the 

parameter initialization among layers, to make converge faster in 
a reliable way. In addition to make a quick converge, these skills 

are also able to maintain the activity of each neuron. Further, the 
PReLU is applied as the activation function of the proposed 

DR_MLP model, and this will consider weakness information, that 
the activated neuron will be more flexible and even effective to 

increase the effect of rapidly converging and the activity of 
neurons. Moreover, this structure is either reliable or robust and 

which can be proved on following data test. Further, the steps of 

the proposed method are described as follows and illustrated in the 

Fig. 2: 

(1) Step 1: Data preprocessing in training data and then load 

which to the input layer of model. 

(2) Step 2: The LDA method is applied to map the original 
data to the n-1 dimension in the input layer, and then 

transmits these values to the next layer. 

(3) Step 3:  The PReLU is applied as the activation function 

to process the value of former layer than output these 

values to the next layer. 

(4) Step 4: The he-value is applied as the parameter 

initialization during the path of propagating value. 

(5) Step 5: Repeating the step 3 to the step 4 in each layer then 

sending the final value to output layer. 

(6) Step 6: The Xavier-value is applied to the last layer as the 

parameter initialization during the path of propagating 

value. 

(7) Step 7: The sigmoid function is applied as the value of the 

last layer. 

 

Figure. 2. The structure of the proposed method. After a data preprossed, 

it will experienced dimension reduction by being inputed in the first layer 

in our model with n-1 dimension. Then, among the feed forward paths, the 

He-value initializations is equipped before each ReLU-based activation 

function. In the last layer, the Xavier-value will be added before a tanh-

based activation function. 

 

3.1. LDA Based Dimension Reduction Layer 

In order to decrease the dimension of data, linear projecting can 

efficiently achieve this task. Also, to make the process more fluent, 
taking the linear dimension reduction as the input layer is a good 

process, so the neurons can linearly transform the input value to 

few neurons in the next layer. To achieve this, each feature will be 
produced and presented as the center of each dimension and 

feature. Also, the matric of 𝑚" can be represented as follows: 

Assuming the input data are 𝑥$,& = (𝑥),) … 𝑥),&⋮𝑥,,) ⋱… ⋮𝑥,,&., where 𝑚 

is the type of category and 𝑛 is feature. 
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𝑚" = 1𝑛" 1 𝑥$
,

2∈45
 

(1) 

where 𝑚" = (𝜇",789:;<8=⋮𝜇",789:;<8>. , 𝑖 ∈ {1…𝑛}  is the mean vector which 

also presents the category 𝑖’s 𝜇$. 

Using the mean vector 𝑚", the inner-categories’ scatter matrix 𝑆C can be represented below: 

𝑆D =	 1 𝑆"
,

2∈45
 

(2) 

where 𝑆" = ∑ (𝑥 −𝑚"),2∈4J (𝑥 −𝑚")K 

Also, the between-categories’ scatter matrix 𝑆L  can be 

represented below: 

𝑆L = 1(𝑚" −𝑚)
,

2∈4J
(𝑚" −𝑚)K 

(3) 

where 𝑚 is whole mean, which includes whole categories’ value. 

Accordingly, multiplying inner-categories’ scatter matrix 𝑆CM) 

and between-categories’ scatter matrix 𝑆L and then find the eigen 

values of 𝑆CM)𝑆L. Therefore, it might get the 𝑤 ∈ ℝ&×,Q, where 𝑚 

follows the rule of less than 𝑐 − 1 number of categories. Lastly, 
following below to produce projecting result of new data 

dimension: 𝑥S = 𝑥𝑊 (4) 

Further, the algorithm extends to the whole training data as 
follows: 𝑋S = 𝑋𝑊 (5) 

Since 𝑋S ∈ ℝ&×,Q, it will be used as the new input data, which 
is a dimension-reduction data transmitting to the next layer to learn.  

Also, the LDA Based Dimension Reduction Layer can be 
represented below: 𝑍(W) =	𝑊())𝑋()) (6) 𝑋S = 𝐿𝐷𝐴(𝑍(W)) (7) 

Moreover, an apparent computing cost dropping has been 

applied in the simulation experiment. 

 

3.2. Using PReLU as Activation Function 

Although the conventional activation function, ReLU, brings a 
good effect to the performance of MLP structure, the minor values 

are ignored based on its mechanism. To avoid this disadvantage 
and keep the all values as much as possible, the proposed method 

applies PReLU as the activation function to provide a better 
performance in proposed MLP model, which can be represented 

as follows: 𝑍(W) =	𝑊(W)[𝑋S]K (8) 𝐴(]) = 𝜙_`8ab(𝑍(W)) (9) 

Then, keep repeating the process of basic MLP step to the next 

iteration. 
 

3.3. Embedding Xavier-value and He-value 

Effectively maintain the activity of each neuron can confirm 
that the learning ability of the whole MLP structure is stable as 

much as possible, and furthermore the problem of vanish gradient 
is also a critical issue in deep learning works. To address this 

problem, the introducing initialization of Xavier-value and he-
value literally spray a bright light on this dilemma. Though the 

PReLU is applied as the activation function in the MLP model, the 
problem of gradient vanishing still can be relieved by applying the 

Xavier-value. Further, the formula can be represented as follows: 𝑍(W) =	𝑊(W)[𝑋S]K (10) 

where 𝑊(W)~𝑁(𝜇 = 0, 𝑆 = fW
&) 

𝐴(]) = 𝜙_`8ab(𝑍(W)) (11) 

    Assume the layer three is the output layer. Then, before 

passing the sigmoid function, each weight initialization using 
Xavier-value will be represented as follows: 𝑍(]) =	𝑊(])[𝐴(])]K (12) 

where 𝑊(])~𝑁(𝜇 = 0, 𝑆 = f)
&) 𝐴(g) = 𝜎_`8ab(𝑍(])) (13) 

After outputting the final value, whether it is binomial or 
multiple problems, the proposed DM-MLP model can achieve a 

good performance without too much computational cost. Further, 
the simulation experiment will examine the reliability of the 

proposed DM-MLP model in the following section. 
 

4. Experiments 

In the simulation experiment, the datasets are from UCI 

standard machine learning library. Among these datasets, the 
selected datasets can be divided into three different types: (1) one 

with large volume (adult), (2) one with standard size and attributes 
(Breast Cancer) (3) one with a myriad of features (Sonar, 

Parkinson, Waveform, and Wisconsin-breast), (4) and others with 
both big volume and great feature (connect-4, truck). Furthermore, 

the information of each dataset is recorded in the Table1. 

Table 1.  Each Dataset’s Profile 

Dataset Data size Attribute Class 

Adult 32,561 14 2 

Sonar 208 60 2 

Parkinson 197 23 2 

Waveform 5,000 40 3 

Connect-4 67,557 42 3 

Truck 60,000 171 2 

Brain Wave 12,812 15 2 

Wisconsin-breast 286 26 2 

Breast Cancer 699 9 2 

 

    To evaluate the reliability of the proposed DM-MLP model, the 

accuracy and F1 score are applied as the evaluation criteria. In F1 

score, it combines precision and recall which are shown as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	 𝑇𝑃𝑇𝑃 + 𝐹𝑃 
(14) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 	 𝑇𝑃𝑇𝑃 + 𝐹𝑁 
(15) 

where 𝑇𝑃 is true positives, 𝐹𝑃 represents false positives, and 𝐹𝑁 

represents false negatives. These can be viewed in the following 

Table. 

Table 2.  Fusion Matrix 

Name Predicted Positive Predicted Negative 

Actual Positive TP FN 

Actual Negative FP TN 

     

Therefore, the F1 score can be present under like: 

𝐹1 = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 = 2𝑇𝑃2𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 
(16) 



   In that the F1 score is already combining the information of 

both Precision and Recall, the F1 score is chosen as the evaluation 

criterion to the experiment results. 

 

4.1. Experiment Design 

The design of the simulation experiment is conducted into three 
types: (1) applying the LDA based dimension-reduction neuron to 

squeeze the multiple dimensions to less dimensions, (2) applying 
the novel MLP boosting skills, including PReLU, he-value, and 

Xavier-value, to improve the overall performance, (3) integrating 
all the mentioned methods to the proposed DR-MLP method, and 

then make a complete comparisons. In the above simulation 
experiments, the number of parameters of each model is remain 

the same, including neurons, layers, learning rate, and epochs. 
 

4.2. Appling LDA Based Dimension Reduction to Squeeze the 
Data’s Dimension 

The dimension reduction of data is usually applied as the 
dimension of data is so large that easily meets the problem of curse 

of dimension. In some cases, the certain technique of dimension 
selection picking up few features can distinguish part of classes, 

but this kind of technique is not easy to perform well in high-
dimensional data, especially to the either high-dimensional or 

high-complicated data. To solve this dilemma and avoid picking 
up bias features, linearly projecting the entire dimension to the 

fewer dimensions is one of available options to complete this work. 
Therefore, the following table shows the features of each data after 

the process of dimension reduction. Basically, all the dimension of 
data is combined into one dimension, because the number of 

categories among data is various. Moreover, the comparisons also 
include the number of attributes, which of parameters, and the 

corresponding computation cost in each experiment, seeing Table 
3. 

As shown in the Table 3, compared with the original model, the 
number of parameters in the LDA based DR-MLP model of each 

dataset is decreased. Except for Sonar, Wisconsin-breast, and 
Breast Cancer dataset, other datasets can improve their 

computation efficient by reducing the potential low-impact or 
redundant parameters over 10%. Among these improvements, 

medical dataset, and Parkinson, has a big flip because its features 
basically will be transformed to one-hot encoding after data 

preprocessing. This situation is normal, especially to MIoT-based 

data. Through introducing the proposed structure, certain potential 
low-impact or redundant parameters can be reduced. 

We have also analyzed two state-of-the-art techniques for breast 
segmentation [41] and breast abnormality detection [42]. Authors 

in [41] propose a two-stage approach for segmentation by 
combining the Firefly Algorithm (FA) assisted Kapur's 

thresholding and Hidden Markov Random Field (HMRF). We 
have validated their approach on our dataset and found their 

approach to provide better breast segmentation results. Authors in 
[41] proposed symmetry examination, social group optimization, 

and Kapur's entropy (SGO+KE) thresholding, and fuzzy C-means 
(FCM) to extract and estimate the breast abnormality known as the 

DCIS using the RGB BTI. We have used the symmetry analysis 
approach proposed by the authors in [42], and we were able to 

segregate the BTI into normal, moderate, and abnormal. 
 

4.3. DR-modified MLP’s Performance 

The performance of DR-modified MLP model and the 
corresponding comparison is stated in the Table 4. In the Table 4 

and Fig. 3, the DR- modified MLP model can bring a good 
performance to four of nine datasets, including Sonar, Parkinson, 

Waveform, and Breast Cancer. As for the Adult data, both the 

original MLP model and DR-modified MLP model get the same 

full performance, so it is impossible to observe a further 
progressing but it is still seeing that the DR-modified MLP model 

gets the same precise performance as original MLP model. 
Furthermore, the comparison also presents the performance of DR-

modified MLP model with other combination of only using LDA 
in MLP model (LDA based DR-MLP test) and applying weight 

initialization MLP model (PReLU + He-value and Xavier-value  

Table 3.  Model’s Parameters toward Each Dataset 

Dataset Original MLP LDA based DR-MLP  

Attribute Model’s 

Parameter 

Attribute Model’s 

Parameter 

Adult 14 30,701 1 20,501    

(-33.2%) 

Sonar 60 2,064,001 1 2,005,001 
(-2.9%) 

Parkinson 23 116,001 1 40,701      

(-64.9%) 

Waveform 40 103,503 2 92,103     

(-11%) 

Connect-4 42 66,203 2 41,403     

(-37.5%) 

Truck 171 57,601 1 40,701      

(-29.3%) 

Brain 

Wave 

33 571 1 251           

(-29.4%) 

Wisconsin-

breast 

11 21,501 1 20,501      

(-4.7%) 

Breast 

Cancer 

43 44,901 1 40,701      

(-9.4%) 

*The values in the brackets are the increasing ratio toward using LDA-based 

DR-MLP compared with the original MLP setting. 

Table 4.  DR-Modified MLP’s Accuracy Performance 

Testing 

Accuracy 

Original 

MLP 

DR-modified 

MLP 

Increasing 

Ratio 

Adult 100.0% 100.0% 0.0% 

Sonar 83.2% 85.7% 2.9% 

Parkinson 89.4% 100.0% 11.0% 

Waveform 84.5% 86.7% 2.6% 

Connect-4 83.5% 75.5% -9.9% 

Truck 99.2% 98.4% -0.8% 

Brain wave 91.9% 70.5% -23.3% 

Wisconsin-

breast 
100.0% 97.8% -2.2% 

Breast 

Cancer 
67.5% 74.0% 10.1% 
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test). Through observing the F1 score in the Table 5 and Fig. 4, 

almost each dataset has been improved except for Braine wave and 
Wisconsin-breast. In this regard, the proposed method indeed can 

enhance the accuracy in most data types. As for the Adult data, 
both the original MLP model and DR-modified MLP model get 

the same full grade in F1 score. Comparably, the comparison also 
presents the performance of DR-modified MLP model with other 

combination of only using LDA in MLP model (LDA based DR-
MLP test) and applying weight initialization MLP model (PReLU 

+ He-value and Xavier-value test). Through observed the result in 
the Table 6, the proposed method can slightly save the 

computational cost in medical dataset with a reliable accuracy, 
including Parkinson, Brain Wave and Breast-cancer. In the Fig. 5, 

it can be observed that the overfitting problem can be blessed by 
the proposed method. Thus, the DR- modified MLP model not 

only provides a positive sway in both accuracy and F1 score but 
also possesses the robustness on the basis of avoiding the 

overfitting problem. 

Table 5.  DR-Modified MLP’s F1-Score Performance 

Test Original  

MLP           

DR-modified 

MLP  

Increasing 

Ratio 

Adult 100.0% 100.0% 0.0% 

Sonar 83.2% 85.7% 3.0% 

Parkinson 89.4% 100.0% 11.9% 

Waveform 84.5% 86.7% 2.6% 

Connect-4 83.5% 84.4% 1.1% 

Truck 99.2% 99.9% 0.7% 

Brain 

Wave 
91.9% 70.4% -23.4% 

Wisconsin-

breast 
100.0% 97.8% -2.2% 

Breast 

Cancer 
67.5% 71.8% 6.4% 

 

Table 6.  DR-modified MLP’s computing time (Time/s) 

Cost Original 

MLP 

DR-modified 

MLP 

Increasing 

Ratio 

Adult 49.342041 49.645839 7% 

Sonar 22.066402 23.268208 7% 

Parkinson 14.303724 13.199277 -7% 

Waveform 16.964323 18.916078 13% 

Connect-4 65.649524 67.42403 12% 

Truck 3.809537 4.565453 5% 

Brain 

Wave 
5.196181 4.591883 -6% 

Wisconsin-

breast 
2.219732 2.872996 13% 

Breast 

Cancer 
6.833997 6.618329 -2% 

 

Figure. 3. The overall accuracy comparison among original MLP, LDA 

based DR-MLP, PReLU+He and Xavier value MLP, and DR-modified 

MLP. Except of the dataset of connect-4, truck, brain-wave and breast 

cancer, there are four tasks can be classified clearier comared with typical 

MLP with same parameter and layers.  

 

Figure. 4. The overall F-score comparison among original MLP, LDA 

based DR-MLP, PReLU + He and Xavier value MLP, and DR-modified 

MLP. By using a comprehensive measure, f1-score, the performance of 

proposal model show a better result, apart from brain wave and Wisconsin-
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breast datasets, although there are decreasing outcomes in connect-4 and 

truck in the index of accuracy. 

 

 

Figure. 5. Sonar, Waveform, Connect-4, and Breast-cancer’s train history 

on using DR-modified MLP. Original MLP’s train histories are on the left 

and DR-modified MLP’s are on the right. It is clear that the series of right 

picture has a better converging ability, which means they can output a 

stable prediction. However, the pictures in the left experience a hight risk 

of overfitting. Although the left pictures still can offer a acceptable 

prediction in validation data, the  

 

5. Conclusion 

As considering the mechanism of the proposed method, the 

theoretical evidence is positive as a result of its logic reasoning. 

After examining the results of a series of experiments, the 

proposed method has certain advantages, including effectively 

improving the accuracy, F-measure, and computational cost. 

Especially for the dataset with huge amounts of features, the 

problem of curse of dimensionality is always unavoidable. 

Through applying the technique of dimension reduction, it does 

not only either relieve the problem of curse of dimensionality or 

save the computational cost, but it also obtains a much robust 

outcome by avoiding the overfitting problem. In addition, the 

aforementioned situations also imply that the possible of more 

robust prediction toward a high variety of real-world data is 

promising with high-sophisticated mechanism. Furthermore, 

through the weight initialization, advanced activation function, 

and dimension reduction, the training patterns usually converges 

in a soon time. Hence, the training epochs can be adaptively 

decreased, and which prevent the overfitting problem in advance. 
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