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RESEARCH Open Access

Canonical and single-cell Hi-C reveal
distinct chromatin interaction sub-networks
of mammalian transcription factors
Xiaoyan Ma1, Daphne Ezer2,3, Boris Adryan4 and Tim J. Stevens5*

Abstract

Background: Transcription factor (TF) binding to regulatory DNA sites is a key determinant of cell identity within

multi-cellular organisms and has been studied extensively in relation to site affinity and chromatin modifications.

There has been a strong focus on the inference of TF-gene regulatory networks and TF-TF physical interaction

networks. Here, we present a third type of TF network, the spatial network of co-localized TF binding sites within

the three-dimensional genome.

Results: Using published canonical Hi-C data and single-cell genome structures, we assess the spatial proximity of a

genome-wide array of potential TF-TF co-localizations in human and mouse cell lines. For individual TFs, the abundance

of occupied binding sites shows a positive correspondence with their clustering in three dimensions, and this is especially

apparent for weak TF binding sites and at enhancer regions. An analysis between different TF proteins identifies

significantly proximal pairs, which are enriched in reported physical interactions. Furthermore, clustering of different TFs

based on proximity enrichment identifies two partially segregated co-localization sub-networks, involving different TFs in

different cell types. Using data from both human lymphoblastoid cells and mouse embryonic stem cells, we find that

these sub-networks are enriched within, but not exclusive to, different chromosome sub-compartments that have been

identified previously in Hi-C data.

Conclusions: This suggests that the association of TFs within spatial networks is closely coupled to gene regulatory

networks. This applies to both differentiated and undifferentiated cells and is a potential causal link between lineage-

specific TF binding and chromosome sub-compartment segregation.

Keywords: Transcription factor, Genome structure, Nuclear organization, Hi-C, Chromatin conformational capture,

Chromosome compartment, Proximity network

Background

Sequence-specific transcription factors (TFs) are regulatory

proteins that bind DNA sequence motifs to activate or

repress target genes [1–6]. In multi-cellular organisms,

while there are many universal TFs that act within a wide

variety of cell types, others are only active in a subset. This

is especially important for the establishment and mainten-

ance of linage-specific gene expression patterns and hence

for defining cell identity [5, 6]. Consequently, cell-specific

TFs are often used as a marker for those lineages [6–8].

ChIP-seq experiments have been extensively employed in

various cell types to show where TFs bind in a

genome-wide sequence context. Also, it has been shown

that ChIP-seq peaks for some TFs expressed in the same

cell type tend to overlap with each other [9–11], due to

both physical interactions and/or closely coupled gene

regulation.

A genome, however, has spatial dimensionalities of struc-

ture beyond its linear DNA sequence which could affect

and/or be affected by TF binding. Furthermore, the rate of

TF binding might be affected by the non-uniform concen-

trations of TFs within the nucleus [12]. Various studies

have probed the 3D distribution of TF binding in the nu-

cleus, both looking at clustering of a particular TF (homo-

typic) and at the association of different, non-identical TFs

(heterotypic) [13–16]. For instance, using single molecule
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tracking and FCS, fluorescently tagged Sox2 has been

shown to self-associate in the nucleus more often than ex-

pected by chance [15]. Also, live imaging of c-Fos and

c-Jun proteins, which are known to interact, has revealed

that they co-localize and co-bind within the nucleus [16].

Furthermore, based on simulations of binding dynamics, it

has been predicted that spatial clustering of TF sites of the

same type could facilitate TF binding [12, 17]. As illustrated

by Sox2, for which it is predicted that clustering is import-

ant for increasing association rates [15], there are hints that

purely spatial binding site clustering really can influence in

vivo TF binding. However, it is not known how any pre-

dicted mechanical influence [17–19] from TF association

(homotypic and/or heterotypic) varies with the specific TF

protein and regulatory context, e.g., as indicated by

histone marks.

Overall, such studies suggest that 3D genome

organization and TF-TF association might be closely

related, but these have only focused on a small number of

TFs. In part, this is because concurrently visualising mul-

tiple TF localizations using microscopy is restricted to a

small number of TFs, due to limited florescence channels

and the requirement for tagged proteins. Also, although

fluorescence techniques like DNA-FISH can locate spe-

cific loci, microscopy does not routinely identify genomic

sequence positions. However, chromosome conformation

capture techniques such as 3C, 4C, 5C, and Hi-C have de-

veloped significantly in recent years and give an alternative

means of probing chromatin 3D relationships [20–25].

These techniques generate DNA-DNA proximity informa-

tion via sequence ligation and can be used to detect and

quantify spatial genomic interactions, such as loops and

enhancers [20, 26, 27]. For example, the α-globin

promoter and its distal enhancer have been shown to be

spatially adjacent, via chromosome looping, when the

gene is activated [28, 29]. The Hi-C method, which detects

chromatin contacts on a genome-wide scale, potentially

allows all active TF binding sites to be studied concur-

rently [25, 30, 31]. However, the extent to which TF inter-

action networks in general are also spatial chromatin

networks, involving co-localization of TFs’ target binding

sites, remains unclear.

Genome-wide Hi-C contact maps have revealed that

chromosomes are segmented into regions where contacts

occur more frequently within those regions than between

them. At different size scales, these regions have led to the

delineation of various compartments, topologically associ-

ating domains (TADs) and loop domains [24, 26, 32–35],

and these may be further classified into segregated cat-

egories. For example, at the megabase scale, Hi-C contact

maps show partitioning into open and closed chromatin,

corresponding to the so-called A and B compartments

[25, 32] which single-cell Hi-C genome structures show to

be a consistent partitioning in the nuclear volume [36].

With the availability of high-resolution Hi-C maps at a

kilobase scale, the A and B compartments have been fur-

ther partitioned based on distinct patterns of long-range

contacts. For instance, the inter-chromosome contact

map of human lymphoblastoid (GM12878) cells can be

sub-divided into at least six different sub-compartments

[24], two of which are enriched in actively transcribed

genes, the A1 and A2 sub-compartments. Although the

contact map suggests that these two sub-compartments

are structurally distinct, both A1 and A2 have similar

levels of enrichment for active histone marks and open

chromatin (though A2 is slightly more enriched in

H3K9Me3), so it is unclear how, or whether, they are also

functionally distinct.

Although Hi-C quantifies how often two genome

regions are in close proximity, light microscopy shows

that the spatial distance between loci varies greatly from

cell to cell [37]. Such distances cannot be directly

captured by canonical Hi-C, which represents only short

distances in a multi-cell superposition. Recently, how-

ever, single-cell Hi-C of haploid mouse embryonic stem

cells (mESCs) has produced 3D structures of whole

genomes (modelled as 100 kb particles), thus revealing

realistic spatial snapshots of folded genome conforma-

tions for individual nuclei [36, 38, 39]. In these struc-

tures, segmented chromosome regions are modelled,

with distance restraints, as either spatially adjacent or

non-adjacent, and the resulting solved 3D structures

(from repeated calculations with random start points)

show the vast majority of Hi-C contacts support a single,

folded genome conformation. With structures of whole

genomes, the chromosomal locations of TF binding sites

that are closely positioned in 3D can be identified (sub-

ject to the modelled resolution), including for linearly

distal DNA segments [36]. Although this does not

directly show where actual TF proteins were physically

located within these individual cells, the co-localization

of the TF sites within the 3D structure are easily

investigated. Furthermore, single-cell genome structures

also clearly show chromosome territories and define

trans-chromosome interactions with an equivalent preci-

sion to intra-chromosome interactions. This enables the

study of TF co-localization preferences at the interfaces

between different chromosomes. This is not possible

with the available population Hi-C data, due to the

reduced data density (and hence resolution) of the

trans-contact map. In addition, co-localized TF sites

observed from trans-chromosomal interactions are free

from the influence of linear sequence and can thus serve

as a good control.

Hi-C derived proximity data provides a way of study-

ing how the distribution of binding sites along the chro-

mosomes is organized in 3D space, and thus how

genome structure correlates with in vivo TF binding.
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Our analysis begins by comparing 3D proximity to TF

site occupancy (a measure of binding), given that this

has already been shown to be influenced by DNA se-

quence motifs, chromatin accessibility, and epigenetic

marks [1, 11, 40–42]. Additionally, several studies have

predicted that chromosome organization can exert influ-

ence on TF binding. For instance, based on Brownian

dynamics simulations, Brackley et al. showed a network

of loops containing multiple homotypic sites can facili-

tate TF binding to certain genomic loci [17], and in a set

of inferred super-enhancer networks, increased TF bind-

ing up to twofold was observed by Malin et al., which

was hypothesized to result from groups of enhancers

being in spatial proximity [12]. Also, from a dynamics

analysis of Sox2 protein binding, Liu et al. observed an

increase in binding site association rate when Sox2 sites

are clustered together [15]. In this paper, we suggest that

TF interaction networks are also spatial networks, i.e.,

TF-TF interactions are correlated with spatial

co-localization of TF binding sites. Our informatics ana-

lysis does not aim to discriminate whether the TF-TF in-

teractions shape 3D genome architecture and/or

whether the 3D organization affects the frequency of

TF-TF interactions. Rather, we show that the 3D spatial

organization of chromatin can provide insights into the

functioning of gene regulatory networks genome-wide.

Using both canonical, population Hi-C contact maps

[24] and genome 3D structures derived from single-cell

Hi-C [36], we have investigated the spatial co-localization

of TF binding sites on a genome-wide scale, both within

and between different types of TF protein binding site.

Using 3D structures is very helpful to corroborate the re-

sults from population Hi-C as they treat single-cell Hi-C

data (which is comparatively sparse) in a completely dif-

ferent manner: the structures do not rely on the statistics

of summed contact counts. The structures represent the

whole shape of the individual folded genome and so are

ideal for investigating interactions at wide sequence

separations and trans-chromosomal interfaces, i.e., where

canonical Hi-C is most sparse, and can show whether an

observation is present in the genome conformations of in-

dividual cells, and not just a statistical average that results

from combining many cells. Also, by comparing two dif-

ferent cell types (lymphoblastoid and ESC), we investigate

whether spatial features are general across cell types or

relate to lineage-specific transcription. Overall, we show

how the spatial organization of TF sites, which have been

identified using ChIP-seq, can be used to provide deeper

understanding into the relationship between transcrip-

tional regulation and genome architecture. Previously,

there has been much effort undertaken to construct TF

regulatory networks; linking TFs to their target genes, and

TF-TF interaction networks; linking TFs that physically

interact with one another. This paper introduces a third

type of TF network, the spatial network of co-localized TF

binding sites, as revealed by Hi-C.

Results
ChIP-seq profiles for a total of 37 transcription factors

in human lymphoblastoid cells (GM12878) and 22 tran-

scription factors in mouse embryonic stem cells (mESC)

were obtained from either ENCODE [10] or publications

listed in Additional file 1: Table S1a. This resulted in a

list of between 635 and 17,884 likely bound sites for the

different lymphoblastoid TFs and between 1117 and

33,890 bound sites for mESC TFs. For the human lym-

phoblastoid data, 96% of ChIP-seq peaks fell into

DNase-I hypersensitive sites (DHS). For the mESCs, 74%

of ChIP-seq peaks overlap with DHS.

Proximity data was derived from the high-resolution

Hi-C of human lymphoblastoid cells (GSE63525 [24]),

comprising a total of 4.9 billion chromosomal contacts,

and allowed intra-chromosomal (cis) Hi-C regions as

small as 5 kb to be studied. Combining the Hi-C contact

map with predicted genome-wide TF binding sites gave

potential intersection points (see Fig. 1a) totalling 1.2 ×

108 for homotypic (within the same type) and 3.4 × 109 for

heterotypic (between different types) TF site pairs. From

the published mouse ESC single-cell genome structures

calculated at 100 kb resolution (see Fig. 1b for an ex-

ample), the six best defined were studied, which derived

from 37,000 to 122,000 chromosomal contacts for each

cell [36]. Single-cell contact maps were not directly

analyzed, rather by mapping potential TF binding sites

onto the particle representation of the published struc-

tures (illustrated in Fig. 1c), between 1.1 × 108 and 2.3 ×

108 heterotypic co-localizations were identified across the

range of TFs (within three repulsive radii and excluding

sequentially close points). Here, the 100-kb regions that

were used to model the genome structures have a different

role compared to the smaller binned regions used to study

canonical Hi-C contact counts. They are the building

blocks for the 3D structure calculation and are restrained

to touch one another (or not restrained), according to the

comparatively sparse single-cell Hi-C data. The 100-kb re-

gion size represents the highest resolution that modelled

all single-cell genome structures to high precision (all-par-

ticle RMSD < particle radius, as shown in [36]), given the

number of contacts available for each cell; finer resolu-

tions result in more unrestrained regions.

Hi-C contact enrichment as a reporter for TF binding in

different genomic contexts

Chromosome ligation frequency in Hi-C can be viewed as

an indicator of how likely two pieces of DNA are spatially

proximal to each other. Hence, we used a measure of Hi-C

contact enrichment above the background expectation

(see the “Methods” section, Eq. 1) as a means to quantify
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Fig. 1 (See legend on next page.)
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the strength of interaction between any pair of TF binding

sites. Only cis (intra-chromosomal) Hi-C contacts were

used in this instance because they are somewhat denser

than trans (inter-chromosomal) contacts; the probability

of observing a cis contact has a strong dependence on the

sequence separation and trans contacts account for ~ 24%

of the total, spread over all 253 human chromosome

pairings. The contact enrichment was used to create an

overall chromatin co-localization score (CCL-score) for

each TF site by considering the contact enrichment at the

intersection of one site with other TF binding sites within

a whole chromosome. This is illustrated in Fig. 1a,

Additional file 2: Figure S1a and described by Eq. 1 and

accounts for both the innate sensitivity of the Hi-C experi-

ment at different loci and the sequence separation

between them. In essence, this score indicates whether a

TF site has more or fewer Hi-C contacts to other TF sites

than expected, over the entire range of sequence separa-

tions. The CCL-score may be applied in the homotypic

case, where the sites relate to the same, single TF protein

type, and the heterotypic case, where the sites relate to

two different TF protein types.

Given this scoring, we first sought to investigate the

correspondence between the homotypic co-localization

and measures of TF presence. For the latter, we calcu-

lated TF binding site occupancy; the fraction of access-

ible sites that are associated with ChIP-seq peaks. Given

that TF binding may influence and/or be influenced by

genome structure, our initial motivation here was to test

whether there is a particular linear density of occupied

TF sites that has any clear relationship with spatial prox-

imity, which we could then dissect according to genomic

features to try to understand the basis for any spatial

co-localization. Given a CCL-score for all TF sites (the

degree of co-localization to other sites), different sites

were ranked for each TF and then combined to study all

TFs collectively (see Additional file 2: Figure S1a for de-

tails). We found that overall the higher the homotypic

co-localization score, the greater the binding site

occupancy, as illustrated in Fig. 2a. This is true for sites

associated with both promoter and enhancer regions, as

identified by chromatin state (determined using histone

modification ChIP-seq and DNA accessibility data

according to [43]), but the effect is more pronounced for

enhancers. Hence, overall, the more homotypic binding

sites co-localize, as assayed by Hi-C, the greater the pro-

portion of sites that are bound by their TF. As shown in

Fig. 2b, a similar analysis using heterotypic interactions

(between different TF types, Eqs. 2 and 5) shows that

although the observed relation is weaker in the hetero-

typic case compared to the homotypic case, a positive

correspondence is also present at enhancer regions, but

not at promoter regions.

Corresponding analysis of individual TF types showed

the positive correspondence between TF binding and

homotypic site co-localization is present for most, but

not all, TFs separately. For each TF, we grouped binding

sites according to their associated homotypic

CCL-scores into ternary groups (high, middle, or low),

as an indication of how each site is in proximity to

other homotypic sites. As illustrated in Fig. 2c, for lym-

phoblastoid ChIP-seq datasets with > 300 peaks in each

score group, 24 out of the 34 TFs have a significant

increase in binding site occupancy when comparing the

high and low score groups. Dissecting promoter and

enhancer regions for each TF yielded similar results

(see Additional file 2: Figure S1d and S1e). The behav-

ior of some TFs is clearly different, e.g., for USF2,

which is consistent with its negative regulatory domain

for enhancer activity [44].

(See figure on previous page.)

Fig. 1 Measuring co-localization of TF sites in Hi-C contact maps and genome structures. a A schematic overview of using Hi-C contact data to

quantify the spatial co-localization of TF binding sites, both within the same type and between different types. A section of a Hi-C contact map

for human chromosome 9 at 5 kb resolution (upper right triangle) showing normalized contact counts of lymphoblastoid GM12878 cells [24] and

the corresponding count expectation, given sequence separation (lower left). The illustrated color scale corresponds to the binned contact

counts. Illustrative binding sites for two TFs (YY1:blue and NRF1:green), identified by a combination of ChIP-seq and sequence motif scans, are

shown as dashed lines. Paired contact possibilities between these sites are shown on the Hi-C map at the intersections of these lines, and the

corresponding observed and expected count values for each pair are extracted into separate columns (mid-right panel). For each TF:TF site pair,

the log2(Observed/Expected) score is shown in the last column (right); it is the summation of these values that is used to calculate the CCL-

scores for either a single TF (homotypic) of between different TFs (heterotypic). b Studying TF sites in a 3D genome structure calculated from

single-cell Hi-C. A genome structure for a single cell, calculated using single-cell Hi-C, provides relative three-dimensional coordinate positions for

all chromosomes, here modelled as 100-kb particles. The complete genome is shown as thin sections through the center of five aligned

coordinate models and colored according to chromosome identity (bottom). The locations of TF binding sites within these structures can be

identified (top). Here, β-catenin sites are shown in red and Tcf3 sites in blue. The data is shown for mouse ESC “Cell1” as published in Stevens

et al. [36]. c Identifying co-localized TF sites in a genome structure. An enlarged section of one structure model shown in b shows the modelled

chromatin backbone path (grey/yellow) and illustrates how TF sites within a specified radius of a query point (center of dashed circle) can be

identified. The solid spheres represent the restrained points in the middle of 100-kb chromosome regions (so there is also 100 kb between

points). The repulsive radius (r) used in the structure calculation, to separate the restrained points in 3D space, corresponds to half of the ideal

sequential point separation (equivalent to 50 kb). The points that are close in sequence to the query (within 300 kb, either side), which are

excluded from its analysis, are shown in yellow
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The classification of binding sites at promoters and

enhancers may be dissected further according to se-

quence motif strength or genomic activity. Hence, we

initially separated the TF sites according to whether

they have weak or strong DNA sequence motifs, as

indicated by position weight matrices (Fig. 2d). This

showed that the occupancy at weak sites, although

less in absolute terms, has both a stronger correlation

with spatial co-localization and a larger fold change

across the range compared to the strong sites. How-

ever, the effect is proportionately small for promoters

compared to enhancers. To determine whether the

occupancy versus co-localization correlation is linked

to genomic activity, as indicated by RNA-seq and epi-

genetic marks, we dissected promoter and enhancer

regions into activity classes (Additional file 2: Figure

S1b and S1c, see the “Methods” section for active/in-

active, strong/weak definitions) and transcription start

sites according to gene expression level (Fig. 2e).

Overall, this revealed various degrees of positive cor-

relation, as occupancy increases with co-localization,

where enhancers show the greatest difference accord-

ing to activity. However, although absolute occupancy

differs between the activity classes, the proportional

changes show little difference.

Next, we sought to further confirm our results by look-

ing at ChIP-seq signal intensity (rather than site occu-

pancy) and accounting for the influence of DNA sequence

biases and epigenetic differences at individual sites. Hence,

we randomly paired sites that have identical DNA

sequences where one binding site is from the top third

homotypic co-localization group and the other is from the

bottom third co-localization group (i.e., from DNA

regions with respectively high and low levels of spatial

clustering, as indicated by the CCL-score). In addition, we

made sure to assign site pairs that have the same epigen-

etic marks and chromatin sub-compartments. For each

pair of sites, we then compared the intensity of peak

regions in ChIP-seq data, as indicated by ChIP-seq Signal-

Value (a measure for read enrichment in peak regions

used by ENCODE [10]). As illustrated in Additional file 2:

Figure S2, we observed a significant SignalValue increase

in the high co-localization group (Wilcoxon signed rank

test, p = 1.3 × 10−8). Out of the 16 TFs with sufficient data

for analysis, ten showed a significant SignalValue increase

within the high co-localization group (Wilcoxon signed

rank test, p < 0.05), while only one of them showed de-

creased SignalValue (USF2). This independent measure of

ChIP-seq SignalValue further confirms more TF binding is

associated with higher homotypic site co-localization, even

when we control for DNA sequence, epigenetic marks

and chromatin sub-compartments.

We next performed an analysis of single-cell mESC gen-

ome structures [36]. Here, the sparse single-cell contacts

have been used as distance restraints to fold a particle-

on-string representation of the chromosome backbone

paths. The structures show a clear relationship between

TF binding and spatial proximity to sites of the same type.

As shown in Fig. 2f, there is a positive correlation between

the linear density of bound TF sites (assayed by ChIP-seq

over many cells) and the 3D, spatial density enrichment

(SDE) of sites, which is assayed in individual cells and

specifically excludes comparing sites that are close in

sequence (≤ 300 kb). Also, this relationship is somewhat

stronger for enhancer-associated sites compared to

promoter-associated sites.

Similar trends are observed for individual TFs, and

comparative DNA-binding proteins, as illustrated in

(See figure on previous page.)

Fig. 2 The general correspondence between TF presence and spatial co-localization. a Relating TF binding site occupancy with homotypic Hi-C

contacts. Correspondences between mean homotypic occupancy and CCL-score (from Hi-C) for all TFs collectively are shown as regression plots

and sub-divided according to promoter or enhancer classes (see the “Methods” section). For comparative purposes, the all-site average is shown

in grey in the left panel. Accessible sites for different TFs were rank normalized, combined and grouped into ten bins according to CCL-score.

Pearson’s R2 values are shown alongside the percentage change in occupancy change across the CCL range. Error bars indicate standard

deviation from resampling. b Relating TF binding site occupancy with heterotypic Hi-C contacts. Similar to a, but considering interactions

between different TF types. For a given site of a specific TF, interactions with all other heterotypic sites were considered collectively to define the

integrated heterotypic CCL-score (Eq. 5). Data is separated according to whether sites are found in enhancer regions (blue) or promoter regions

(red). All TFs were studied collectively by rank normalization of their heterotypic CCL-score. c Occupancy differences between high and low co-

localization sites for individual TFs. For each lymphoblastoid TF, the fractional increase in binding site occupancy when comparing the top and

bottom terciles of CCL-scores is shown as a bar plot. Stars denote significance level (FDR-adjusted p value for a G-test with Williams’ correction). d

Dissecting the homotypic TF occupancy to Hi-C relationship according to strong and weak sequence motifs. As in a, but sub-divided according

to promoter or enhancer classes (see the “Methods” section) with either strong (left) or weak (right) DNA sequence motifs, based on motif p

values obtained from FIMO motif scans [70]. e Dissecting the homotypic TF occupancy to Hi-C relationship according to promoter expression. As

in a, but with gene promoter regions classified according to strength of RNA-seq signal. Accessible sites for different TFs were rank normalized,

combined and grouped into ten bins according to CCL-score. Pearson’s R2 values are shown alongside the percentage change in occupancy

change across the CCL range. Error bars indicate standard deviation from resampling. f Relating spatial and 1D sequence densities of TF sites in

mESC genome structures. The color matrix shows the distribution, for all mESC TFs combined, of the spatial density enrichment (SDE) at different

rank-normalized sequence densities. Line plots represent mean values for the distribution of SDE across decile groups of sequential TF density

and either represent all TF sites (yellow), enhancers (blue), or promoters (red). Error bars represent standard error of the mean and triangles the

25–75th percentiles. Data shown is for homotypic sites, aggregated for all mESC TFs studied
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Additional file 2: Figure S3. Interestingly, the clearest

trends are seen not only for several TFs but also for the

CTFC, Smc1a, and Smc3 proteins, which have biological

roles involving the spatial association of chromatin, e.g.,

via loop formation [26, 45, 46]. Here, even the linearly

sparse sites are associated with a degree of co-localization.

The spatial densities of many TFs correlate well at only

the highest quantiles of linear site density, e.g., for Nanog,

the strongest trend is seen for the top 30%, suggesting a

threshold for spatial clustering. Dissecting binding sites

within the mESC genome structures according to whether

they are close to enhancer marks (H3K4me1 and not

H3K4me3) or active promoter sites (transcriptional start

sites (TSS) with H3K4me3 and not H3K4me1) also reveals

some interesting behaviors (see Additional file 2: Figure

S3). Although some TFs are notably more common at

either enhancers or promoters, for the TFs which are

numerous at both (like Med12, Tcfcp2l1, Esrrb, etc.), the

trend is for the spatial relation to be stronger at the

enhancer-associated sites.

Hi-C contact maps and single-cell Hi-C structures show

two interaction groups of heterotypic TFs

While initial analyses mainly focused on the co-localization

of binding sites for individual TFs, we next investigated

whether there was any notable co-localization between

binding sites of different TFs and whether these may be at-

tributable to particular TF-TF interactions. We investigated

clustering between all possible TF pairs by expressing the

Hi-C co-localization scores for each pair as an aggregated

contact enrichment value, covering all binding sites, repre-

senting whether the pair has more or less co-localization

than expected (see Eq. 4). Accordingly, we sought to deter-

mine if the clustering between different TFs is significant

and whether any groups of TFs can be observed that are

similarly co-localized. It should be noted that, because

co-localization scores are not symmetric measures (i.e.,

generally CCL-score for A→ B ≠ B→A), the aggregate

pair enrichment value is also not symmetric.

Hierarchical clustering of the grid of pairwise contact

enrichment values (Fig. 3a) for the human lymphoblastoid

TFs shows two clear groupings of TFs that have higher

than expected co-localization (positive enrichment) within

the group and lower than expected co-localization

between groups. We refer to these as group 1 and group 2

(Fig. 3a). However, it is clear there are some pairs of TFs

(e.g., YY1 and PAX5) which are close to the random,

expected values. As illustrated in Fig. 3b, an analogous

analysis was performed for the mouse Hi-C genome struc-

tures: for well-defined 3D positions, the observed number

of ESC TF sites in structural proximity was compared to

the number expected at random, thus generating a

proximity enrichment score (Eq. 6). In our analysis, we

excluded analysis of sequentially adjacent sites within

300 kb (corresponding to 3 backbone regions), to avoid

conflating the linear clustering of TF sites with their 3D

clustering. The hierarchically clustered matrix of proxim-

ity scores for the TF pairs clearly also shows two distinct

groups of TFs in ESCs (excluding non-TF proteins like

CTCF, cohesin, etc.). Overall, some of the pluripotency

factors clustered together more often than expected.

Nanog, Sox2, Nr5a2, Smad1, TCF3, and β-catenin

together with Chd7, a chromatin remodeller, formed a

highly co-localized group which we termed ESC group 2;

while Klf4 and Esrrb, two naïve pluripotency factors, are

within ESC group 1 together with mediator complex com-

ponents and Myc. We numbered the sub-network groups

in this way to match groups in the lymphoblastoid Hi-C

data according to transcription start site proximity (dis-

cussed below, Fig. 4), i.e., not according to TF members or

their roles. Indeed, several orthologous TFs (TCF3, TBP,

STAT3) are common to both human lymphoblastoid and

mouse ESC analyses, but are found in different groups.

Using only the trans-chromosomal contact points (see

Additional file 2: Figure S4b), where there can be no

influence from the sequential clustering of TF sites, also

shows almost identical grouping of ESC TFs, thus

confirming that the heterotypic groups are robust

whole-genome phenomena. However, in the trans case,

the proximity enrichment scores for CTCF, Smc1a, and

Smc3 (the latter two being part of the cohesin complex),

which are likely involved with TAD and loop formation,

show no enrichment, unlike in the general case. This

strongly suggests that these structural proteins interact

only in cis, i.e., within the same chromosome and not be-

tween different chromosomes. The two ESC proximity

groups are also clear in each of the six single-cell genome

structures (Additional file 2: Figure S5), demonstrating

that these TF binding site interactions are likely consistent

across all similar (G1 phase) cells. Superposition of TF

sites from ESC group 1 and ESC group 2 onto the whole

genome structures (Fig. 3c, d) reveals how the global ar-

rangement reflects biases for either the A or B chromatin

compartment and how the two networks are somewhat

segregated in 3D. However, their region of overlap is fairly

diffuse compared to the A/B boundary. Closer inspection

of the modelled chromatin path, e.g., at the interface be-

tween chromosomes 4 and 9 in Fig. 3d, shows that al-

though there is a clear linear clustering of each group’s

sites along the sequence, the folded structure of the gen-

ome nonetheless brings together sequentially separated,

and inter-chromosomal regions, that are enriched in the

same TF group (see circled regions in Fig. 3d).

Within the TF groups, from both lymphoblastoid and

ESC cell types, we identified the most significantly

co-localising TF pairs, with binding sites that are found

in spatial proximity more often than would be expected
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by chance. Accordingly, the lymphoblastoid group 1/2

pairs were ranked using the enrichment of sites proximal

to partner TFs based on the Hi-C contact map, and the

ESC group 1/2 pairs were ranked by the enrichment of

structurally close binding sites (see Fig. 4a for listings of

the top 20 in each case). For the mouse ESC structures,

the highly enriched co-localization pairs contain several

known TF-TF interaction partners, including Nanog and

Chd7 [47] and β-catenin and Tcf3 [48]. For the lympho-

blastoid contact data, we can identify 40 TF pairs (out of

a total of 780) that have significant co-localization (see

Additional file 2: Figure S6e for an example of observed

and expected CCL-score distributions). Sixteen of these

are associated with group 1 and 24 are associated with

group 2 (see Additional file 1: Table S2a), while no

cross-group pairs are found. One might expect that two

TFs that are more frequently found in the same chroma-

tin compartment would be more likely to have

co-localized binding sites. However, the most significant

lymphoblastoid pairs co-localize not only across the en-

tire genome, but also within A1 and A2 Hi-C

sub-compartments [24] (see Additional file 2: Figure S7B

a b

c d

Fig. 3 Identification of heterotypic TF co-localization groups. a Co-localization enrichment between different TFs in human GM12878 cells. CE

values between different lymphoblastoid TF pairs are shown as a color matrix. Colors indicate CE value, where red or blue represents higher or

lower than expected contact frequency respectively. Ward’s method [79], using the distance measure in Eq. 5, was used to define row and

column orders. Alternative clustering, using Euclidean distances with Wards’ method, is shown in Additional file 2: Figure S4a. The two major sub-

network groups that become apparent are labelled at the left. b Co-localization enrichment between different TFs in mESC genome structures.

Structural proximity enrichment (PE) values between the different mESC TF pairs are shown as a color matrix. Colors indicate PE values;

enrichment/depletion of spatially co-localized binding sites compared to the random expectation, where red or blue represents higher or lower

than expected co-localization respectively. Data is shown for the six best-defined structures in Stevens et al. [36] combined. Row and column

order was determined by using hierarchical clustering based on Wards’ method. The two major sub-network groups that become apparent are

labelled at the left. c 3D genome distributions of group 1/2 TF sites. Locations of TF binding sites in group 1 and group 2 are shown as purple

and green circles respectively and superimposed upon a thin section of a whole genome structure (left). The same view is also shown with the A

and B chromosome compartments colored red and blue respectively (right). The data shown is “Cell1” from Stevens et al. [36]; modelled at 100-

kb particle resolution using single-cell Hi-C contacts from mESCs. d 3D distributions of group 1/2 sites in Chr4 and Chr9. Chromosomes 4 and 9

shown in isolation, taken from the structure shown in c. TF binding sites in the group 1 and group 2 groups are shown as green and purple

circles respectively
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and Additional file 1: Table S3a-c). There was insufficient

ChIP-seq data to do a corresponding analysis for the B

sub-compartments, as they are depleted in actively tran-

scribed genes. The high-confidence pairs have significant

overlap with previously reported TF-TF physical interac-

tors: there are at least 10 pairs of known physically inter-

acting TFs that we have independently identified with the

lymphoblastoid Hi-C data [49–52] (see asterisks in Fig. 4a

and Additional file 1: Table S1b). It is noteworthy that sig-

nificant self-association (homotypic) can also be identified

from this data. Indeed, 15 out of 40 TFs are significantly

co-localized, representing greater than sixfold enrichment

from the expectation (of approx. 2 out of 40).

Given that the overlap of ChIP-seq peaks is an indica-

tor of co-regulated and interacting DNA-binding pro-

teins [9–11], we next sought to investigate this measure,

as compared to expected background values, in the con-

text of the two TF co-localization groups. As illustrated

in Additional file 2: Figure S4g and S4h, plotting the

ChIP-seq overlap enrichment for TF pairs, in the same

order as the hierarchical clustering of Fig. 3, shows cor-

respondence between the co-localization groups and

a b d

c

e

Fig. 4 Analysis of heterotypic TF pairs and TF network groups. a Top ranked co-localized heterotypic TF pairs. The top 20 highly co-localized

heterotypic TF pairs identified Hi-C contact maps for GM12878 lymphoblastoid cells (left) and single-cell Hi-C genome structures of mESCs (right).

Pairs are ranked by deviation above the random expectation, as described in the “Methods” section. Asterisks represent TF pairings previously

identified in the literature and a double asterisk specifically in Wang et al. [89]. See Additional file 1: Table S3 and Table S4 for full ranked lists of

scores and significance values. b Enrichment of TFs in chromosome compartments. Fractions of TF binding sites in the A1 sub-compartment

(lymphoblastoid cells, left) or A compartment (mESCs, right) compared to the total in A1 + A1 or A + B, respectively. TFs are shown in the

hierarchical cluster order of Fig. 3. c Conservation of TF epigenetic marks between GM12878 and h1-ESC. For various histone mark profiles or DHS

profiles, each point represents the proportion of binding sites, genome-wide for each TF, that have a consistent profile between GM12878 and

human ESCs. TFs are separated and color-coded according to sub-network group 1 (blue), group 2 (red) or otherwise ungrouped (yellow). d

Sequence separations of lymphoblastoid TF sites to TSS and CTCF sites. Cumulative distributions of absolute sequence separations from

lymphoblastoid TF binding sites to TSSs (left) and CTCF binding sites (right) are shown as line plots, with one line for each TF. Ranked data is

cumulatively summed and presented as a proportion of the total. The lines are color coded according to whether the TF is found in group 1

(blue), group 2 (red), or otherwise ungrouped (yellow). p values were calculated between TF groups using the Wilcoxon ranked-sum test on the

mean absolute deviation of signed sequence separations (i.e., either side of the TF site, rather than the absolute values used in the cumulative

plots) to TSS and CTCF sites. e Sequence separations of mESC TF sites to TSS and CTCF sites. As in d, but for mESC TFs: the distributions of

sequence separations from mESC TF binding sites to TSS (left) and CTCF binding sites (right). The data shown is for TFs; the CTCF and cohesin

components are not included
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peak overlap: TFs that are proximal in Hi-C are gener-

ally enriched with overlapping ChIP-seq peaks. This is

especially clear for the lymphoblastoid Hi-C data. There

is some similarity for ESC group 2 but the situation is

somewhat weaker for ESC group 1. However, the corres-

pondence for ESCs is much stronger when comparing

peak overlap to co-localization in the B compartment

alone (Additional file 2: Figure S4f ). However, some

strong features of A compartment co-localization (e.g.,

Smad1:Nr5a2 being depleted) also show though in the

ChIP-seq overlap. In general however, there are some

notable differences between the ChIP-seq overlap and

3D co-localization analyses. For instance, it is clear that

TFs which are members of the same multi-protein com-

plex (e.g., NFYA/B, USF1/2) or paralogues (e.g., MEF2A/

C, c/n-Myc) have strongly overlapping peaks, i.e., they

bind to linearly close sequences. While these pairs are

adjacent in the co-localization matrix (Fig. 3a), showing

they are present in a similar 3D context, they are not the

most strongly co-localized by 3D conformation (i.e., at

sequence separations much larger that the ChIP-seq

peak width). By contrast, SetDb1, which does not have

much ChIP-seq peak overlap with either group, shows

enriched spatial co-localization with group 1 TFs.

Lymphoblastoid TF sub-networks show binding biases for

chromosome sub-compartments

For most cell types, it is now clear that chromosomes are

partitioned into A and B compartments. In the

high-resolution lymphoblastoid Hi-C dataset [24] studied

here, chromosome sub-compartments A1 and A2 have

also been observed. Looking at the pairs of lymphoblas-

toid TFs that have significant co-localization, we found

that most pairs of TFs are either enriched within the A1

or A2 chromosome sub-compartment. Furthermore,

when plotting the whole range of binding site enrichments

for all TFs in A1 versus A2, it seems that those previously

in group 1 are more likely to be enriched in A1, while TFs

from group 2 are enriched in A2 (Fig. 4b). To further con-

firm this, we investigated sequence-matched binding sites

in terms of site occupancy and ChIP-seq SignalValue.

Here, looking at TF sites with identical sequences, and

controlling for epigenetic features, allowed us to separate

the influence of the sub-compartments from effects due

to sequence affinity. We observed that both occupancy

and ChIP-seq SignalValues are generally stronger in the

A1 sub-compartment for group 1. Similarly, the values are

stronger in A2 for group 2 (Additional file 2: Figure S6g).

Since there are clear differences in TF binding be-

tween the A1 and A2 sub-compartments, we investi-

gated whether this was sufficient to account for the

presence of two distinct TF spatial networks. Hence, to

determine whether the TFs were co-localized within

each sub-compartment, a similar analysis to Fig. 3a was

performed, but dissected according to sub-compartment.

Surprisingly, the two co-localization sub-networks re-

occurred in almost the same manner in both of the ana-

lyses done independently for both A1 and A2

sub-compartments (Additional file 2: Figure S4c and S4d)

and no TF swapped cluster in either analysis (Add-

itional file 1: Table S2b). Similarly, in mESCs, we could also

recover ESC group 1 and ESC group 2 within either A or

B chromosome compartments (Additional file 2: Figure

S4e and S4f). Thus, in both cell types, the two proximity

groups are not merely derived from (sub-)compartment

organization, though there are clear abundance biases.

TF spatial sub-networks are closely related to tissue

specificity

Given that the presence of TFs is a key determinant of

tissue type, we next sought to investigate whether the

two sub-network groups of TFs have any tissue-specific

characteristics. Histone marks and genome accessibility

are features that can be either inherited or modified in

the process of lineage specification. Hence, we investi-

gated genomic marks located at TF sites in two different

cell types for the same species; the makers would be

conserved if the sites were employed in similar regula-

tory contexts. As illustrated in Fig. 4c, comparing gen-

omic markers at TF sites in human lymphoblastoid with

markers in human ESCs clearly shows that group 1 is

the more functionally conserved class. The conservation

of different histone marks including H3K4me1,

H3K4me3, H3K27Ac, H3K27Me3, and DHS sites is sig-

nificantly higher in lymphoblastoid group 1 members

compared to group 2 (p = 9 × 10−8, Wilcoxon rank sum

test), with unallocated TFs having intermediate values.

Also, the group members’ functional annotations indi-

cate that group 2 has a role more closely related to

lineage-specific functions than group 1. An analysis of

Gene Ontology (GO) terms [53, 54] for the TFs in each

group (see Additional file 1: Table S2c for p values)

shows group 2 is enriched in lymphocyte activation,

intracellular signal transduction (specifically JAK-STAT

cascade) and cellular defence response. By contrast,

group 1 shows little enrichment of cell-type-specific

pathways, other than general transcription activation,

response to oxygen-containing compounds and cellular

response to organonitrogen compounds, which suggest

constitutive roles (group 2 is also enriched in the above

two responses, albeit to a smaller extent). Furthermore,

the different biases of the two proximity groups towards

A1 or A2 sub-compartments hint at a developmental

role for the A2 Hi-C sub-compartment.

A corresponding analysis of the TF groups from mouse

genome structures shows that ESC group 2 is enriched

in mesodermal and endodermal cell fate specification,

Wnt signalling pathway and response to lipids, while
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both of the sub-networks show GO term enrichment to-

wards stem cell population maintenance. Thus, ESC

group 2 shows analogy to group 2 in lymphoblastoid

cells, in the sense that it might be more involved in cell

lineage specification compared to group 1, although the

situations are somewhat different given the complement

of TFs involved in the maintenance of pluripotency. We

were not able to define-sub-compartments in the struc-

tural data, but we found that ESC groups 1 and 2 are

enriched in the A and B chromosome compartments re-

spectively (Fig. 4b). Nonetheless, the two co-localization

groups remain intact within both the A and B compart-

ment separately (Additional file 2: Figure S4).

As illustrated in Fig. 4d for the different TFs, in

addition to having different 3D/spatial organizations,

lymphoblastoid group 1 and group 2 have different lin-

ear relationships to genomic features. Specifically, the

distribution of sequence separations clearly shows that

group 1 members are closer to the nearest transcription

start site (TSS) and nearest CTCF binding site than

group 2 members, and the ungrouped TFs are inter-

mediate. An analogous situation is also observed for

ESC TF groups, as illustrated in Fig. 4e, and it is this

similarity which we have used to number ESC groups so

they match an analogous ESC group, despite the TF

members and regulatory context being somewhat differ-

ent in the two cell types. As shown in Additional file 2:

Figure S6c and S6d, similar differences are also present

for TAD-like domain boundaries [24] (roughly 200 kb in

size) and ESC TAD boundaries [32]. However, the

results for these boundaries and CTCF sites are perhaps

unsurprising, given that both are known to be enriched

near transcription start sites.

Intra- and inter-TF group co-localization segregates

according to regulatory differences

Initially, we showed that homotypic site contacts from

Hi-C are correlated with TF presence, and especially so

at enhancers (Fig. 2a, d), while in the heterotypic case,

the trend is not as clear (Fig. 2b). Given that lympho-

blastoid TF group 1 and group 2 are distinct in several

ways, we revisited the co-localization versus occupancy

analysis for the separate co-localization groups, in both

the heterotypic (Fig. 5a) and homotypic situations (Add-

itional file 2: Figure S7a-b). In both cases, the trends are

similar: group 2 TF occupancy at enhancers is higher

than promoters, with the converse observed for group 1,

and the change in occupancy with the CCL-score is gen-

erally greater for enhancers than promoters, as we might

anticipate. Interestingly, the increase in occupancy with

co-localization for promoters in group 2 is much clearer

than for group 1. Also, in the heterotypic case, the

distinction between groups 1 and 2 is clearer (Fig. 5a).

These observations are reinforced by the different

separation of group 1 and group 2 TF sites from TSSs

(see Fig. 4), i.e., reflecting different structural require-

ments for sequentially distal elements.

The relationship between the occupancy of group 1 and

the heterotypic CCL-scores to group 2 sites (i.e.,

inter-group spatial clustering) in Fig. 5b shows that cluster-

ing with TFs from group 2 increases with the binding of

TFs within group 1 for enhancers, but decreases slightly

for promoters. This slightly negative trend is perhaps an in-

dication of segregation, i.e., the best occupancy is achieved

where the two groups are least proximal. The trend for

both enhancers and promoters in group 2, with respect to

CCL-scores of group 1, are both clearly negative. Again,

this suggests segregation; TF occupancy is highest in group

2 when it is least proximal to group 1. The above trends

were further confirmed by analyzing individual TFs within

the two sub-networks (summarized in Fig. 5c and see Add-

itional file 2: Figure S7 for further dissection of enhancers

and the promoters). For TFs in group 2, there is a consist-

ent negative trend to group 1 proximity, again suggesting

general segregation. For group 1 members, the trend seems

less clear. However, considering that this does not

distinguish between enhancer and promoter regions, the

variation could be a mixture of two opposing effects (c.f.

Fig. 5b) and further analysis suggests this is indeed the case

(Additional file 2: Figure S7c-f).

Discussion
As summarized in Fig. 6, we have demonstrated that

TF-TF interaction networks are reflected in the spatial

organization of mammalian genomes. Using both multi-

cell Hi-C contact maps and single-cell genome struc-

tures, we identified the co-localization of TF binding

sites, both in the homotypic and heterotypic cases

(Figs. 2 and 3). In the homotypic case, TFs whose bind-

ing sites co-localize tend to have higher TF occupancy,

even after controlling for DNA sequence and epigenetic

factors. Also, clusters of TF binding sites along the linear

DNA tend to co-localize with other sequentially sepa-

rated TF binding sites in 3D structures (Fig. 2f ). The

mechanism here is perhaps simply that any tendency for

TF sites to co-localize in 3D (e.g., via an interaction) will

naturally be amplified more if the TF sites are also con-

centrated in 1D. These trends are further corroborated

by our analysis of ChIP-seq peak overlap, which shows

that the folded 3D structure often brings together

sequentially distal TF sites that also bind close in se-

quence. It is notable that the 1D site density determined

in a multi-cell sample has a clear relationship with 3D

co-localization determined in highly variable, single-cell

genome structures. This suggests that the spatial cluster-

ing of TF binding sites is a consistent feature of genome

architecture. Though because each single-cell genome

conformation is so different within nuclei [36, 38, 39],
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this must be achieved with different sets of sites being

proximal in each case.

Our observation of a generally stronger relationship

between TF binding occupancy and 3D co-localization

at (1) binding sites with weak sequence motifs and (2)

sites in enhancer regions (defined by chromatin state an-

notation [43]) suggests that weak binding sites and en-

hancers need more help from genome organization to

achieve TF binding and thus fulfil their regulatory func-

tions. For enhancers, this is perhaps unsurprising, given

their known roles in enabling longer-range chromatin

contacts and is consistent with the notion that multiple

enhancers with shared regulatory functions tend to clus-

ter together to form super-enhancers or transcription

factories [29, 55–57]; in this way, more efficient TF

binding may be achieved, even for weak motifs, and may

be related to the observation that the same chromosome

region can show different levels of TF binding in differ-

ent cell lines. For example, further analysis of ChIP-seq

profiles from both human lymphoblastoid and human

ESC lines shows that sites with weak sequence motifs

have much less conserved binding compared to strong

ones (Additional file 2: Figure S8a, Wilcoxon signed

rank test, p = 3.2 × 10−5). This hints that weak TF sites

are more sensitive to chromatin organization and could

provide a mechanism of lineage-specific control.

These results further support the “crowdsourcing” hy-

pothesis proposed in [12], which suggests that spatially

co-localized TF binding sites may lead to higher local

concentrations of TFs in certain parts of the nucleus. A

contributing factor here could be the association of TF

proteins with multiple DNA sites, either directly via

a c

b

Fig. 5 Relationships between heterotypic TF site occupancy and co-localization within and between sub-networks. a Relating TF binding site

occupancy to the co-localization within proximity sub-networks. Scatter plots with regression lines, separated according to promoter (red) and

enhancer (blue) regions, showing the relationship between the mean TF site occupancy and heterotypic co-localization (i.e., between different TF

types) within the same co-localization group as measured by CCL-score. Average values for all sites in each of the groups is shown in grey.

Binding sites for TFs are rank normalized and grouped into deciles according to the integrated heterotypic CCL-scores within each group. Data is

shown separately for TFs from group 1 (left) and group 2 (right). b Relating TF binding site occupancy to the co-localization between group 1 and

group 2. Similar to a, but showing the site occupancy of TFs from one sub-network compared to their co-localization with TFs from the other

sub-network. c Occupancy differences for high and low TF site co-localization, within and between sub-networks for individual TFs. For each TF

within group 1 (top) or group 2 (bottom), the fractional difference in binding site occupancy between the top and the bottom third of CCL-scores

plotted as a bar chart. Data is separated into homotypic, intra-, and inter-sub-network co-localization groups. Yellow bars correspond to

integrated group 1 CCL-scores, while blue bars correspond to the equivalent measure for group 2; thus, for TFs within group 1, yellow bars

represent intra-group co-localization; while for TFs within group 2, blue bars are for intra-sub-network. The effect of homotypic binding site co-

localization is also plotted for comparison. The presence of the star above each bar indicates statistical significance (chi-square test with Yates’

correction, p < 0.01)
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multivalent binding or relayed though protein-protein

interactions. Interestingly, while the activity state (as

assayed by RNA-seq and histone marker ChIP-seq) is

clearly linked to the average occupancy of TF sites, it is

not obvious that 3D co-localization is facilitating TF

binding more in the more active regions. This hints that

the 3D co-localization enhancement we observe is

strongly based on sequence features, much like TAD/

loop boundaries and A/B compartments. Related to this,

it is notable that TF co-localization has a strong relation-

ship with chromosome (sub-)compartment organization,

given that lymphoblastoid groups 1/2 have strong biases

towards A1/A2 sub-compartments [24] and ESC groups

1/2 have biases towards A/B compartments.

When considering co-localization between heterotypic

binding sites, we discovered two main clusters of TF-TF

associations, both in human and mouse cell lines (see

summary in Fig. 6b). In human lymphoblastoid cells, the

two distinct TF spatial co-localization groups were de-

fined as TF co-localization network group 1 and group 2

respectively. Analogously, two sub-networks are also

present in the mouse genome structures: ESC group 1

and ESC group 2, and these relationships are robust

within each single cell, within A and B compartments

and also at inter-chromosomal interfaces. Given that

analyses were only performed for TFs where ChIP-seq

data is available for each cell line, it is possible that a

more intricate TF-TF interaction network might be ob-

served if a complete set of mammalian TFs were consid-

ered. Nonetheless, the two TF sub-network groups have

distinctly different relationships with enhancers (Figs. 5a

and Additional file 2: Figure S7), histone marker conserva-

tion (Fig. 4c) and transcription start sites (Fig. 4d, e). It is

notable that the similarly named co-localization groups in

lymphoblastoid cells and ESCs not only represent mostly

different TFs, as might be expected for the cell types, but

where they do have orthologous TFs in common (in three

instances), these are not in equivalent groups. This likely

reflects the different regulatory networks, and an

example here is TCF3, which is in ESC group 2 but

neither main lymphoblastoid group; TCF3 regulates the

differentiation of lymphocytes [58] but is involved in the

regulation of Wnt signalling in ESCs [48]. This supports

a notion that the sub-network groups are 3D/structural

a b

Fig. 6 A graphical overview showing the major findings of this study. a Measures relating TF presence at binding sites to spatial co-localization.

Using Hi-C contacts and single-cell genome structures, our study has shown that, in general, homotypic TF binding site co-localization increases

as (i) the bound fraction of binding sites (occupancy) increases, (ii) as the detected ChIP-seq signal for TF sites increases, and (iii) as the linear

density of TF sites increases. Also, we observe that these trends are stronger for sequentially distal (i.e., enhancer) and weaker regulatory sites. b

Grouping of transcription factors into proximity sub-networks. Measuring the degree of co-localization between different TFs, compared to a

random background expectation, shows that TFs in both human lymphoblastoid cells and mouse ESCs can be grouped into distinct proximity

sub-networks, which appear to correspond to differences in chromatin context and lineage specificity. Furthermore, comparing TF co-localization

within and between sub-networks suggests that there is a degree of spatial segregation in TF binding relating to these groups
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observations that differ between pluripotent and differ-

entiated cell types (at least), are closely related to the

different A/B and sub-compartmental roles and are not

an innate property of individual TFs. We speculate that

differences in TF proximity group members between

lymphoblastoid and ESC lines may relate to heterochro-

matin remodelling, especially given the ESC group 2 bias

for the (heterochromatic) B compartment.

Enhancer sites have a stronger co-localization relation-

ship within group 2, which is consistent with the notion

that group 2 comprises the more differentially regulated

TFs. For group 1, the low enhancer occupancy and pro-

portionately small change with Hi-C proximity score are

consistent with enhancer-based interactions being less

important for these TFs. The observation that lympho-

blastoid group 1 and ESC group 1 sites cluster closer to

CTCF sites (and thus also TSS) shows that CTCF/cohe-

sin-based TADs/loops [26] may provide a more import-

ant contribution to group 1 co-localization. However, it

is clear that CTCF/cohesin is not required to observe

the co-localization groups per se. Our analysis in ESCs

shows that although the co-localization of CTCF and

cohesin is absent at chromosome interfaces, the two TF

co-localization sub-networks are still robustly present.

This is consistent with the global arrangement of chro-

mosomes being at a scale which is larger than can be re-

capitulated by regional models only involving CTCF and

cohesin, such as loop extrusion [26]. Also, a recent study

revealed that chromosome compartments are preserved,

to a large extent, upon removal of CTCF or cohesin [45,

46]. This leaves an open question of whether TFs could

help to establish compartmentalization within chromo-

some territories and at trans-chromosomal interfaces.

TF spatial co-localization sub-networks have a close rela-

tionship with TF functional groups and physical protein in-

teractions. Looking at the spatial co-localization of

different lymphoblastoid TFs, we have highlighted 40 pairs

which are likely to have direct interactions, ten of which

have already been identified as physical interaction pairs

(see Additional file 1: Table S2d); linking TF spatial net-

works to protein interaction networks. In terms of func-

tion, lymphoblastoid group 2 is enriched in lymphocyte

and immune response-related TFs, including NFkB,

STAT3, and IKZF1, while group 1 contains mainly consti-

tutively active TFs. Overall, given group 2 is more

tissue-specific and is enriched in the A2 sub-compartment,

it would be interesting to further investigate the tissue spe-

cificity of the A2 versus A1. Indeed, when investigating

ChIP-seq peak conservation between lymphoblastoid and

ESC data in humans, it seems that sites located within A2

appear to be slightly less conserved compared to A1 (Add-

itional file 2: Figure S8b, p = 7.8 × 10−4). Enhancers and

promoters sometimes show differential behaviors in re-

sponse to the enrichment of co-localization across TF

groups. For instance, co-localization to group 2 sites has a

negative influence for group 1 binding in promoter regions,

consistent with the sub-networks’ segregation, but a posi-

tive one in enhancer regions. This could be linked to the

presence of some pioneer-factor-like TFs including JUND,

a component of AP1 transcription factor complex [59],

and CEBPB [60] within group 2. Those factors have been

shown to help open up the chromosome and prime the

binding of other TFs, especially in enhancers. That possibly

helps to explain why, even given network segregation, the

co-localization to group 2 sites still helps the binding of

group 1 in enhancer regions.

In mESCs, group 2 is clearly analogous to the corre-

sponding lymphoblastoid group with regard to its mem-

bers’ more distal site separation from TSS and CTCF sites.

Furthermore, ESC group 2 might be more involved in spe-

cific cell signalling pathways related to cell differentiation

(Wnt and TGFβ signalling). Within the ESC sub-networks,

some but not all pluripotency factors cluster together more

frequently than expected by chance. Particularly, Nanog,

Sox2, and other pluripotency factors within group 2

strongly co-localize with each other and also with Chd7,

but showed less than expected co-localization with Klf4

and Esrrb. This is consistent with the functional association

between these pluripotency factors [48, 61–63] and also

between Chd7, Nanog, and Sox2 [47]. The observation that

Klf4 tends to co-localize more with TFs enriched in actively

transcribed regions is consistent with the fact that Klf4 pre-

fers to spatially cluster with H3K27ac and H3K4me1 [36].

We note that Klf4 and Esrrb (belonging to ESC group 1)

are two factors that abolish expression upon exit from

naïve pluripotency [64], while other pluripotency factors

within group 2 may also be present in non-naïve states, for

example, in epiblast-derived stem cells [8, 62, 65]. Further-

more, β-catenin and Tcf3, two proteins involved in Wnt

signalling pathway but with opposing effects, strongly

co-localize with each other and also with Nanog etc. This

is in line with their promoter co-occupancy together with

Nanog and Oct4 [61, 62]. Although Oct4 and Sox2 are in

different sub-networks, we nonetheless observe a higher

than expected co-localization. Interestingly, an analysis of

binding dynamics using microscopy has shown that Sox2

helps the binding of Oct4 [13]. Very few TFs co-localize

with partners from both structural sub-networks, though

one that does is STAT3, a key factor downstream of LIF

and important for naïve pluripotency maintenance [66, 67].

Conclusions

Transcription factors are regulatory DNA-binding pro-

teins that are critical for the establishment and mainten-

ance of cellular identity within multi-cellular organisms.

We demonstrate that the spatial organization and

co-localization of TF binding sites can be investigated in

a genome-wide context using Hi-C contact data and
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single-cell genome structures. Our results show that

measures of a TF’s presence correlate with its spatial

co-localization and hence indicate that TF binding is

linked to, and reflected by, the 3D organization of TF

sites within the chromosomes. This is especially appar-

ent for weak and linearly distal regulatory elements and

suggests a role for the 3D chromosome conformation to

allow, and perhaps promote, TF function. We also show

that analyzing the spatial co-localization of sites for dif-

ferent TFs provides a way to predict biologically relevant

interacting TF-TF pairs. Furthermore, these pairings re-

veal groups of TFs that occur as distinct proximity

sub-networks. These sub-networks are constituted dif-

ferently in lymphoblastoid and ESC lines and appear to

relate to regulatory and lineage-specific differences for

the TF groups and may partially explain the chromo-

some sub-compartments that have been observed in

high-resolution Hi-C contact maps.

Methods

Data sources

ChIP-seq NarrowPeak profiles for TFs in lymphoblastoid

cell line GM12878 were obtained from ENCODE [10].

ChIP-seq profiles for mouse ESCs were obtained from

different publications where available, as listed in Add-

itional file 1: Table S1a. We note different studies some-

times used different media to grow mESCs; most used

either 2i or serum plus LIF feeder-free media, though a

few studies used feeders of MEFs, where noted. To work

with consistent genome sequence builds, all human data

were converted to hg19 (GRCh37), and mouse to mm10

(GRCh38), using UCSC LiftOver Tool: https://geno-

me.ucsc.edu/cgi-bin/hgLiftOver.

Putative site identification and binding site occupancy

Putative, accessible binding sites were determined

genome-wide using a combination of DNA sequence

motif searches [68] and DNase-I hypersensitivity (DHS)

data [69, 70]. In vivo, a TF does not usually bind to every

instance of its DNA sequence motif genome-wide, but ra-

ther it binds to a subset of these motifs. It has been pro-

posed that a TF’s binding pattern is not completely

dictated by its sequence specificity, but also by the DNA

accessibility around the binding site [40, 71]. Given 93% of

ChIP-seq peaks of GM12878 used in our study overlap

with DHS, a fine mapping of ChIP-seq peak to putative,

accessible binding sites genome-wide was used to help to

understand the differences between the observed

ChIP-seq peaks and predicted sites given DNA sequence

information. Potential TF binding sites were first identi-

fied by matching their DNA-binding motifs to genomic

loci within DNase-I hypersensitive sites (DHS), where the

DNA is accessible. To determine which of these sites were

occupied in vivo, we analyzed ChIP-seq peaks for

corresponding TFs and compared it with those putative

sites based on sequence motifs. Specifically, putative TF

sites were defined as position weight matrix (PWM) motif

matches of a certain transcription factor via FIMO motif

scan [70] in DNase-I hypersensitive sites (DHS) (p value

threshold was set to be 10−4 by default) [69, 70] PWM for

TF motifs were collected from HOCCOMOCO [72],

SwissRegulon [73], and JASPAR [74], where available (see

Additional file 1: Table S1b for details). TFs without a suit-

able PWM motif were removed from subsequent analysis.

After the above filtering, a total of 37 TFs were consid-

ered, which both have ChIP-seq profiles and

well-defined sequence motifs in GM12878. In GM12878,

each ChIP-seq peak from the ENCODE profiles was

mapped to the best scoring sequence motif which over-

laps with it. In each group of genome regions, occupancy

was then defined by the ratio of the number of ChIP-seq

identified binding sites and the number of total putative

TF binding sites. When plotting occupancy across differ-

ent groups (e.g., split according to spatial co-localization

quantile, as in Figs. 2 and 5), errors were calculated as

the standard deviation from resampling 1000 times, each

omitting one third of TF sites. Also, the displayed occu-

pancy changes across an axis range (i.e., according to

CCL-score) were calculated as percentages relative to

the initial value, i.e., ∆ = 100 (end − start)/start.

Linear TF site density in mESCs

We note in mESCs that many TFs with available ChIP-seq

data are pluripotency factors, which can sometimes bind to

closed, heterochromatic regions. Hence, putative TP sites

defined using the overlap with DHS is not applicable

herein. Further, many TFs in mESC are known to have very

short, low information content sequence motifs and their

binding is more dependent on other partner TFs, for in-

stance, Oct4 and Sox2 [13]. In these cases, using a simple

sequence motif scan to define putative sites was not persua-

sive. Therefore, we adopted a more general measure for TF

binding of linear site density defined by ChIP-seq, without

considering sequence motif composition. For structural

analysis, linear TF site density was calculated in each se-

quential 100-kb region (i.e., corresponding to a particle in a

structural model) as the summation of weighted sites. Here,

a weighting was used to avoid boundary effects, e.g., if a TF

site lies at the border between two adjacent regions it

should contribute equally to both. Accordingly, the weight

of each site was calculated as the fraction of a 100-kb seg-

ment, centered on the site, which overlaps with each ana-

lysis region. In essence, this represents the average, over an

analysis region, of counts obtained from a continuous slid-

ing window. When showing linear site density for com-

bined TFs (Fig. 2f) values were rank normalized and

grouped into quantile bins, as required.
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Genomic marker-based categorization

To account for potential influences from histone marks

and chromosome sub-compartment on TF binding, we

further grouped ChIP-seq identified binding sites and puta-

tive sites in GM12878 according to (1) chromosome

sub-compartment annotation reported by [24]; (2) associ-

ation with H3K4me1, H3K4me3, H3K27ac, H3K27me3,

H3K9me2/3, and H3K9ac, detecting whether the center of

the site overlaps with those histone marks or not; (3) EN-

CODE consensus chromatin states [43]; (4) regions within

2000 bp upstream of transcription start sites (TSS) that are

also associated with H3K4me3 and H3K27ac, marks for ac-

tive promoters, and which were further classified as strong

(highly active) promoters or weak promoters based on the

presence or absence of H3K36me3 within 1000 bp of the

TSS (upstream or downstream) where the overlap with

H3K36me3 peaks should be at least 300 bp [75, 76]; (5)

genomic regions classified as enhancers according to chro-

matin state and also with H3K4me1, a typical mark for

enhancers, which were then further sub-divided into active

enhancer regions with H3K27ac, or inactive enhancer

regions without H3K27ac, but with H3K27me3 instead.

ChIP-seq BroadPeak profiles (from ENCODE, Broad In-

stitute [10]) for H3K27me3, H3K9me2or3, and H3K36me3

were used due to the dispersive nature of those histone

marks, while NarrowPeak profiles were otherwise used to

determine if certain sites are associated with specific

marks. Genomic regions with ambiguous histone profiles

(those overlapped with both H3K27ac and H3K27me3 or

both H3K9ac and H3K9me) were removed. In addition,

methylated genomic regions [10, 77] were excluded from

subsequent analysis to avoid potential influence of DNA

methylation on TF binding.

For classification of TF binding sites within the mESC

single-cell genome structures, a 2-kb region either side of

each binding site was considered. Using the ChIP-seq data-

sets employed in Stevens et al. [36], enhancer regions re-

quired H3K4me1 and no H3K4me3 marks, while promoter

regions required a TSS, H3K4me3, and no H3K4me1.

Quantification of spatial co-localization for homotypic TF

sites

Chromatin co-localization scores from population Hi-C

We utilized the Hi-C contact score derived from KR

normalization, as used for the original high-resolution

Hi-C publication [24]. In the Hi-C contact map of

GM12878 [24], genome loci with low numbers of map-

pable reads (total associated raw reads less than one third

of the median for each chromosome) were removed first

to avoid potential biases. Diagonal elements of the Hi-C

contact map as well as the adjacent 25-kb regions (corre-

sponding to five bins) either side were excluded to avoid

potentially large variations in near-diagonal regions of the

contact map [33]. This also enabled us to focus our

analysis on the contacts between sequentially distal sites

more than 25 kb away.

The normalized intra-chromosome Hi-C contact fre-

quency was used as an indicator of the strength of

co-localization between any paired loci in each chromo-

some. Here, the aim was to establish a metric for each

genomic locus that can represent how likely it interacts

with any potential binding sites of a specific type in

sequentially distal positions. First, the degree of spatial

clustering of homotypic binding sites around each

genome locus was calculated as follows:

CCLi ¼
X

j

loge
Obsi; j

Expi; j

 !

ð1Þ

Here, CCL is the score for chromatin co-localization;

Obsi,j refers to the observed Hi-C contact score between

each genome locus i and each ChIP-seq identified homo-

typic binding site j within the same chromosome; Expi,j is

the expected, empirical average of Hi-C contact score

given a certain genome distance between i and j within a

certain chromosome. For each genome locus i containing

a putative site, we found the above score ratios for all pairs

of contacts between itself and other ChIP-seq identified

sites of the same TF on the same chromosome, where

Hi-C contact map yielded sufficient reads (more than 20

mapped raw reads). We then summed the logarithms of

those ratios to represent how likely the region of interest

can be in contact with homotypic sites.

Given that the average number of Hi-C contacts drops

quickly as sequence separation increases, for distal loci,

the number of reads can be very low for the smallest bin

size of 5 kb. When comparing values, such small counts

can lead to proportionately large but somewhat mean-

ingless differences. Therefore, we increased the bin size

to be 25 kb when two loci are more than 100 kb apart

by merging adjacent bins, and further to 55 kb for loci

more than 1 Mb apart.

Homotypic CCL-scores of all genome loci for each TF

were rank normalized, i.e., each score was replaced by its

fractional rank, and further put into decile groups (10

groups) or grouped into high (top third), mid (middle third)

or low (bottom third) levels based on site abundance.

Spatial density enrichment from single-cell genome

structures

Homotypic spatial co-localization in single-cell genome

structures (downloaded from GEO accession GSE80280

[36]) was assessed by calculating the spatial density of

each TF site. To give a somewhat continuous measure

that could be applied similarly to TFs with quite differ-

ent total site counts, the spatial density was first calcu-

lated based on inter-site 3D distances and then

expressed as a log-ratio enrichment, by comparison to
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the equivalent value for a random/background expect-

ation. Specifically, the radial density ri for a given TF

type was calculated at each structure particle (i) from

the summation of inverse-cube inter-particle distances

di, j to all other particles (j) further than 300 kb apart

and weighted by the number of TF sites present within

the particle region nj:

ri ¼
X

i

ni

dij
3

Here, the cube power was chosen to perform a more

close-range focused analysis, as compared to the square

power used in previous spatial density analyses [36].

Here, the notion is that all structure particles with TF

sites have an influence on the density at every other par-

ticle, but this influence diminishes rapidly with distance.

This can be imagined as the influence of each particle

being diluted within a spherical volume.

Equivalent spatial densities were also calculated in the

situation where the TF sites are circularly permuted, with

random offsets, around the linear chromosome sequence.

This was done separately for sites found in A and B com-

partments, i.e., only permuting within the same compart-

ment type. This procedure ensured that the sequential

relationship between TF sites and their A/B compartment

distributions was mostly preserved. For each particle (sep-

arately), a spatial density was calculated for 100 random

permutations and the result was averaged to generate r0i ,

the null expectation for the radial density at particle i.

The enrichment of the observed spatial density com-

pared to the random expectation was then expressed as

a log ratio:

SDEi ¼ log2
r0i
ri

� �

The distribution of spatial density enrichment (SDE)

values for a given TF were only compared to those of

other TFs (see Fig. 2e) after first normalising the

distributions so that they are similarly centered and

scaled. Specifically, a Z-normalization was performed

on the 25% of particles that had had lowest sequential

site density, given that these had values that most

closely matched a random normal distribution. Gener-

ally, the enrichments had an excellent fit to a bimodal

normal, but this was unreliable for TFs with propor-

tionately low site counts.

Quantification of spatial co-localization for heterotypic TF

sites in population H-C

Heterotypic chromatin co-localization scores

Similar to the homotypic scores, we also defined hetero-

typic CCL-scores between two TFs, TF A and B:

Hetero CCLi;A;B ¼
X

j∈B

log
Obsi; j

Expi; j

 !

; i∈A ð2Þ

This was defined for each site i of TF A, considering all

possible interactions with TF B sites on the same chromo-

some. It should be noted that heterotypic CCL-score is

not symmetric, i.e., CCLA,B was calculated for each site of

TF A, while CCLB,A was for each site of TF B.

To compare the observed score distribution to the ex-

pected, as control, we generated randomized TF A sites

by permuting binding sites of all available TFs (except

TF B) for each chromosome 1000 times, while keeping

TF B sites fixed. Also, the number of binding sites for

each TF on each chromosome was kept the same in the

above permutation. This gave the expected score distri-

bution for CCLA,B and a similar procedure can be used

with respect to CCLB,A.

In addition, we also derived a measure of interactions

with all other types of binding sites or a subgroup of

sites based on heterotypic CCL-score. Simply, assuming

that different TFs have additive effects, we defined the

integrated heterotypic co-localization score at position i

for TF A (SumHetCCLi, AG) in respect to sites group G

with k different TFs:

SumHetCCLi;AG ¼
X

k

B∈G

HetCCLi;A;B ð3Þ

When defining group G to include all TFs excepting

A, the score SumHetCCLi, AG becomes a simple

general representation of heterotypic co-localization

level around each site, as used in Additional file 2:

Figure S1a.

Since chromosome sub-compartments [24] may

have potential influence on TF binding, instead of

randomly shuffling all binding sites on the same

chromosome, we also constructed the control set in

the way that binding sites were randomly shuffled

within each sub-compartment for each chromosome,

which preserves the binding site composition in each

sub-compartment. TFs with very low number of

ChIP-seq identified binding sites (less than 300) in ei-

ther A1 or A2 sub-compartment were excluded in

further analysis.

The Kullback-Leibler (KL) divergence was used to

represent the overall extent to which the observed

co-localization distribution differs from the expected

co-localization between pairs of TFs, considering all

their binding sites. The KL distance (with a sign indi-

cating direction of median shift) between the observed

and the expected co-localization score distribution was

calculated as follows, which we denote as chromatin

contact enrichment (CE) score:
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CEA;B ¼ ðsignÞ
X

k

Pobs;k ∙ log
Pobs;k

Pexp;k

� �� �

ð4Þ

where Pobs, k is the probability for the CCLA,B to be k,

while Pexp, k is the probability for the random expect-

ation. Here, each k corresponds to a CCL-score bin of

unit width. The sign of the formula depends on the right

(+) or left (−) shift of the observed co-localization scores

median compared to the control.

We performed Ward’s method and average-linkage hier-

archical clustering of TFs based on either squared-

Euclidean distance or the following distance measure

derived from the CE score:

e− CEA;BþCEB;Að Þ=2 ð5Þ

We adopted the R package of “DynamicTreeCut” [78]

and used the setting of DynamicTree mode with default pa-

rameters to define clusters of TFs based on the dendrogram

from the above hierarchical clustering. For comparison,

Ward’s clustering [79] was also performed. We noticed that

clustering methods gave similar results in almost all cases.

The single exception was that, while the distance measure

in Eq. 5 for Wards’ method gave rise to well-defined clus-

ters within A2 sub-compartment, average-linkage clustering

based on Euclidean distance fails.

Calling significantly co-localized TF pairs

We called significant co-localization of TF pairs based on

the distribution of heterotypic CCL-scores. If two TFs pre-

fer to co-localize, there would be an enrichment of binding

sites with high spatial proximity, i.e., higher frequency of

sites would associate with high CCL-scores more than

expected. The expected control sets were generated in the

same way as described heterotypic chromatin co-

localization scores. Specifically, for HetCCLA,B, we gener-

ated randomized TF A sites by permuting binding sites of

all available TFs (except TF B) within each chromosome

1000 times, while TF B sites were kept fixed. Similarly, we

can generate the random control for HetCCLB,A in the

same manner. For each TF pair, we calculated empirical p

values for the observed frequency of sites compared to the

randomly shuffled control sets (1000 permutations) in high

CCL-score groups (the top 20%, 10%, and 5% in the score

distribution were examined). We called significantly

co-localized TF pairs by using FDR threshold of 0.05 [80]

and requiring significant enrichment of high CCL sites

based on both HetCCLA, B and HetCCLB, A. For compari-

son, we also identified co-localization pairs within either

A1 or A2 sub-compartments, similarly by using randomly

permuted control sets within each sub-compartment.

Where a simple ranking of lymphoblastoid TF pairs was re-

quired (see Fig. 4a and Additional file 1: Table S3), the

ranks were assigned according to the percentage increase,

when comparing observed to expected, of the number of

sites associated with a high level of spatial proximity to

partner TFs, i.e., sites that falling into the high

HetCCL-score group. For the mESC TFs pairs (see Fig. 4b

and Additional file 1: Table S4), ranks were assigned using

distances in the genome structures rather than using Hi-C

contacts directly. Accordingly, the pairs were ranked by the

percentage increase in the number of proximal sites, within

three particle radii, in the single-cell genome structures.

We annotate this in Fig. 4 as %∆prox.

TF binding site conservation between two human cell

lines

ChIP-seq NarrowPeak profiles for h1-ES cells were down-

loaded from ENCODE [10]. To compare binding sites be-

tween two human cell lines GM12878 and h1-ESC,

ChIP-seq peaks in h1-ESC were matched to their corre-

sponding GM12878 peaks, defined as the peak in h1-ESCs

that overlapped with the center of the peak in GM12878

data, such that the center-to-center distance of ChIP-seq

peaks in the two cell lines is less than 300 bp. The fraction

of mapped ChIP-seq peaks in h1-ESC was used as the

indication of binding site conservation level.

ChIP-seq NarrowPeak SignalValue comparison

To account for the effect of DNA sequence motif compos-

ition on TF binding affinity and to seek an independent

measure of TF binding abundance other than occupancy

defined before, we paired sites with the same sequences

and compared their ChIP-seq SignalValues indicated by

the ENCODE NarrowPeak caller as a measure of binding

strength. We made binding site pairs with exactly the same

DNA sequences, and with the same (or no) specific his-

tone marks (including H3K27ac, H3K27me3, H3K4me1,

H3K4me3, H3K9me, and H3K9ac) and located within

DNase-I hypersensitivity regions without any DNA methy-

lation. Chromosome sub-compartment was also required

to be the same where the influence of sub-compartment

itself was not investigated. Where a site could be paired

with multiple sites of the same category, then all possible

pairings were retained. Only ChIP-seq peaks that map to a

unique DNA-binding sequence motif overlapping with it

from FIMO [70] motif scanning were used in the site

pairing procedure. ChIP-seq SignalValues of each TF were

rank normalized and represented as fractional values. We

then found the differences between the normalized Signal-

Values for each pair of sites (with high versus low homoty-

pic CCL-score, or within A1 versus A2). As a control, the

two binding sites in each pair were randomly shuffled with

other sites to obtain the expected distribution of the

SignalValue differences.
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TF co-localization in single-cell Hi-C genome structures

Only genome regions corresponding to particles with

well-defined 3D coordinates, i.e., an RMSD of < 1 particle

radii between 10 structural models, were used throughout

our analysis for each cell. We focused our analysis on cell

1 to cell 6 [36], as there are more than 90% of particles

containing TF sites meet the above criteria. Two sites are

defined to be close to each other only if they appear to be

within a certain distance threshold (1.5, 2, or 3 particle

radii as is discussed below) in all 10 structural models for

each cell. This gave rise to a set of consistently

co-localized binding site pairs. (Around 78% to 93% of site

pairs in each cell identified only using a single model were

retained after defining the consistently co-localized pairs.)

To avoid potential local structural effects from model

coarseness and parameterization, and also to minimize the

effect of sequential binding site sequential clustering, only

sites more than three particles away sequentially (corre-

sponding to 300 kb) were considered to identify spatially

co-localized site pairs.

The control sets were constructed as follows: sites

within A and B compartment were randomly shuffled

within each chromosome, while (1) keeping the total site

number in A/B compartments within each chromosome

the same and (2) keeping the “crowding level” around

each binding site the same. The latter criterion was ap-

plied due to the fact that certain types of TF sites tend to

appear in more crowded regions more often than others,

but what we are more interested in is which type of TF it

is more likely to be together with, rather than the general

level of crowding. Hence, to remove the distortion gener-

ated by general level of crowding, we took this into con-

sideration when constructing the random, expected

control. To define the crowding level associated with each

binding site j, we counted the total number of binding

sites Nj, regardless of type, that were adjacent to each

binding site within a certain 3D distance threshold.

Within A or B compartment, we grouped all sites into five

equal-sized groups according to the rank of Nj, and the

random permutation of binding sites was done within

each group of similar crowding level 100 times. Further

sub-dividing the crowding level groups into 10 or 20

yielded nearly exactly the same control-set results (data

not shown). We calculated the enrichment of co-localized

sites by comparing the observed and the expected number

of spatially adjacent binding site pairs, for each possible

combination of two TFs, and thus defined the structural

proximity enrichment score (PE) as:

PE ¼ log Obs=Expð Þ: ð6Þ

For studying TF co-localization, we chose to focus on

a small scale and the distance threshold used to generate

Fig. 3b is 3 particle radii. Using more conservative

threshold, such as 1.5 or 2 radii, gives rise to very similar

results (see Additional file 2: Figure S6 for the case of

1.5 radii). The above distance threshold was chosen con-

sidering that (1) the average distance between two adja-

cent particles is 1 radius and (2) the radius of the folded

genome structures for each cell is in a range of 20 to 25

particle radii. Given that the RMSD threshold of 1 par-

ticle radius sets a lower limit for the distance threshold

we can apply, we chose three representative distance

thresholds of 1.5, 2, and 3 radii. In addition, if larger

thresholds were applied, adjustment for boundary effects

near the modelled nuclear surface would be required,

similar to [81], which could significantly increase com-

putational complexity. For analyzing enrichment of

co-localized pairs between chromosome interfaces, a dis-

tance threshold of 1.5 and 2 would not provide sufficient

data for several TFs, so only the threshold of 3 particle

radii was used in this case.
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