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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

During the machining of Ti-6Al-4V the changing deformation mechanisms produce a complex microstructure of segmented chips, which directly 
influenced tool-wear and process stability. Numerical simulation could give an insight into the physical phenomena involved in chip 
segmentation, but its accuracy is directly related to the reliability of the input parameters. In this work, therefore, three different flow stress law 
were evaluated coupled with a physical based ductile failure criterion, which depends on stress triaxiality and temperature. To this end, the flow 
stress laws were implemented in the finite element software AdvantEdge by programming user-defined subroutines. The resulting FEM models 
were compared with orthogonal cutting experimental tests (tubular/linear), analyzing different fundamental outputs (machining forces, 
temperatures in the workpiece and chip morphology). All the FEM models showed good agreement with the experimental results.  
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1. Introduction 

In recent years, titanium alloys have received considerable 
interest due to their wide range of applications mainly in the 
aerospace, automotive, chemical and medical industries. Ti-
6Al-4V (Ti64) is the most widely used titanium alloy that 
accounts more than 50% of the total titanium alloy production 
[1]. It presents low density in combination with high strength at 
significantly elevated temperatures, as well as, high creep and 
corrosion resistance [2]. Nevertheless, these thermomechanical 
properties mean this alloy is considered difficult-to-cut material 
mainly on account of its poor machinability resulting from its 
low thermal conductivity and high chemical activity.  

These properties at certain cutting conditions may produce 
chip segmentation [1], [3]. At high cutting speeds, it is 
commonly believed that the only reason for chip segmentation 
is adiabatic shearing, produced by the thermal softening of the 
primary shear zone [4], [5]. However, at low cutting speeds 
researchers have also reported the appearance of segmented 
chips. They argue this is due to the lack of ductility of the 
material which results in ductile failure and consequently chip 
segmentation [3], [6], [7].  

In machining conditions where segmented chip is obtained, 
significant force fluctuation occurs due to the change in the 
shear angle [8]. That fluctuation is commonly believed to be 
harmful to cutting tool life, because it causes fatigue damage to 
the tool and poor surface integrity of the machined part [1], [4], 
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The temperature was measured in the workpiece by 
thermography using the IR camera FLIR Titanium 550M. This 
technique consists of recording radiations emitted in the 
infrared domain, where spectral radiance is the highest. The 
emitted radiation of a real object is characterized by emissivity, 
defined as the ratio between the radiance of the object to that of 
the black body, for identical viewing conditions and 
temperature. The characterization of emissivity is therefore 
necessary to obtain reliable results. However, if the 
measurement region is painted completely black, to 
approximate a black body, the emissivity could be set at close 
to 1. This is the methodology that was followed for the 
temperature measurements in this research.  

3. FEM model 

The adequate selection of input parameters is of key 
importance when developing FEM models. Therefore, in this 
section the analyzed flow stress models are presented, as well 
as the physical based ductile failure criterion. Finally, the 
general description of the FEM model is set out.  

3.1. Flow stress model 

For the thermo-mechanical characterization of the Ti64, 
compression tests were carried out by varying the strain rate 
and temperature to assess their influence on the flow stress of 
the material. The experimental tests were performed in a 
Gleeble 3500 for strain rates between 1 and 100 s-1 and 
temperatures between 20 and 1000ºC. Three tests were done 
for each condition to ensure the robustness of the results.  

Three different flow stress models were analyzed in this 
research. The first was the Johnson and Cook model (JC) [13], 
due to its wide application in the machining numerical 
simulation field. The model considers isotropic hardening, 
strain rate hardening and thermal softening as three 
independent phenomena.  

The Power Law (PL) applied by Childs et al. [3] for the 
prediction of fundamental variables in the machining of Ti64 
was also analyzed. Like the JC model, this law also considers 
the influence of strain rate and temperature as independent 
terms. In addition, it introduces a cut-off strain to represent the 
strain softening, which the JC model does not consider.  

Table 3. Adjusted flow stress model parameters.  

JC PL [3] Iturbe 

A (MPa) 1130 σ0 (MPa) 930 σs (MPa) 1400 

B (MPa) 530 n 0.14 σ0 (MPa) 1150 

C 0.0165 c1 -1.4 10-3 A (MPa) 124.1 

n 0.39 c2 7.8·10-7 n 0.17 

𝜀𝜀0̇ 1 m 0.03 r 16.19 

Tmelt (ºC) 1650 Tc (ºC) 600 m 0.005 

Troom (ºC) 20 Tmelt (ºC) 1650 B 549.4 

m 0.61 ε0 0.022 C 0.02 

  𝜀𝜀0̇ 0.015 D 1.003 

    𝜀𝜀0̇ 1 

Finally, the flow stress model proposed by Iturbe et al. 
(Iturbe) [11] was evaluated. This last model is the most 
complex one since it includes a strain softening term, as well 
as  coupling between strain rate and temperature. However, its 
application for the numerical modelling of the machining 
process has hardly been studied to date.  

The adjusted parameters of the flow stress laws are 
presented in Table 3. The values of the PL were previously 
published in the work of Childs et al. [3]. 

Fig. 2 shows a comparison between the flow stress curves 
obtained with the three different models and the compression 
experimental tests. Different testing condition results are 
presented in order to show the veracity of the models at 
different conditions. All the models showed good correlation 
with the experimental tests and the trends were accurately 
predicted. The Iturbe model appears to obtain the best fit with 
the experimental results, followed by JC and PL. The greatest 
divergence between models were reported at high strains due 
to the difference in the strain hardening/softening term.   

Fig. 2. Comparison between flow stress models and experimental results. 

3.2. Ductile failure model 

As explained in the introduction, it is necessary to introduce 
a ductile failure model to represent the chip segmentation 
phenomena observed in machining of titanium alloy Ti64 at 
low cutting speeds. The applied physical based ductile failure 
model was explained in detail by Childs et al. [3]. It allows the 
representation of the physics involved in chip segmentation for 
high and low cutting speeds. At low cutting speeds, such as 
those used in this research, the ductile failure governs the 
complete segmentation of the chip. At high cutting speeds, 
however, there is another failure mechanism, thermal 
softening, which causes adiabatic shearing in the primary shear 
zone.  

Thus, the implemented ductile failure model consists of two 
stages: (i) initiation of the failure and (ii) flow stress reduction 
due to the failure of the workpiece material.  

As regards failure initiation, the Mohr-Coulomb failure law 
was selected. This model consists of the accumulation of 
damage (D) along a streamline. The damage is a function of 
stress triaxiality (η) and failure coefficients ( 𝜀𝜀𝑓𝑓,0  and c) 
(equation 1). The onset of failure occurs when the damage 
value reaches 1.  
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[8]. However, few works are reported in literature analyzing the 
chip segmentation phenomenon produced by the lack of 
ductility of the material.  

Broaching is a machining operation where low cutting 
speeds are commonly used. In such machining operations, lack 
of ductility is the main reason for chip segmentation which can 
produce severe degradation of the tool. In this scenario, the 
Finite Element Method (FEM) could give an insight into the 
physics involved in chip segmentation, and thus help improve 
tool design. Using this approach has the benefit of reducing the 
number of trial and error experimental tests, which is of special 
interest in this machining operation due to the high 
manufacturing cost of the broaching tools. 

However, for the development of accurate finite element 
models it is necessary to select the adequate input parameters in 
order to obtain robust results. As reported by Arrazola et al. [9] 
and Melkote et al. [10] the flow stress law is one of the key 
input parameters for FEM models. Moreover, Childs et al. [3] 
observed that in the prediction of chip segmentation the 
selection of the proper ductile failure model also significantly 
influenced the accuracy of the results.  

This paper focuses on the evaluation of three different flow 
stress laws coupled with a physical based ductile failure model 
for the prediction of fundamental variables (forces, 
temperatures in the workpiece and chip morphology) when 
orthogonal cutting titanium alloy Ti64 in conditions close to 
broaching. To this end, experimental compression tests were 
carried out at different conditions, varying the strain rate and 
temperature. Then, the results were adjusted to the different 
flow stress laws (Johnson and Cook, Power Law and Iturbe et 
al. [11]). Afterwards, the flow stress laws and the ductile failure 
criterion were implemented in the Finite Element software 
AdavantEdge by user-defined subroutines. Finally, the 
predicted results were compared to experimental 
orthogonal/linear cutting tests.  

2. Experimental tests 

Orthogonal/linear cutting experimental tests were carried 
out in a Lagun CNC milling machining center (CNC 8070). The 
toolholder was set in the spindle, while the workpiece was fixed 
to a force measurement dynamometer (Kistler 91299AA). The 
dynamometer was clamped to the machine table, which 
transmitted a linear movement to the workpiece. The accuracy 
of the dynamometer is 0.3% for the forces on the three axes. 
The insert support has a resonant frequency of 160 Hz in the 
cutting direction and 150 Hz in the thrust direction. The values 
were obtained by a hammer impact test, measuring the insert 
vibration with a laser displacement meter (resolution 0.01 μm). 
Fig. 1 shows the set-up. 

Fig. 1. The experimental set-up. 

The titanium alloy Ti64 workpiece had a length of 90 mm, 
to ensure that the thermal steady state was reached during the 
linear cutting tests. This enabled the correct measurement of 
temperatures with the IR camera.  

Broaching tools are generally made from High Speed Steel 
(HSS) because of the ease of manufacturing of this material. In 
the present research however, carbide inserts were employed as 
there is emerging interest in the development of broaching tools 
with interchangeable inserts, which could increase productivity, 
primarily in roughing conditions [12].  

The cutting condition selected (cutting speed of 7.5 m/min 
and feed of 0.1 mm) was close to those found in roughing 
broaching. Table 1 shows the input parameters of the 
experimental tests.  

Three trials were carried out to ensure robust results and 
estimate the uncertainty. All tests were performed in stable 
conditions without chatter or other phenomena that could affect 
the stability of the process. Moreover, the dynamics of the 
machine-tool were analysed by using the internal close-loop of 
the CNC to ensure that the whole linear test was carried out at 
a stable cutting speed with a deviation from the nominal cutting 
speed of less than 1%. 

Table 1. Input parameters of the experimental tests. 

Machine-tool Type High Speed Machining Center 
Lagun 

Cutting tool 

Insert reference Sandvik-TPUN 160312 H13A 

Material Cemented carbide 

Coating No 

Rake angle (º) 6* 

Relief angle (º) 5* 

Toolholder Reference WIDIA CTFPR-2020K16 

Lubrication Type Dry 

Workpiece 

Material Ti64 

Width (mm) 2 

Length (mm) 90 

Cutting 
conditions 

Operation Linear/orthogonal cutting 

Cutting speed (m/min) 7.5 

Feed (mm) 0.1 

* The angles are after the positioning of the insert in the toolholder.  

From each experimental test three output variables were 
analysed: (i) machining forces, (ii) temperatures in the 
workpiece and (iii) chip morphology. The equipment used for 
the acquisition of those variables is presented in Table 2. The 
measured forces were normalized by the width of cut (N/mm) 
to be comparable with the predictive models. 

The chips were ground and polished to obtain the chip 
morphology in the middle of the width of cut. They were also 
chemically etched with Kroll – composed of 2 ml of HF 
(hydrofluoric acid), 4 ml of HCl (hydrochloric acid) and 100 ml 
of distilled water – to allow observation of the microstructure. 

Table 2. Output parameters of the experimental tests. 

Machining forces Kistler 91299AA 

Chip morphology Leica DM IRM microscope 

Temperatures IR camera FLIR Titanium 550M 

IR camera

Workpiece

Tool Toolholder
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temperatures in the workpiece and chip morphology) when 
orthogonal cutting titanium alloy Ti64 in conditions close to 
broaching. To this end, experimental compression tests were 
carried out at different conditions, varying the strain rate and 
temperature. Then, the results were adjusted to the different 
flow stress laws (Johnson and Cook, Power Law and Iturbe et 
al. [11]). Afterwards, the flow stress laws and the ductile failure 
criterion were implemented in the Finite Element software 
AdavantEdge by user-defined subroutines. Finally, the 
predicted results were compared to experimental 
orthogonal/linear cutting tests.  

2. Experimental tests 

Orthogonal/linear cutting experimental tests were carried 
out in a Lagun CNC milling machining center (CNC 8070). The 
toolholder was set in the spindle, while the workpiece was fixed 
to a force measurement dynamometer (Kistler 91299AA). The 
dynamometer was clamped to the machine table, which 
transmitted a linear movement to the workpiece. The accuracy 
of the dynamometer is 0.3% for the forces on the three axes. 
The insert support has a resonant frequency of 160 Hz in the 
cutting direction and 150 Hz in the thrust direction. The values 
were obtained by a hammer impact test, measuring the insert 
vibration with a laser displacement meter (resolution 0.01 μm). 
Fig. 1 shows the set-up. 

Fig. 1. The experimental set-up. 

The titanium alloy Ti64 workpiece had a length of 90 mm, 
to ensure that the thermal steady state was reached during the 
linear cutting tests. This enabled the correct measurement of 
temperatures with the IR camera.  

Broaching tools are generally made from High Speed Steel 
(HSS) because of the ease of manufacturing of this material. In 
the present research however, carbide inserts were employed as 
there is emerging interest in the development of broaching tools 
with interchangeable inserts, which could increase productivity, 
primarily in roughing conditions [12].  

The cutting condition selected (cutting speed of 7.5 m/min 
and feed of 0.1 mm) was close to those found in roughing 
broaching. Table 1 shows the input parameters of the 
experimental tests.  

Three trials were carried out to ensure robust results and 
estimate the uncertainty. All tests were performed in stable 
conditions without chatter or other phenomena that could affect 
the stability of the process. Moreover, the dynamics of the 
machine-tool were analysed by using the internal close-loop of 
the CNC to ensure that the whole linear test was carried out at 
a stable cutting speed with a deviation from the nominal cutting 
speed of less than 1%. 

Table 1. Input parameters of the experimental tests. 

Machine-tool Type High Speed Machining Center 
Lagun 

Cutting tool 

Insert reference Sandvik-TPUN 160312 H13A 

Material Cemented carbide 

Coating No 

Rake angle (º) 6* 

Relief angle (º) 5* 

Toolholder Reference WIDIA CTFPR-2020K16 

Lubrication Type Dry 

Workpiece 

Material Ti64 

Width (mm) 2 

Length (mm) 90 

Cutting 
conditions 

Operation Linear/orthogonal cutting 

Cutting speed (m/min) 7.5 

Feed (mm) 0.1 

* The angles are after the positioning of the insert in the toolholder.  

From each experimental test three output variables were 
analysed: (i) machining forces, (ii) temperatures in the 
workpiece and (iii) chip morphology. The equipment used for 
the acquisition of those variables is presented in Table 2. The 
measured forces were normalized by the width of cut (N/mm) 
to be comparable with the predictive models. 

The chips were ground and polished to obtain the chip 
morphology in the middle of the width of cut. They were also 
chemically etched with Kroll – composed of 2 ml of HF 
(hydrofluoric acid), 4 ml of HCl (hydrochloric acid) and 100 ml 
of distilled water – to allow observation of the microstructure. 

Table 2. Output parameters of the experimental tests. 

Machining forces Kistler 91299AA 

Chip morphology Leica DM IRM microscope 

Temperatures IR camera FLIR Titanium 550M 

IR camera

Workpiece

Tool Toolholder
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Fig. 3. Comparison between predicted and experimental machining forces. 
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of the primary shear zone (approximately 300ºC) in the 
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in the primary shear zones were 50-100ºC higher than in the 
chip. 

Fig. 4. Comparison between the temperatures obtained in the a) experimental 
results and FEM results with b) JC, c) PL and d) Iturbe models. 
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could be about ±50ºC, needs to be taken into account. 
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the width of cut is predicted while in the experimental tests it 
is measured lateral to the chip, which might report lower 
temperatures. The experimental characterization of the 
emissivity could also improve the accuracy of the experimental 
measurements.  

Nevertheless, in general terms it could be stated that the 
three flow stress laws showed significantly good agreement 
with the experimental results. 

4.3. Chip morphology 

A comparison of both the experimental and FEM results is 
presented in Fig. 5. As can be observed, the predicted 
morphology qualitatively matches the experimental results. All 
the predicted chips presented similar plastic strain. The only 
visual difference is the segmentation frequency, since the pitch 
distance of the JC and Iturbe models appears to be lower than 
the PL, as was also observed in the machining force results.  

To quantitatively analyze the accuracy of the FEM models 
a comparison was done between the predicted and the 
experimental results with regard to the peak, valley and pitch 
distances (see Fig. 6). All three models accurately predicted the 
analyzed variables. However, it must be noted that in the peak 
and valley prediction, the best agreement was obtained with the 
JC model, followed by PL and finally Iturbe. 

Regarding pitch prediction, the Iturbe model showed the 
most accurate prediction, followed by JC and finally PL.  

In general terms it could therefore be concluded that the JC 
model showed the best agreement with the experimental results 
regarding chip morphology prediction. Nevertheless, all the 
models were able to accurately predict chip morphology. 

Fig. 5. Comparisons of chip morphology (all to the same scale) between a) 
experimental results and FEM results with b) JC, c) PL and d) Iturbe models. 
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(1) 

To introduce the influence of temperature, which is known 
to affect ductile failure [14], [15], equation 2 was used. The 
values chosen for the ductile failure were obtained from the 
work of Childs et al. [3]. 

(𝜀𝜀𝑓𝑓,0)𝑇𝑇 = 𝜀𝜀𝑓𝑓,0(1 + 𝑎𝑎𝑇𝑇),𝑇𝑇 < 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 
(𝜀𝜀𝑓𝑓,0)𝑇𝑇 = ∞,𝑇𝑇 > 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

(2) 

The influence of failure in the flow stress was presented as 
a reduction of the original flow stress as a function of the 
accumulated damage (D) and temperature [3].  

3.3.  Model description 

The simulations were performed in the commercial 
machining finite element software AdvantEdge™-2D V7.4015. 
This software has a coupled thermo-elasto-plastic Lagrangian 
code with continuous remeshing and adaptive meshing. The 
minimum element size in the simulation was set to 2 μm to 
obtain accurate results. Consequently, the elapsed simulation 
time using a 4-core parallel was approximately 8 hours.   

The flow stress laws coupled with the ductile failure model 
were implemented in the software by user-defined subroutines 
programmed in Fortran language.  

The thermal conductivity and heat capacity of the Ti64 and 
tool material (H13A) were obtained from literature [16]. 
However, the heat capacity of the tool was significantly 
reduced from the physical value, so as to reduce the time to 
reach the thermal steady state. This strategy was demonstrated 
by Arrazola et al. [17] and by Childs et al. [3].  

The tool micro geometry was measured by an optical 
profilometer, Alicona IFG4. The setup included a polarized 
lens of 10x with a ring light to improve the quality of the 
captured profiles. The vertical resolution was of 200 nm, and 
lateral 2 µm. A cutting edge radius of 25±2 µm was measured 
in all the edges used in the experimental tests (3 edges). 

Finally, the tool-chip contact friction law was chosen. As 
observed by Arrazola and Ozel [18] the friction model strongly 
influences the simulation results, mainly in the thermal fields. 
The applied friction law was a sticking-sliding model (equation 
3). Rech et al. [19] found that the sliding velocity is inverse to 
the friction coefficient, and thus at the low cutting speeds of 
broaching operations high friction coefficients need to be 
applied. To that end, in the present simulations a µ value of 1 
was chosen ensuring that most of the contact was governed by 
the sticking region as reported by Childs [20]. 

𝜏𝜏 = min(𝜇𝜇𝜎𝜎𝑛𝑛, 𝜎𝜎/√3) (3) 

A summary of the input parameters of the FEM model is 
presented in Table 4.  

 

Table 4. Input parameters of the FEM model. 

Young’s modulus (GPa) Ti6Al4V 115 

 Carbide 500 

Poisson’s ratio Ti6Al4V 0.3 

 Carbide 0.3 

Conductivity (W/mºC) Ti6Al4V 6.7 

 Carbide 100 

Heat capacity (MJ/m3) Ti6Al4V 2.3 

 Carbide 0.1 

Friction coefficient µ 1 

Cutting speed (m/min) 
 

7.5 

Feed (mm)  0.1 

Rake angle (º) 
 

6 

Clearance angle (º) 
 

5 

Cutting edge radius (µm) 
 

25 

4. Results and discussion 

This research focuses on the evaluation of different flow 
stress laws with ductile failure model for the prediction of 
fundamental variables (machining force, temperatures and chip 
morphology) under broaching conditions. To this end a 
comparison was made between the predictions obtained with 
each of the flow stress models and the experimental results.  

4.1. Machining forces 

In the experimental results fluctuation of forces were 
obtained due to the segmentation of the chip. In Fig. 3 the red 
dashed lines represent the peaks and valleys in the experimental 
forces, which matches the chip segmentation. In general terms, 
the three flow stress models presented good agreement with the 
experimental results, and the peak and valley experimental 
forces were qualitatively well predicted by all the models. 
Nevertheless, the JC model appears to slightly underestimate 
the forces in comparison to the other models, as also observed 
by Ducobu et al. [21] for certain JC parameters of Ti64. 

The main difference between the flow stress models resides 
in the frequency of the segmentation, i.e., the distance between 
peaks or valleys of the forces. As can be observed, a similar 
frequency was obtained for Iturbe and JC models and slightly 
lower for the PL. This is evaluated in greater depth in the chip 
morphology results.  

4.2. Temperatures 

All the temperatures of the simulations were obtained at the 
same point in time within their respective simulations, just after 
the beginning of the shearing of the chip, after 1 mm of cut, and 
once the thermal steady state was completely reached.  

As can be observed in Fig. 4 all the models presented similar 
thermal fields, showing the highest temperatures in the primary 
shear zone, mostly near the cutting edge. Temperatures of up 
to 400ºC were obtained with the JC model, and even higher 
with the Iturbe and PL.  
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temperatures. The experimental characterization of the 
emissivity could also improve the accuracy of the experimental 
measurements.  

Nevertheless, in general terms it could be stated that the 
three flow stress laws showed significantly good agreement 
with the experimental results. 

4.3. Chip morphology 

A comparison of both the experimental and FEM results is 
presented in Fig. 5. As can be observed, the predicted 
morphology qualitatively matches the experimental results. All 
the predicted chips presented similar plastic strain. The only 
visual difference is the segmentation frequency, since the pitch 
distance of the JC and Iturbe models appears to be lower than 
the PL, as was also observed in the machining force results.  

To quantitatively analyze the accuracy of the FEM models 
a comparison was done between the predicted and the 
experimental results with regard to the peak, valley and pitch 
distances (see Fig. 6). All three models accurately predicted the 
analyzed variables. However, it must be noted that in the peak 
and valley prediction, the best agreement was obtained with the 
JC model, followed by PL and finally Iturbe. 

Regarding pitch prediction, the Iturbe model showed the 
most accurate prediction, followed by JC and finally PL.  

In general terms it could therefore be concluded that the JC 
model showed the best agreement with the experimental results 
regarding chip morphology prediction. Nevertheless, all the 
models were able to accurately predict chip morphology. 

Fig. 5. Comparisons of chip morphology (all to the same scale) between a) 
experimental results and FEM results with b) JC, c) PL and d) Iturbe models. 
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To introduce the influence of temperature, which is known 
to affect ductile failure [14], [15], equation 2 was used. The 
values chosen for the ductile failure were obtained from the 
work of Childs et al. [3]. 
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The influence of failure in the flow stress was presented as 
a reduction of the original flow stress as a function of the 
accumulated damage (D) and temperature [3].  

3.3.  Model description 

The simulations were performed in the commercial 
machining finite element software AdvantEdge™-2D V7.4015. 
This software has a coupled thermo-elasto-plastic Lagrangian 
code with continuous remeshing and adaptive meshing. The 
minimum element size in the simulation was set to 2 μm to 
obtain accurate results. Consequently, the elapsed simulation 
time using a 4-core parallel was approximately 8 hours.   

The flow stress laws coupled with the ductile failure model 
were implemented in the software by user-defined subroutines 
programmed in Fortran language.  

The thermal conductivity and heat capacity of the Ti64 and 
tool material (H13A) were obtained from literature [16]. 
However, the heat capacity of the tool was significantly 
reduced from the physical value, so as to reduce the time to 
reach the thermal steady state. This strategy was demonstrated 
by Arrazola et al. [17] and by Childs et al. [3].  

The tool micro geometry was measured by an optical 
profilometer, Alicona IFG4. The setup included a polarized 
lens of 10x with a ring light to improve the quality of the 
captured profiles. The vertical resolution was of 200 nm, and 
lateral 2 µm. A cutting edge radius of 25±2 µm was measured 
in all the edges used in the experimental tests (3 edges). 

Finally, the tool-chip contact friction law was chosen. As 
observed by Arrazola and Ozel [18] the friction model strongly 
influences the simulation results, mainly in the thermal fields. 
The applied friction law was a sticking-sliding model (equation 
3). Rech et al. [19] found that the sliding velocity is inverse to 
the friction coefficient, and thus at the low cutting speeds of 
broaching operations high friction coefficients need to be 
applied. To that end, in the present simulations a µ value of 1 
was chosen ensuring that most of the contact was governed by 
the sticking region as reported by Childs [20]. 

𝜏𝜏 = min(𝜇𝜇𝜎𝜎𝑛𝑛, 𝜎𝜎/√3) (3) 

A summary of the input parameters of the FEM model is 
presented in Table 4.  
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Poisson’s ratio Ti6Al4V 0.3 
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4. Results and discussion 

This research focuses on the evaluation of different flow 
stress laws with ductile failure model for the prediction of 
fundamental variables (machining force, temperatures and chip 
morphology) under broaching conditions. To this end a 
comparison was made between the predictions obtained with 
each of the flow stress models and the experimental results.  

4.1. Machining forces 

In the experimental results fluctuation of forces were 
obtained due to the segmentation of the chip. In Fig. 3 the red 
dashed lines represent the peaks and valleys in the experimental 
forces, which matches the chip segmentation. In general terms, 
the three flow stress models presented good agreement with the 
experimental results, and the peak and valley experimental 
forces were qualitatively well predicted by all the models. 
Nevertheless, the JC model appears to slightly underestimate 
the forces in comparison to the other models, as also observed 
by Ducobu et al. [21] for certain JC parameters of Ti64. 

The main difference between the flow stress models resides 
in the frequency of the segmentation, i.e., the distance between 
peaks or valleys of the forces. As can be observed, a similar 
frequency was obtained for Iturbe and JC models and slightly 
lower for the PL. This is evaluated in greater depth in the chip 
morphology results.  

4.2. Temperatures 

All the temperatures of the simulations were obtained at the 
same point in time within their respective simulations, just after 
the beginning of the shearing of the chip, after 1 mm of cut, and 
once the thermal steady state was completely reached.  

As can be observed in Fig. 4 all the models presented similar 
thermal fields, showing the highest temperatures in the primary 
shear zone, mostly near the cutting edge. Temperatures of up 
to 400ºC were obtained with the JC model, and even higher 
with the Iturbe and PL.  
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Fig. 6. Comparisons of chip morphology results.  

5. Conclusions 

In this paper, an evaluation of three different flow stress 
laws coupled with a physical based ductile failure model using 
FEM modelling has been presented. The main highlights of the 
study are the following: 

• No significant differences were reported between the 
different flow stress models, with regards to the three 
analyzed fundamental variables (machining forces, 
temperature in the workpiece and chip morphology).  

• All the prediction models showed good agreement with the 
experimental results for all outputs.  

• Using complex flow stress models that take into account the 
strain softening phenomenon or/and the coupling between 
temperature and strain rate showed no significant 
improvement in the predictions.  

• The reason for the small differences between models could 
reside in the cutting conditions. This is because the greater 
divergence between models are reported at high strain 
values, which are commonly produced in severe cutting 
conditions (high cutting speed and feed). Therefore, for 
broaching conditions where low cutting speeds are 
commonly used, the selection of a complex flow stress 
model seems not to have significant influence on the 
accuracy of the results. 

• It is common practice to focus on experimental 
identification of the flow stress law, disregarding the ductile 
failure model. In the cases where ductile failure is 
considered, it is frequently obtained by a calibration 
procedure without any physical base. However, in the 
present work it has been demonstrated that the adequate 
selection of the ductile failure model could be a key aspect 
to accurately predict fundamental variables.  
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