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The Rise of Crypto-Ransomwarein a Changing Cyber crime L andscape:
Taxonomising Counter measur es

Lena Y. Connolly, David S. Wall

Cybercrime Group, Centre for Criminal Justice Studiebo8I of Law, University of Leeds,
UK

Abstract

Year in and year out the increasing adaptivity of offenders maintainedansomware’s
position as a major cybersecurity threat. The cyloerdy industry has responded with
similar degree of adaptiveness, but has focussed moretaplmical (sciencejhan ‘non-
technical’ (social science) factors. This article explores emgily hew organisations and
investigators have reacted to the shift in the ransomveargstape from scareware and
locker attacks to the almost exclusive use of cryptoeramgare. We outline how, for various
reasons, victims and investigators struggle to respond igéfscto this form of threat. By
drawing upon in-depth interviews with victims and law. enforestrofficers involved in
twenty-six crypto-ransomware attacks between 2014 and 2018 anchnsmiuctive content
analysis method, we develop a data-driven, taxonomy of crgosomware
countermeasures. The findings of the research indicateeslaonses to crypto-ransomware
are made more complex by the nuanced relationship- betwedrdinical (malware which
encrypts) and the human (social engineering whichirssiigates most infections) aspects of
an attackAs a consequence, there is no simple technological ‘silver bullet’ that will wipe out

the crypto-ransomware threat. Rather, a ‘multi-layepmtaach is needed which consists of
socio-technical measures, zealousafront-line managets aative support from senior
management.

Keywords. Crypto-ransomware, malwareocial engineeringsecurity countermeasures,
management support, organisational settings, cybercrime

1. Introduction

In a world of cloud-driven,computing, many businesses anchs@#&ns now rely wholly
upon their IT and<data systems to function effectivedythe point that “IT services are
becoming a critical ‘frastructure, much like roads, telebty, tap water and financial
services” (Franke;2017, p.130). Realising the importance of these IT assets to organisations,
since early/the000’s cybercriminals have increasingly explored different cytlbetics to
attack businesses (Wall, 2015). In recent years, offeridens sought to extort money via
crypto-ransomware attack¥his form of malware scrambles valuable data with virtually-
unbreakable’ encryption and does not release (decrypt) itaunéihsom is paid. This is a
significant shift from early variants of ransomware sastscareware and lockers and it has
increased the impact of ransomware and the overall seeesi®f the threat

This article empirically explores how organisations ancestigators have respaetlto the
shift in the ransomware landscape from scareware and loitkeksto the almost exclusive
use of crypto-ransomware. In it, we draw upon empiricgdaech to outline how, for various
reasons, victims and investigators struggle to respond tdatims of threat effectively. In
Section 2 we describe changes in the ransomware landscdpxg@lore the strengths and
weaknesses of the literature to identify the key reseabpéctives. Section 3 outlines the
methodology to undertake the research ian8ection 4we present and discuss our findings
Section 5 concludes.



2. Background
2.1 The Rise of Crypto-Ransomware

As indicated earlier, the ransomware landscape is chgmyamatically. In 2018, Sophos
found that half (54%) of the organisations they surveyedbegn a victim of ransomware in
the previous year with an average two attacks each. Thehdwal sector was hit most,
followed by energy, professional services, and the regatior. India had the highest level of
infection, followed by Mexico, U.S., and Canada. Thgaarters (77%) of organisations were
running outef-date endpoint security at the time of the attack and(Bdfo) did not have
specific anti-ransomware protection in place (Sophos, 2019).

Not surprisingly, when organisations are hit by crypto-ransoewibe costs af recovery are
considerable. For example, Sophos found in their 2018 sure¢ythb median cost of an
attack was $133,000, with most organisations experiencing losdestween $13,000 and
$70,000- a lot of money for a small enterprise which often srhilden.costs such as loss of
reputation. These costs are overshadowed by the langgwmsvare,worm attacks, such as
NotPetya, where international shipping firm Maersk isnested to have lost up to $300
million dollars (Mathews, 2017). The overall cost of rang@nme damages for 2017 wa
estimated to be $5 billion and it is predicted to reach $11(5 billi@@19 (Morgan, 2018).

In addition to significant financial losses, the riskrafisomware-victimisation has increased
by 97% since 2017 (Dobran, 2019) and the trend is continuing. Ma28aB)(estimated that
by the end of 2019 ransomware will attack a business every bhdsedecreasing to 11
seconds in 2021. This is compared to 40 seconds in 2016 as rdpokaspersky (Ivanov et
al., 2016). The picture becomes even moresgloomy when rams fof attack enablers are
considered such as Ransomwasa-Service (R&S) which opens the ‘gates’ to offenders
without technical experience.

As the ransomware threat grows, then'so does the flistffenders and the increased
sophistication of their victimisation,techniques. Ransomwaters (especially the enabling
brokers who provide &§6) inereasingly employ advanced delivery techniques, including
powerful botnets capable of'sending millions of malicioessages per day and also Internet
scanners that identify vulnerable Internet Protocol @éjresses. Furthermore, the use of
anonymised platforms/on the Dark Web, spoofed email addrassesryptocurrencies for
payments makes it easier for offenders to concealdigital footprints (Taylor et al., 2019).

All of these developments in the ransomware landscape rbhakeich harder for law
enforcement agéncies to’investigate ransomware crimes and is not helped by the offender’s
use of strong encryption which makes it hard for victimsetsist the attackers demands. If
victims do ‘not have backups in a secure location and 8teirlormation is mission- or
safety-critical,"the incentive to pay the ransom ghhiwhich strengthens the ransomware
business model. Even supposed decryption services haveceehtd pay the ransom to
release the data rather than spend time decrypting it (DadtkKao, 2019).

2.2 Related Work

The subject of ransomware has received much atteraon dcademics, practitioners and
government bodies (Broadhead, 2018). The FBI (2018), the NaGyha&r Security Centre
(NCSC) (2018) and Europol (2016) issued documents providing guidelinksw to protect
organisations from ransomware. The FBI (2018) warned that mirends the most effective
defence against ransomware, and it is critical to takeaptiens for protection. Security
vendors are responding by offering sophisticated technidati®ts against ransomware.
Since 2016, due to its prevalence, Cyber Threats ReporteBuropean Union Agency for



Network and Information Security (ENISA) included ransomware @agparate threat from
malware, offering relevant information and statistiEBI[SA, 2018).

Our search of the scholarly literature revealed that relsemn ransomware has particularly
mushroomed since 2016. We reviewed over 100 academic papers eincelirect,
IEEEXplore, ACM Digital, and Google Scholar databa3eshnical analysis of ransomware
(Subedi et al., 2018; Zimba et al., 2017) has improved our unaeirsgaof how this threat
operates, subsequently leading to promising remedies. Ram@ge countermeasures
research emphasised the importance of security educébiommonds, 2017), policies
(Richardson and North, 2017), and technical controls such tastida (Jung and Won,
2018), securely-configured software and hardware (Saxena and28b8), anti<virus (AV)
software (Pathak and Nanded, 2016), email hygiene (Jakobsson, 2@ti7)ntrusion
Prevention System (Adamov and Carlsson, 2017). Organisatiensdvised to upgrade old
systems (Mansfield-Devine, 2018), execute regular patching ({@ag2@17), apply the
“least privileges” approach (Parkinson, 2017), segregate the network perimeter (Fimin,
2017), and implement effective backup practices (Gonzalez/-anghjid¢h, 2017).
Additionally, several recovery solutions have been pregds restore (Baek et al., 2018) or
decrypt (Kolodenker et al., 2017) files that were scramblechgliine attack.

Although the abundance of researeh ransomware .demonstrates that academic and
practitioner communities are acutely aware of the, proldewh are keen to find suitable
solutions, most of the literature on ransomware focuselgnon technical solutions, with
the exception of just a few (for example, Fimin, 2017; @@yr2017; Richardson and North,
2017). Limitations of solely focusing on technical, solutionsh ¢ontext of cyber incidents
has been already acknowledged in the academic liter&ore¢lly et al., 2017a). As Franke
(2017, p.131) put it, “security breaches cannot\be ‘prevented by technical means alone”.
Besides, contemporary research acknowlsdfg®e importance of an interdisciplinary
approach to combatting cyber threats=(Choo, 2014). Morealespite recent technical
advancements (for exampl&V software-that contains dedicated ransomware protection
algorithms in place, advanced email filters etc.), ransamvatacks continue to hurt
organisations around the globe.

Ransomware is not simply aitechnical problem, but andisi@plinary one (Sittig and Singh,
2016). Offenders increasingly use social engineering techniquesnetrate organisational
networks as the first"point of entry. The element xibeion includes many psychological
tricks in order to.foree victims to pay, including couwntach clocks, explicit warnings of
consequences.of losing data, an offer to provide securityeadvimrder to avoid subsequent
attacks, o strict deadline to pay with very little time to think @ome cases only 24 hours
IS given to victims to make the decision). Professiafi@nders employ business models to
assess/the optimal ransom amount. Ransomware incidepressent a complex ecosystem
and adversary/actors exploit a combination of weaknesses comprising of the ‘human factor’
element, technical shortcomings, the lack of expentisba security domain, poor leadership
and\ insufficient funding in organisations. Therefore, tigective of this study is to
understand the dynamics of crypto-ransomware attacks andnirsiolutions that will help
organisations respond to these incidents. We approadssiiie of ransomware holistically
and take a more inclusive stance in understanding andiidgféas threat.

To the best of our knowledge, no similar research with sudpecific focus on crypto-
ransomware has yet been conducted. Crypto- is the @diss paper as it is currently the
most prevalent type of ransomware when compared to loekerscareware, and it inflicts
most damage due to its frequent irreversibility. Moreovempirical investigations of
ransomware attacks are rarely reported. Our own literateaecles discovered only one



paper by Shinde et al. (2016), in which the authors based thgiings on a small-sample
survey and two interviews. By collecting data directiynfrvictims, practitioners and police,
we developed a comprehensive set of practical recommenrslatfdoh are illustrated later.

3. Research M ethod

We adopteda qualitative research approach using an inductive content analysis method as a
suitable methodology to reach this study’s goal. Qualitative inquiries aim to gain a deep
understanding of a phenomenon under study (Maykut and Maseh®994). We conducted

a series of qualitative semi-structured interviews and hetsttasfgroup through which we
probed and explored in order to generate rich data and @btiap understanding of crypto-
ransomware from an interdisciplinary perspective. Our saogmprised of individuals who

had first-hand experience with crypto-ransomware attaskgictims or investigators, the
latter included Police Officers from UK’s various cybercrime units (CCU)."We also drew

upon secondary data in the form of interview follow-up ésmand confidential Incident
Reports shared by victims. These secondary data sourcefowedeto be useful throughout

the data analysis for post-interview clarifications aadfying resuits.:In our data collection
guest, we were interestea how organisations became infected and how they subsequently
recovered. We focused on their self-reflections prioand during, the attacks and also any
practices that helped them mitigate attacks and recavekiygulkeinally, we drew out any
lessons that victims learned as a result of the, attackk-looked at the post-attack
organisational changes that they implemented. We used thdaddevelop an all-inclusive
taxonomy of crypto-ransomware countermeasures ‘congisfia) socio-technical measures

b) actions for front-line managers and c) senior managerais taxonomy will be useful as

the basis for a guide for practitioners which.will "enaaite effective response to crypto-
ransomware attacks.

3.1 Sampling strategy

Twenty-six purposefully selected ransomware incidents werlerexpin depth. The attacks
took place between 2014 and 2018. . They comprised of diverse ceyonrnware examples,
including recently-emerged variants /such as Cerber, S&itBaymer, WannaCry, Dharma,
and HiddenTear and older samples such as CryptoWall, Qrygker, TeslaCrypt, and
KeyHolder. Seeking to.{find asbalance between targetingahgrand machines as an initial
victimisation point, we included a variety of attack vestsuch as malicious emails, brute-
force, and drive-by<downloads. Our sample was comprised of seg@ms of various sizes,
industries, and from both public and private sectors. The imgfabe ransomware attacks
ranged from mild” disruptions with a relatively quick recovéoy severe outcomes that
affected the’operation of the businesses for months.

Details ,of the attacks and the victim organisations whoicgzated in this research are
outlined in Table 1. It indicates the victisindustry, organisation size and sector, and attack
vector and-target (human or machine). To respeatictpondents’ confidentiality, aliases are
used and ransom amounts concealed as they could othéavissed to identify some of the
informants. Also, the names of the ransomware variand the time of the incidents were
intentionally not linked to orgnisations’ aliases to further preserve the respondents’
anonymity. These extra precautions helped us gain trust afttgiewees and collect some
very sensitive data.



Table 1. A Profile of Respondents, Organisation Type and Attack details

Organisation | Industry; size; sector Attack vector (9) Attacker target
alias
LawEnfJ Law enforcement; small Email Human
public
GovSecJN Government; large; public | Email Human
GovSecJ Government; large; public | Multiple attacks: Multiple attacks:
1.Drive-by-download 1.Machine
2.Email 2.Human
3.Drive-by-download 3.Machine
4.Drive-by-download 4.Machine
EduclinstF Education; large; public Drive-by-download Machine
EduclnstFB Education; large; public Brute-force Machine
LawEnfM Law enforcement; small Multiple attacks: Multiple attacks:
1.Email 1.Human
2.Email 2.Human
GovSecA Government; large; public | Brute force Machine
LawEnfJU Law enforcement; mediun] Malicious email Human
public
HealthSerJU | Health service; large; publig Multiple attacks: Multiple attacks:
1.Brute-force 1.Machine
2.Malicious email 2.Human
LawEnfF Law enforcement; mediun] Malicious email Human
public
ITOrgA IT; small; private Brute force Machine
ConstrSupA | Construction; small; private| Brute force Machine
EducOrgA Education; small; public Brute force Machine
SecOrgM IT; small; private Email Human
ITOrgJL IT; small; private Brute\force Machine
CloudProvJL | IT; small; private Brute force Machine
InfOrgJL Infrastructure; medium|“Brute force Machine
private
ConstrSupJ Construction; small; private| Brute force Machine
RelOrgJ Religion; medium;private | Email Human
SportClubJ Sport; largeyprivate Brute force Machine
UtilOrgD Utilities; large;fprivate Brute force Machine

3.2 Data collection

The data was collected-between January and December 2018 arel istempew questions
are illustrated-in"Appendix 1. The majority of interviews eveonducted faces-face, but a
few interviews with overseas respondents were conducted ypeS3ind one was done via
email correspondence. Whilst selecting respondents, we sougbssgiafals who had direct
experience of dealing with the ransomware incidents. A tdté@l2orespondents directly
participated”in the research (5 in the focus group and 17 enviewvs) The intervievees
includedrten 1T/Security Managers and Executive Managersamitaverage of 17 years of
professional experienceas well as six Police Officers with an average of 19 syesr
experience in the field. Additionally, a Security Reshardrom a cyber security company
with 15 years of experience was interviewed. Finally, a fgrasp was conducted with four
Detective Constables working in the field and a Civilianb€grime Investigator who
together had an average of seven years in the field. vidrage duration of interviews was
about one hour and ten minutes, resulting in 386 pages ofritaat text in addition to 119
pages of documentation.

In any qualitative research, resource constraints afietate when data collection ends,
however, a point of sufficient “theoretical saturation” is normally reached after about a dozen



or so observations (Miles and Huberman, 1994, pp. 30-31; Es#nt889). In this study,
we felt that we reached the point of diminishing returnsratbout twenty cases and in total
we examined twenty-six crypto-ransomware incidents eveugthohe incremental learning
had already reached a plateau.

2.3 Data analysis procedure

The data analysis consisted of five phases (Figure HsePh (open coding) began with
reading through transcribed text to “obtain the sense of the whole in order to learn what is
going on, before it can be broken down into semalieaning units” (Bengtsson, 2016, p.11).
Each identified unit was first condensed and then labelled thvé code (Appendix 2). The
process of open coding refers to a non-hierarchical getit-driven deconstruetion of data
and resulted in 112 distinctive codes (Appendix 3), including ipeqit.1.1.1=2.5.5,2) and
negative (3.1.1.1- 4.5.3.1) codes. Positive codes represent experiences héped
organisations respond to attacks, while negative codes refexctord thatinitiated the
infection, facilitated its further spread, and hindered ¢loevery. Changes implemented after
attacks have been also reflected in positive codes.

-\H\ I i1 ."/- 1 i -H\'\. -\-\\.
Phase 1 Phase 2 Phase 3 Phase 4 Phase 5
: : Developing Developing
Open Developing Developing Gverarching Study
Coding Categories Themes
Themes Taxonomy
A& ¥ g 4 A -

Figure 1. The phases of data analysis.

In Phase 2, the process of categorisation{took place (see Figime (Reater detail).
Categories were identified and units_of texts from Phaser& sorted into categories. Data
units that fitted with the identified categories validateat tcategory. Furthermore, data units
that failed to fit with existing categories generatedd¢eso the formation of additional
categories. Over the course<of this analytical prockescategories underwent various
changes: while some of them were substantiated quidigrowere eliminated as irrelevant
to the focus of inquiry; some were merged due to overlap aledet® be re-defined, and new
categories emerged. Due to the large volume of qualitdétee further sorting was required,
and categories were-grouped into themes in Phase 3 (see FiguradssBe (2016, p.12)
stressed that “identified themes and categories should be internally homogenous and
externally heterogeneous, which means that no data staduloefween two groups nor fit
into more thantone group”; we certainly met this condition. The themes from Phase 3 were
further sorted into four overarching themes in Phase 4 (seeeRyur
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—
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1.1.2 effective report 4.3.1 poor resources \
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education . . security practices | communication
1.4.1 ransomware was f(/ \\\ strategy with
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saved our skin controls recovery

T T —

4.5 Poor incident| internal personnel

Response plan 4.5.3 poor business
continuity plan

3.1 Network 3.1.1 lack of
security network visibility
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2.1.1 user education |2 1. Improved 2. Changcs 13, Factors that
;‘1111’;&?‘5'1“"‘?“ user education following | enabled
.1.2 face-to-face R e
! g 2.2 lmpmved crypto- mﬁﬂﬂ _ 31.1.3 RDP
security education wohnioal  ransomware md}m ﬁuﬂ:ﬁt 5.2 Lacli: :t::f S RO
measures \@““ spread ' appropraie 3.1.4 access control

2.2.1 improved patching

2.2.2 email hygiene - technical controls .

; - : mismanagement
2.2.3 improved upgrade 2.3'I{pdated 24 Improved | 313 poor security practices 3.1.5 servers’ poor
2.2.4 advanced detection| policies and  petwork : ti
T R i 3.4 Tack-or naming conventions

g ractices management iy

2.2.5 firewalls Improved inci insufficient
2.2.6 improved backup 23 lzdnmmdmt security education 3.4.1 the

; response p weakest link
practices
2.2.7 improved anti-yirus 3.2.1 out-of-date devices
2.2 8 publicly-facing sites protection 3.2.2 insufficient firewall

3.2.3 insufficient anti-virus
3.2.4 lack of web filters
3.2.5 lack of detection software

2.3.1. formal agreement with partners
2.3.2 systems shut-down
2.3.3 no personal business on agency's machine

2.4.1 improved communication sirategy 3.3.1 Friday and weekend attacks
| 2.5.1 access control management 3.3.2 personal use of organisations’ /
Y 2.5.2 downsizing IT estate computers
\\ 2.5.3 documenting IT estate 3.3.4 lack of formal agreement with partners
2.5.4 network segmentation 3.3.5 not shutting down at the end
\2',5,5 Remote Desktop Protocol (RDP) measures | of the day
~___ 2.5.6 virtualisation =

Figure 2. Data analysis results (Expanding phases 2-4).

In the, final phase (Phase 5), negative codes were dedverto positive, leading to the
formation of taxonomy that consists of response tools (cen&medl measures necessary to
implement in organisations in order to respond to crypto-rawsoen effectively) and
enablers of change (a group of employees who must ensure tinésatiga is prepared for
cyber-attacks) (see Figure 3). To ensure the valididatd analysis, and maintain the quality
and trustworthiness of the procedure, each phase was péef@everal times. Appendix 2
transparently represents the process from raw datautsresquired to ensure the quality of
analysis. The use of secondary data was a further drethe validity of the data analysis;
secondary data was also used througout all phases oaualysis (together with primary
data) as an important source of post-interview clariboat



3.4 Reliability and validity of findings

Several measures were taken to verify the study resmdtseasure the reliablity of the
findings. First, the employment of the purposeful samgptechnique prevented sampling
distortion. Second, the sample size was determinedebprihciple of theoretical saturation.
Third, secondary data served as an important validatomdinfis. Fourth, we also asked
respondents to provide feedback on interview transcriptstay findings and subsequently
made appropriate corrections. Fifth, the results wereedhaith an experienced researcher
from TrendMicro, who provided important expert comments.thSiall findings are
supported by interviewees’ quotes, providing additional verification. Finally, the high degree
of unanimity among study informants about the necessaryiseg®mnal measuresito respond
to the crypto-ransomware threat suggests that the remeltseliable and will not change
significantly if additional organisations were to be iniewed. We believe these precautions
have eliminated most inaccuracies and misunderstandings themdata ‘collection..
Although we do not claim that the list of proposed measugreshaustive;-the utilisation of
the aforementioned measures ensures reasonably relisils.re

As for the validity of findings, the situation is generathpre-complex if the chosen method
is interview because the interview process inevitably allowticfmants to answer questions
in ways that distort the facts. However, in this study,siheation appears to be unique, that
is participants had various incentives to provide factaalars. Although we do not claim
that the study participants were entirely honest orforthieg, several factors allow us to
conclude that interviewees provided trustworthy replies.t,Filee majority of victims
suffered greatly from crypto-ransomware attacks, inclugiagsonal emotional distress as
well as physical damage to the IT infrastructure. The kegritive for participation in this
study was to share their experiences\with”"the aim teeptefuture attacks on other
organisations. Interviewees appeared. tosbe genuinely ceacerith the threat that crypto-
ransomware presents, including its recent proliferatiahthe consequences it may entail,
and several respondents strongly disapproved the factrthay organisations are hiding
cyber-attacks. Second, severaltinterviewees were appallébebfact that criminals held
them hostages and wanted to\‘share their story’ and warn other organisations. Third, almost

all victims actively participated in validation exercisasd expressed a keen interest in
receiving final findings: As\for Police Officers from th€0s, the very nature of their job is
to reduce cybercrime. Hence, they have a genuine ihter@soviding objective data. Our
observation was thatwlaw enforcement representativadilyeshared data on ransomware
attacks, carefully.concéiag victims’ identities. Other tactics that may have ensured honesty

in informants included clearly-communicated anonymity procedare®ption to change or
delete parts of text in the transcripts and in this paver even to withdraw from the study at
any point of time.

4. Study findings and discussion

The taxonomy’s components (response tools and enablers of change such as front-line
managers and senior management; see Figure 3) were derinedrfranalysis of the data
from semi-structured interviewshich sought to obtain respondents’ reflections upon their
personal experience of responding to crypto-ransomwaaekatt These next two sections
(4.1 and 4.2) outline the views of the respondents which l[dgettaxonomy.
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Figure 3. A taxonomy of crypto-ransomwar e counter measur es

4.1 Responsetools




The interviewees felt that an all-round comprehensive agpratowards security is
absolutely vital in order to protect organisations againstoransre attacks. More
specifically, they strongly emphasised the importance af sseurity educatigntechnical
measuresnetwork securitysecurity policies and secure practicasd the incident response
strategy as essential response tools to protect organisatidnst aggpto-ransomware (see
Figure 3). As the IT/Security Manager, GovSecJN put it:

“The importance of a comprehensive approach to security cannot be underestimated. That is,
not only relying on controls which prevent these sorts of atteorks happening in the first
place, but also how you then react when you are hit. Not if yethiar when you are hit.
Because everybody will be hit if you connect to the Internet”.

Preparation is therefore essential, but as EducinstBBsavSecJN warned, evenwith all the
appropriate measures implemented, an organisation caneaslly become a victim.
Nevertheless, a well-prepared organisation will be ablesiworel effectively:

“When the ransomware hit, we were not panicking. We practice good basic security principles,
so we were confident. We knew that we had solid backups. Wehben in multiple locations

and those files that were affected were going to be easy to recover.” (I'T/Security Manager,
LawEnfJ)

GovSecA, in contrast, had no proper security measures@e.plParts of their system were
out-of-date, the network management was poor, there was no geeduitation and they
lacked an incident response strategy. The organisatiorsafered from a chronic lack of
funding and poor leadership. Subsequently, the.ransomware atidck severe impact,
making it unable to deliver critical services to ‘customersniany months as well as a
significant loss of sensitive data. At the time'ofittienview, GovSecA had already been in a
post-attack recovery process for eight months andnteeviewee stressed that the recovery
was still not completed.

Although our literature search revealed.a bias towards tettaaigancements, our findings
suggest that a comprehensive appreach to security is essemdunter crypto-ransomware.
This is in line with research that,focuses on cyber #gaargeneral. For example, Kraemer
et al. (2009) argued that accomprehensive approach is necessamgngthen cyber security
in organisations. Bulgureu et'al. (2010) stressed that alth@ghital controls help improve
security in organisations;, relying on them exclusivelyaklem enough to combat cyber
threats. While organisations’invest more in technology-bsskedions, the overall number of
security incidents-is @n the rise (Thales, 2018). Indeetinies controls are important but
nevertheless ecomprise only a portion of the all-inclusipproach developed in this study
(Figure 3). The bottem line is that there is no single usalesolution to crypto-ransomware
attacks. The proyverbial silver bullet does not exist; rathesuite of measures is required
which takes on‘board the taxonomy (Figure 3).

4.1.1 User,security education

The\interviewees stressed that successful defence siigintsiser security education, self-
defined as continuoufaceto-face, and relevariecause “an organisation is as vulnerable as

its least savvy user” (Executive Manager, EduclnstFB). Education that gradually introduces
users to security conceptskes in consideration senior members of sttffacts users to
read relevant documents, and includes annual exercises, examples to déenonstra
consequences, frequent reminders and bulletins/briefings (Figure 3).

In the observed sample, eleven infections out ofvlenaty-six were initiated by the user. An
employee from LawEnfJU, for example, shut down the machitex receiving a ransom
note and logged onto several others (one-by-one) hopisglve the problem, but instead



infected many more nodes on the network. RelOrgJ saidriatinfection was initiated by a
senior individual who had little security education and wasasacompetent with computers
as younger colleagues. An employee from LawEnfM failedetmgnise the obvious signs
and opened a malicious email; the Executive Police Officesexjuently realised that their
online training was ineffective and replaced it with faocdace education focusing upon
social engineering. Following this incident, employees at LawEnfM regularly receive ‘call
and verify’ warnings to contact IT before opening any suspicious content. Several
interviewees emphasised the importance of using examplesyb@r incidents during
training, clearly demonstrating consequences for organisatoks employees. IT and
security personnel from LawEnfM, LawEnfJ, and GovSecJN ipsuedical bulletins as a
measure to increase employees’ awareness regarding new threats.

The IT/Security Manager from GovSecJ made the important g@h security education is a
continuous and also a gradual journey; it should begin duririgdaiction process with an
initial introduction to security concepts and continue digftoout employment to maintain
security knowledge. By making education programmes relarahemphasising that certain
threats may have knocak effects on employees’ family members, ‘will have positive
influence on their attitudes towards security and lead to isecautious behaviour at work.
Additionally, the IT/Security Manager from GovSecd recanded annual practical
exercises for staff at all levels.

The IT/Security Manager from GovSecJN stressed that btieeanost challenging aspects
of continuous security education is attracting the usera security-related documents:

“You have got to attract people to read the_document because they are all very busy. You
cannot just say, ‘Beware of malware’. Because people get bored and they will not read it. We
began sending lots of briefings out whichthad song names in the title. And it became a thing...
so people would look out for it. And go,\'Oh I' know what that song is.” Sounds silly, but it
worked.”

The value of security education.is*manifold in the acaddtarature, for example, Connolly
et al. (2017b) found that security education increases eswlsgcurity awareness and as a
consequence, security-aware employees are more likedyldav fformal controls. Hovav and
D’Arcy (2012) and Bulgureu et al. (2010) found that security education can reduce the level

of information systemS misuse. Barlow et al. (2013) ofegkrthat managing employee
security behaviour throughra variety of training methodsngortant. Variety is important
because the purpose’of security education is to explagmfoyees how to protect vital
organisational .assets and why certain rules must béage gConnolly et al., 2018). The
‘why’ is particularly wvital because if employees do not understand the significance of a
certain rule, they, may not be able to justify ther@xffort they need to make to follow it
through”and will violate security requirements. Security atios must also be repeated if
there are any changes in rules and policies in orderdrerhat employees keep abreast
with.organisational requirements (Connolly et al., 2018).

4.1.2T echnical measures

Despite ongoing security awareness and education progra@omeSecIN and HealthSerJU
reported that employees often did not recognise malicimasl® sent to their inboxes and
subsequently infected the network. In one particular instaan employee was doubtful
about opening an email but in the end decided it was legé&jnoealy to open a malicious
attachment. Several interviewees explained that humam eeeds tobe considered but
technical controls are required to support users: “no matter what any organisation does, with
all the training in the world, if you send enough emails t@m@anisation with an exciting
looking attachment for someone to click on, someone will click on it” (Detective Sergeant,



CyberBL). Moreover, “if you rely solely on user behaviour, you are going to get infected... It

Is about having technical controls in place to support the Asel giving staff tools to spot
malicious emails” (IT/Security Manager, GovSecJN). A number of technical measures were
also suggested by respondents, including email hygleaekup and recovery procedures
centrally-controlled wulnerability management and upgradetection and monitoring, and
web protection (Figure 3).

4.1.2.1 Email hygiene

The IT/Security Manager from HealthSerJU reported improvésetated to email hygiene,
following measures introduced after a user opened a madicemail and infected the
network. The measures blocked certain links and attachmedisut identifiers/in.the header
of emails coming from external sources. Similarly, LawEstalted using a~maliCious code
analysis platform to check suspicious emails. The respts@gneed that, although email
hygiene will not stop every single malicious email, it viller out the ‘majority of them.
Mohurle and Patil (2017) noted that email is the most comsource of ransomware
infections, therefore filters must be implered to avoid malicious.emails reaching users’
inboxes. Prakash et al. (2017) advised the manual scanning od emaaining links and
attachments, even if they seem to come from an authesgic Referring to Locky attacks,
Prakash et al. (2017) stressed that offenders can easdy@peemail address to mislead
users as to the source. But modern workplaces .demonshalienging conditions that
involve pressing deadlines, therefore, employees may et the time to query an email
that looks legitimate and will often just click on a liokan attachment. Organisations should
therefore assume that every malicious email that makesay to employee inbox will be
opened and plan the implementation of appropriate’ measigase, relying solely on email
hygiene is not effective to protect organisations againgit@-ransomware and additional
technological measures are required.

4.1.2.2 Vulnerability management

The respondents also reported‘that crypto-ransomwaragedro take advantage of various
software vulnerabilities. Consequently, GovSecA and LawEnfdplemented a centrally-
controlled patching regime‘of.all,network devices, including so#vead hardware updates.
LawEnfJU administered’ mandatory updates within 24 hours ofseel@ad recommended
within 30 days. EduclnstFimade a decision to remove Flash from users’ machines. The
NCSC (2016) recommends that organisations perform an awdmalherability assessment
of the entire IT eState.on a monthly basis. Patchesldte applied according to the level of
severity of vulnerabilities. Choo (2011), however, stredbatl many commercial off-the-
shelf products form the backbone of many existing systdms,also contain multiple
security vulnerabilities. Jwalapuram (2018) argued that althougkiderable efforts could
be madg¢ to develop ‘bug-free’ software, in practice it is not easily achievable. Subsequently,

it is reasonable to expect that organisation cannotlppgstch every single vulnerability
and ‘need to invest substantial resources (for example, dimd money) into appropriate
vulnerability management. Attackers, on the other haade lto find only one vulnerability
to initiate a successful attack.

4.1.2.3 Upgrade management

Upgrade management was highlighted by GovSecA and Sport€thb3e organisations had
implemented a system to centrally manage upgrades afsymarare penetrated networks
via old machines. The watershed WannaCry attack demonstrateditibal importance of
upgrading systems so, upgrades must be assessed and mamagdly emd on a regular
basis. The NCSC (2016), however, warned about real world lionigathat prevent regular



upgrades. In particular, upgrading is costly and may disrugihéss operations. Moreover,
certain systems may work differently after upgrades, ptegprisks to business operations
and some specialist applications may not be able to opematpgraded systems at all. An
Executive Manager disclosed that some legacy systeidsaithSerJU cannot be upgraded
and therefore require extra protection if ever connetigtie Internet. IT specialists advise
keeping legacy systems on heavily-protected sub-networks qupss$ible, permanently

offline.

4.1.2.4 Advanced monitoring and detection

Our respondents indicated that several ransomware insidenurred due to insufficient or
lack of monitoring and detection controls, includiAY software and firewalls. Learning
from mistakes, HealthSerJU implemen&®d systems with an advanced level of'protection,
LawEnfJ switched to a cloud-based model where security updetecentrally-managed and
EduclinstF upgraded afV solution from signature-based to behaviour-based. HealliSe
and LawEnfJ also installed advanced monitoring and detestifiware, which proactively
feeds information about any new threats and alerts Bs@seallowing them to take action
before attack campaigns. Moreover, HealthSerJU repldseald firewalls with advanced
versions that provide a higher level of protection and Gali$aastalled software that can
recognise and block malicious IPs when ransomware trigé®woect back to the control
server.

AV software is primarily designed to prevent, detect andoxenmalware. At best it must
offer an advanced level of protection beyond«signatusedban order to detect unknown
threats. However, not all AV software are the same. Nesteds, Al-rimy et al. (2018) found
that even advanced detection methods have flaws and raasermay still remain on the
network undetected. Sukwong et al. (2011) stressed that usersakrigtrecautions before
downloading or opening any unknowan, files. "Kaspersky (2018) noteatitfentages of cloud-
basedAV, including automatic updates.and a reduced amount of processueg pmuired
to keep the system safe, compared to the locally manaAyedSeveral leading security
vendors have developedV/ solutions with dedicated ransomware protection in placeigih
their effectiveness is unknown,

Firewalls are used to filter inecoming traffic and can be igoiméd to allow or block packets
from specific IP addresses and ports. Sophos (2017) stressethdtiatn firewalls can
effectively defend.against ransomware attacks, for ex@nglsophisticated firewall may
include an Intrusion Detection System (IDS) that prevents kattike WannaCry aoh
NotPetya by performing a deep packet inspection and blocking newswploits such as
EternalBlue! The IDS can also recognise connectionsmatlicious IPs and cause routers to
terminate.them. To support a user at the network entryewdil may include a sandboxing
technology that identifies suspicious files at theegaty and sends them to a safe location for
behavioural analysis. However, Saadaoui et al. (2014) cauti¢dhe effectiveness of
firewalls._ mainly depends on the quality of configuration aedcle a formal approach to
manage firewalls is required. Generally, maintaining firewalécessitates specialised
knowledge. Furthermore, Moore (2010) warned that a firewalbisan ultimate solution to
security threats; it is simply one of many tools in aader cyber security toolkit. Although
research on detection is ongoing and assuring; organisafondd not solely rely on
detection technologies to protect against crypto-ransomware

4.1.2.5 Backups and recovery

Our respondents stressed that effective backup practicesseatial to save organisations
from a lengthy recovery and even bankruptcy. These inclegelar backup procedures,



maintenance of backups in online and offline locations, freiqtesting, and processes that
ensure a structured recovery, for example, accordingedetvel of criticality of data and
applications. EduclnstFB, LawEnfM, LawEnfF, ITOrgA, and ITOrglLpaid the ransom
demand because of their ineffective backup procedures arghicdata/applications being
encrypted. In contrast, LawEnf), GovSecJN, GovSecJ, Edugclnbi€althSerJu,
CloudProvJL, InfOrgJL, RelOrgJ successfully recovered frogptorransomware because
they had backups: “What helped us was that we backed up our data up. That ultimately saved
our skin.” (IT/Security Manager from GovSecJN).

Reflecting on past experiences, the interviewees shhegdkinowledge relevant to effective
backup procedures. For example, the Executive Policecedffrom LawEnfM brought
attention to faulty backups, where only parts of files waekéd up. This was a devastating
discovery during the attack, which forced the victim to pay thnsom. Following the
incident, the organisation implemented frequent backup tegtnogedures. Most of
GovSecA’s backups were retained locally and these became encrypted during the attack. The
organisation since moved to a backup solution that incloo#sonline and.offline locations.
ConstrSupJ admitted firing their external IT provider foiliffg to 'maintain effective
backups, however, an Executive Manager from EduclnstFB warned: “Backups are not like
fairy dust... You do not just plug in a backup and suddenly everything is up and running and
you are doing well. Recovering from backups is a lengthy precess.”” But, backing up data is a
complex process that also requires preparation.

The importance of backups has been stressed_ in thenaicaderature (Kumar and Kumar,

2013) as they represent the only real line of technicalndefagainst crypto-ransomware
(after the infection takes place). Backupsimust 'be reaeguylarly tested, and kept in
locations inaccessible to ransomware (Al-rimy et al., 2008)intaining backups is more

challenging in larger networks and adopting.a Clear recastestegy is a must.

4.1.2.6 Web protection

Respondents recommended additional measures such as emsbafiid protection of public-
facing websites. Web content filter tools aim to preverleyees from accessing web pages
that may potentially contain a~malicious content. Alifjlo they are effective because they
restrict web access, even legitimate sites could beeosairce of infection as was the case
with GovSecJ and EduclnstF, where an employee visitegiamate but infected website
and crypto-ransomware penetrated the network via drive-iiyvdad. Besides, web content
filtering is not a-suitable measure in research-irgenganisations, where employees could
be prevented“from doing their work. Website configuration snbherability scanning
software can scan-web content for vulnerabilities andesuestly increase protection of
public-facing websites, however, as with all detection teduyies$, the problem of newly-
emerged vulnerabilities and continuously changing thredstape remains.

4.1.3 Network security

Unprotected networks allow crypto-ransomware to propagatenéect a large number of
nodes. Several victims experienced attacks that led to dcarnasequences due to network
security issues, including weak network infrastructungappropriate access control
management and inefficient maintenance of the RDP (Figure 3).

4.1.3.1 Network infrastructure

Interviewees highlighted several issues which weaken netwidsiructures, including poor
network visibility, flat network structure, inappropriate naming @mions, unnecessary-
large 1T estates and inappropriate backup locations. The BEwecianager from

EduclinstFB, an organisation that is distributed acrossrdoaf buildings, admitted that an



overall lack of network visibility resulted in severensequences, including hundreds of
infected devices, large volumes of sensitive data beingygtect and paralysed critical
systems. Prior to the attack, an unlimited number of detiadsan unrestricted permission to
connect to the network, making these devices invisible. Qoestly, the IT department was
not able to identify all the locations of crypto-ranseare or assess the extent of the damage.
Ultimately, they made the decision to pay criminals and evttile majority of data and
systems were restored, the recovery process was chafiesngil lasted for months.

A lack of network visibility is a common problem and Gigan{@017) warned that two
thirds (67%) of organisations have network blind spots, partiguilarvery large networks,
where maintaining visibility is increasingly difficult. Segyrchallenges increasé when there
is a lack of proper network visibility. More specificallypaccounted network nodes may
contain many vulnerabilities, making an organisation an ¢asgyet for{cybercriminals.
Subsequently, threat detection oncadled ‘invisible’ machines is impossible. Potentially, an
attacker can penetrate network via the ‘invisible’ machine and stay undetected for prolonged
periods of time, assessing network topology and carefullpnpig subsequent actions.
Although maintaining network visibility is essential, itdasier to" be achieved in the smaller
IT estates. Virtualisation is a potentialution to ‘in-house’ hardware maintenance, however,
cloud computing presents many distributed security risks (Ahmeédassain, 2014) which
must be prudently assessed. A properly documented |T esthtdswiincrease the overall
network visibility, so network segmentation becomes an rapb security measure as a
properly segmented network will make it more difficult &tackers to spread infection (US-
CERT, 2016). GovSecA, for example, experienced»a sulmtaitack, in which crypto-
ransomware spread to over 100 servers,and ‘infected criysdéms. The IT/Security
Manager acknowledged that the flat network\structure alldhedhreat to propagate to such
anextent. Although network segmentation,aims to isolate themsiata and systems, and can
potentially save millions in cyber-attacks, (Guta, 2017), théit@ature requires specialist
knowledge and is costly to implement and maintain.

Other issues related to poor network infrastructure include ursadgdarge IT estates and
inappropriate backup locations.y After they were attdckthe management at GovSecA
realised that numerous vulnerable servers were not eveing a specific purpose within the
organisation and removed them. Furthermore, an employseRelOrgJ was able to work
from a backup location ‘demonstrating that the system wvedsproperly set up by IT
professionals. As-a result of this oversight, the hiree got infected and the crypto-
ransomware also, encrypted backups causing the IT team tctese the network
accordingly in.the‘recovery.

Finally, ITOrgJL experienced a semi-targeted ransomwarekatia a vulnerable RDP (as
mentioned inssection 4.1.3.3). Once inside the networkattiaekers manually evaluated its
topology, gathering very sensitive information. Due to weaking convention practices,
attackers™swiftly identified types of servers on the nekwdviore specifically, the
organisation named their servers according to functigndtir example the backup server
was named ‘backup server’, the email server — ‘email server’, and so on. Although the attack
occurred as a result of a combination of factors, thiigoéar weak practice gave attackers
the advantage of time.

4.1.3.2 Access control management

Inadequate access control management allows some gadaitypto-ransomware lateral
movement across infected networks causing devastating cegc@uch infections have far
greater impact on organisations than attacks on individyatems. An IT/Security
Contractor at GovSecA reported that many employees weean gidministrative rights to



systems they should not have access to, and weak paspsactices exposed the
organisation to a particularly harmful attack, allowintpekers to escalate privileges on the
network. During the recovery process, the organisation immged several measures to
strengthen network defences. More specifically, employees’ roles and responsibilities were
reviewed and documented, and an administrative access wasdy@propriately. Two
separate accounts were set up for administrators; one w@wgldamr user security context for
day+to-day work, and another for administrative tasks. Whilg thia major inconvenience
for all users involved, it is a necessary security meadourthermore, operation manuals
were developed for each business application, clarifying ,ralesponsibilities, and,
subsequently, the level of access for each employelading senior management.

4.1.3.3 RDP maintenance

ITOrgA, ConstrSupA, EducOrgA, ITOrgJL, CloudProvJL, and Constr3ugeé infected due
to weak RDP practices. Recovery measures therefore includ&dwhiitelisting, disabling
RDP when not in use, employing alternative solutions such gsaViPrivate Network
(VPN) and appropriate password procedures (for example, usimgystnol avoiding default
passwords, changing passwords frequently). The Detective 8erdean CyberBL
explained that people do not realise that having the RDPdtummgs/unwise. They tend to
use RDP once or twice for a specific purpose then neveit twoifn

“... It is best to switch off RDP. Or even if you were to chathgeport number to something
just random, then it would be much harder to identify., iBybu use it on its default port and
leave it switched on, you are in trouble ... and what.we have seen is that approximately 50% of
organisations attacked via RDP had password ‘passwordl’. In approximately 25% of the cases,
the admin password was the same as the,user name. So,ueahaevas called Bob, the
password was Bob.”

Although RDP offers some advantages ecompared to VPNs, the diasvivaust be
understood. Some VPN solutions allow to use multi-factor atitation and multiple ports,
while RDP does not support that. Moreover, a user can lock dovdentrals with a
certificate of authentication. Therefore, even ifadtacker obtained username and password,
access to network would be denied‘without an appropg@terity certificate. Not only is the
VPN’s encryption is stronger eompared to RDP, VPNs do not suffer from as many software
vulnerabilities as the RDP and connections via VPNs enablera secure remote access.
When set up correctly, VPN allows a remote access withqudseng the work computer to
the entire Internet."RDP, on the other hand, becoméwenable once the connection is
established and port, 3389 is opened. It is important to note that Ribfeg access to the
computer, whereas/VPN enables access to the network and ceeatesre secure
environment (Scott, 2017).

Keeping networks secure is a challenging task and, as vatimital controls, it requires
appropriate funding and highly-skilled specialists who can abyeWweigh risks against
benefits and suggest optimal solutions.

4.1.4'Security policies and secure practices

Many ransomware attacks happened because of weak orgarakageurity policies and

practices which made it easier for offenders. An emgddyom LawEnfJU, for example, was
aware that something was wrong, but unsuccessfully tried tbefipitoblem alone rather than
immediately report the suspected malicious activity to éfvises. As a result, several
additional systems became infected and the opportunity pdlstoattack was lost. Following
this incident, LawEnfJU implemented a requirement to remspicious activities

immediately.



LawEnfJ, GovSecA, EduclnstFB, HealthSerJU and ConstrSupé wairattacked on a
weekend. Such timing gives offenders the opportunity to remtre network topology.
Certain variants of ransomware can also stay dormatiteonetwork for an unlimited period,
until devices in a ‘sleep” mode are turned on by users. A Detective Constable from CyberBR
said that:

“Weekend is a good time for criminals to target any company because everybody leaves work
at 4 o’clock on a Friday and do not come back to work until Monday. Especially tangetihe
server at the weekend is good, because you have not got stafftrin dad mitigate any
problems.”

EduclinstFB shared their experience of not shutting down ekevic

“The other vulnerability that created an open door for ransomware is people atinghdown
at the end of the day. We all do that. Following the ingasibn, we did find that this particular
ransomware was taking advantage of devices that were asleep.rénsomware found such
devices, it was staying dormant until somebody woke up the delkgs:poor practice created
an open door because we had many dormant devices. If thdebn actually truly shut down,
the impact of the attack would not be as severe.”

The affected organisations subsequently enforced a fulgringgiemployees to shut
computers down at the end of each working day. In“addirieminders to shut down
computers were sent to all staff on Fridays and poidwoliday, festivities.

LawEnfJ had several partnerships with other organisationg;hwihvolved sharing some
systems, including email applications. An employee. from La\d/Eeceived a malicious
email into one of the external partner’s inbox and opened it on the LawEnf]’s network. An
investigation revealed that the partner-organisation dichaeé appropriate email hygiene.
Subsequently, the victim instigated a formal agreemet alitexternal partners on minimal
security measures necessary to protect LawEnfJ’s network.

A thorough investigation at EducInstE and LawEnfJU revealed ¢maployees used
computers for personal reasons, which effectively led tatiofes. While EduclinstF did not
implement any changes since the nature of the business would not allow to restrict users’
browsing habits, LawEnfJW,changed the policy accordingly.

Following a ransomware, infection, the IT/Security Manaigem LawEnfJU implemented
practices such as checkingysecurity logs on a daily basisegularly scanning all installed
systems. Furthermore, EduclnstFB and GovSecA enforcectestniules in relation to
password practices, obliging employees to create strong passwbange them frequently,
use different-passwords at home and work, and keep passwords safe

Several respondents shared that post-attack changesuigtys@olicies were necessary,
leading ' to improved secure practices. A security policy defioées and guidelines for the
proper use of organisational IT resources (D’Arcy et al, 2009). Implementing security
policies_in organisations is vital for several reasonsst,Fpolicies outline rules but also
consequences of disobeying these rules. Thereforejgsodce viewed as a form of formal
sanctions. Prior research demonstrates that sangpossively influence behaviour in
organisational settings (Bulgurcu et al. 2010). Connolly ef28l18), however, warned that
the simple existence of security policies will not halve tlesired effect. Policies must be
visible, upto-date, easy to follow, properly enforced and tailored to aifspecganisation&
environment or even a department in larger organisations. mbst common way of
promoting policies is via education and awareness programmes.

Following their ransomware victimisation, LawEnfJ, EduclBstEawEnfM, LawEnfJU,
ITOrgA and ITOrgJL updated their organisational security pdiced practices. The



measures included a mandatory reporting of suspicious actigiieting down of devices at
the end of the daybusiness-only use of computeecure passwordsecurity logs and
systems scannin@nd formal agreements with partners (Figure 3).

4.1.5 Incident response strategy

Our respondents indicated that the presence of an efféctid®ent response strategy had a
direct impact on reducing the consequences of ransomatieks. The incident response
approaches vary in different organisations but typically dtnategy represents a suite of
documents. Our interviewees specifically brought to our attethi®@rcommunication plan
the incident response plan and the business continuity plan (Figure 3).

4.1.5.1 Communication plan

GovSecJN and LawEnfJ reported that attention from mediasendritywvendors had a
negative impact on the recovery process:

“Vendors and media, trying to get a hold of us, created ‘communication wild west’... They
created almost their own denisfiservice because | was trying to,do work [recover from
ransomwae attack] and I was constantly getting phone calls and emails...and people turning

up. Dealing with that meant | could not deal with théofal of-the\cryptoransomware attack.”
(IT/Security Manager, GovSecJN)

Respondents also warned that not only does mediaattdatioper the recovery process, but
it is important to avoid misinformation in media:

“The media gruesomely exaggerated the ransom amount [from three-digit figure to seven-digit
figure]. And within half an hour | had five Police Offiseon the doorstep because they
thought we were subject to an ongoing live fraud-ofibribery. And also, vendors...And that was
really disappointing actually because we expect security vetmtmg and establish fact. And
it just did not help because what.the effect wase were overloaded with different parties
contacting us...Employees spent a lot of the'time worrying about what is going to be said in the
press.” (IT/Security Manager, GovSecJN)

Following these experiences, the respondents made sebarajes to their communication
plans; for example, the IT/Security Manager from GovBeddsignated a person to deal
with external stakeholders during their ongoing cyber-attéklarge organisations, a
communication teamdistusually formed for such purposes. GdMSalso considered a
switchboard to filter"calls. Although EduclinstF warned abourigoextremely cautious with
wording the messages to the outside world, LawEnfM and Esti@nsuggested that it is
important to be‘transparent with the information on secbirdaches: “And I can tell you one

of the things“that really bothers me about all of thishen people keep this behind closed
doors, I think that ‘we are giving the advantage to the bad guys” (Executive Manager,
EduclinstFB).

LawEnfM, added that once a security breach becomes publis, réasonable to expect
numerous external parties to contact the victim. Howelveing reluctant to disclose will
only exaggerate the level of hype:

“My philosophy in general is to let the media know what I can before they come to me. The
interest will die down sooner if we share ... The media was interested, so we sent out a press
release telling them what had happened in general. Andouwfse, that generated some
response. But | think from a tactical perspective we were tabbetter control the information
that goes out.” (Executive Police Officer, LawEnfM)

Another important aspect of the communication plannierining staff throughout the
organisation about the attack, including regular emplogeesmanagement. GovSecJ and
GovSecA did not have a clear strategy in place that takasnsideration IT resources being



down, including email. GovSecJ relied on the Internet-depéndésgphone line and the
communication plan did not include mobile numbers of semanagement. Subsequently,
the communication channel with executive staff wagdéncand some big decisions had to be
made without consulting top level managemeaovSecJ and GovSecJN warned that a
robust procedure is necessary to inform all staff actbesorganiseions: “The cascade
approach is very useful [top-down method], where you tigxtlevel managers first, then
they text to middle level managers...and so on until everybody is informed.” (IT/Security
Manager, GovSecJN)

Prior to the attack, all staff at EducinstFB had emergency apjplicanstalled on their
mobile phones. The application had two chanretgie to notify employees and a separate
channel to communicate with senior leaders. Such proamivenunication method allowle
to notify staff immediately. An Executive Manager from EcstFB also warned about the
importance of informing employees about crypto-ransomwdeeks due to,the nature of
this malware. More specifically, the majority of crypmsomwaresvariants are able to
propagate on networks and certain actions of employeesstiaulate.the spread (for
example, turning on a ‘sleeping’ device). Besides, the Executive Manager from EduclnstFB
shared that informed staff can become instrumental tbustaecovery. In this case, they put
up posters stating in prominent places “Please Do Not Turn, On Or Wake Up Your
Computer” because “we were at risk that anybody who Came_in'woke up their computer
could have the potential that this thing was lying<in wailottk you cdwn.” (Executive
Manager, EducInstFB).

4.1.5.2 Incident response plan

LawEnfJ, GovSecJN, HealthSerJU and EduclnstFB commentedhihancident response
plan must include a methodical response to the crypteoraware attack, incorporating
clearly-documented processes and .an accurate descripti@spainsibilities to make vital
decisions:

“An awful lot of lessons werelearnt following the attack. We have completely regesl our
major incident response plan,as part of this. There is nolikim@ live incident to test your
processes and most ofourprocesses worked well but a loofatbee undocumented. There
is a lot more formalisation.of eur major incident actgdgn now. There is a lot more processes
and policies which/back alf'that up.” (IT/Security Manager, HealthSerJU)

An IT/Security Manager from GovSecJ also advised to docualedecisions made during
the attack. Sometimes difficult decisions must be mag&mtly and later on accounted for.
For example, following the attack, GovSecJ disabledltbernet access across the whole
organisation in order to prevent infection spread. Essentihily decision had a negative
effect onnevery user because major communication chafikelemail and telephony were
cut off./.Documenting these decisions and the reasons veywtere made is vital as senior
management will seek an explanation as to why such drastisures were taken.

Furthermore, the Executive Manager from EduclnstFB advisecreate a cost account
during ongoing incidents:

“At the time of the crypto-ransomware attack, we had another ongoing major evenset\
separate cost control structures to ensure that any reladesi were going into one specific
bucket so that when it is time to get the reimbursement, yonotidhave to do a major
reconciliation. When time came to file our claim wittr ansurer, we just picked up those
isolated costs. We did not have to pay a team of accosntargo through thousands of
invoices to try and separate them, so thatweagimportant.”

4.1.5.3 Business continuity plan



The incident response strategy at GovSecA had numerounarsee related to different
disasters (for example, industrial action, environmesants) but not a cyber-attack with
the loss of IT. Such oversight led to the inability éove customers and hindered a recovery
process, for example, one “organisation had business continuity plans in place, but the
scenarios were regional emergency scenarios or envirdahseenarios. They did not have
a scenario in place for a cybatack, which greatly deteriorated the recovery process.”
(IT/Security Contractor, GovSecA). The IT/Security Manaigem GovSecJN stressed that
business continuity should be coordinated with the incidevestigation. An effective
investigation of a cyber-attack aims to find the sourcehef attack and close down all
vulnerabilities to prevent further attacks.

Ahmad et al. (2012) stressed that it is inevitable for an orgamsHiat has an Internet
connection and uses information and communication techmsl to suffer,a security breach
at some stage. Anderson et al. (2012) noted that althougho&riteasures can be taken to
prevent and mitigate security incidents, it is not econaltyideasible to fully protect all
systems. Therefore, organisations need to be prepared astdappropriately when cyber-
attacks strike (Tgndel et al., 2014). Although an incident respstiategy is a complex
matter reflected in a suite of documents (for the m@imensive, guidelines please refer to
standards outlined by ISO/IEC 27035), we specifically~focused in ghger on the
communication, incident response and business contiolaitg (as advised by respondents).

4.2. Enablers of Change

The enablers of change (front-line and senier. management) repragentpaof employees
who must ensure the organisation is prepared for cybearkati@&igure 3). The front-line
managers (interchangeably referred to as middle or mel-feanagers) have a responsibility
to implement and maintain appropriaté'security measum@ganisations. In order to achieve
this goal, they are required to convince,senior managerantT and security are the top
priority for the organisation in.order to obtain funding. the other hand, the function of
senior management is to ensure that the organisaticady rto respond methodically to
cyber-attacks by overlooking /1T function and making optichecisions regarding security
funding (Figure 3).

4.2.1 Front-line management

Our respondents’suggested that front-line managers must possassskills and abilities to
be fit for the task (Figure 3). First, management isirequo be knowledgeable in the area
of security and IT.in general. Second, the effective utilisatiorextérnal and internal
resources is a must skill. Third, front-line managenemnésponsible for harvesting certain
cultural traits and attitudes in organisations in order to promote behati@ircompliment
organisational security priorities. Finally, organisatiored to seek individuals who are not
onlysinfluential and are able to invoke necessary clabge also hard-working, determined
and eommitted to the jobthe true champions (Figure 3).

4.2.1.1 Security and I T knowledge

LawEnfJ, GovSecJN, and GovSecJ demonstrated a methodicawaihdesponse to the
crypto-ransomware attack due to front-line managers beingitsecamd IT-savvy. On the
contrary, ransomware attacks at GovSecA and EduclnstidiBstaff by surprise, leading to
dire consequences, including a lengthy recovery. Thewallpcomments confirm that front-
line managers must be knowledgeable in the area of seruoitgier to respond effectively to
attacks. The IT/Security Manager from LawEnfJ said thewbtiganisation was well-prepared
when the ransomware hit: “I credit that a lot to my knowledge in security side of things...



When | got a phone call informing me that we were under cytb@cka immediately | had
inkling about what it could possibly be. Knowing what to expechdefy helped us recover
fast.” But the IT/Security Contractor from GovSecA found the opposit@nother case:

“There were two IT staff...they had been here for twenty years...and they left...the
organisation only had desk support staff left and they did not uaddritte architecture of
the IT atate... and did not have any documentation to make important decisions.
Subsequently, the attack devastated the organisation and the recovery was very lengthy”.

4.2.1.2 Optimal utilisation of resources

Victims of ransomware attacks shared their experience writey utilised various.resources
during attacks. For example, an Executive Manager from IBsii®B suggested,purchasing
cyber insurance because their cyber insurer also madeakeseful recommendations to
help with the recovery process and reimbursed the victmesexpenses. The IT/Security
Manager from LawEnfJU shared that they hired an extegeer responseiteam to help with
the incident and they were able to decrypt the scrambled Tagal T/Security Contractor

from GovSecA said that their external cyber expert wale @0 stop the ransomware
encryption process and the Executive Manager from Educlng&®@nmended engaging a
cyber response team and a breach coach before aki attac

“Find a breach coach [i.e. a lawyer who specifically deals with cyber-breaches and advises
clients], find a cyber response team [i.e. to conduct atigbr investigation and find patient
zero]...get an engagement set up with them, not a rétainer, so there is no need to pay, just an
engagement. We wasted time trying to engage.with.spegialistthat was really critical, and |
wish we had this engagement.”

Several participants suggested caution when choosing amadXf€ service provider. After
being attacked, ConstrSupJ realised that the external I faded to maintain proper
backups. Subsequently, the victim suffered severe conseegjencluding the loss of vital
information and a lengthy recovery. The Executive Poldféicer from LawEnfM had a
similar issue with the internal IT-team and decided ke the matter in their own hands:

“When we got hit by ransomwate, I/'was embarrassed, and I was angry... I was angry on two
levels. | was upset that we had invited the virus. | was upsetr dT folks because | thought
we were protected from this/We had what we thought weedaquate level of security and
policies in place for our staff. Unfortunately, the backupvemfé malfunctioned, and our IT
folks did not pick’up on it, Since the attack, I perform regular cyber threat risk assessments.”

The IT/Security”Manager from GovSecJN praised the respdrese received from the
external IT provider that happened to be located nearbyothé presence of IT specialists
greatly helped the recovery process.

4.2.1.3 Cultivateculture and attitudes

IT/Security .Managers from GovSecJN and GovSecJ emphasig=dimportance of
encouraging open reporting culture because a timely respormrs@msomware is absolutely
essential. Without an open reporting culture, staff wabgut being subject to disciplinary
action. It“discourages people from picking up the phone and telling us about it. We want
people to tell us ... everybody makes mistakes. So, let’s move away from blaming somebody
and understand why it happened and what we can do to try ancerdducisk of that
hapening again.” (IT/Security Manager GovSecJN). But the organisational culture also has

to harvest a culture of solidarity among its employdashigh-solidarity environments
employees understand and share organisational goalgréhegoperative, loyal, and express
great satisfaction and pride working for their organiseti On the contrary, in low-solidarity
organisations employees believe that organisational problems are not their problems: “An



employee received an email and they should not haveediiok it, but they did. There was a
certain amount of apathy. The user said, ‘It does not matter, it is not going to affect me.’

They were not happy with their working environment.” (IT/Security Manager from
GovSecl)).

GovSecJN, GovSecJ, EducinstF, EducInstFB, and FinOrgJL addedinteantal staff
solidarity is also the key to an effective recovefgllowing attacks, people are forced to
work in challenging conditions, including longer hours, theemce of main communication
channels and computing devices. Culture of solidarity is aportant drive in these
challenging circumstances. EducinstFB said that despieryalong recovery process and
disabled communication channels, employees stayed sugpanivhelpful:

“What was very interesting and hugely important to the recovery process is-that we had people
without email. We had people who could not Skype. Wegwaple who,-had,/no contacts on
their phones. And yet everyone was supportive...I still marvel the fact thatywe had numerous
ransom notes and not one was leaked to the press and not one wag tweata social
media... And it is always good to do great things in the good times, but. itisspretty amazing to

see people helping in the bad times because that really does sdy a lotyabout our culture.”
(Executive Manager, EduclnstFB)

In contrast to the above, GovSecA stressed that while staffywere incredibly positive and
went to great lengths to support the recovery (for examgvelling many miles every day
for months in order to continue to deliver services),aheere employees who complained
about difficulties in working during the recovery process aisd &d information to the
press which fuelled stress among staff and hampered recévegyxecutive Manager from
EducinstFB stressed that extsapport is needed torencourage employees’ cooperation,
including open communication, gratitude; and.necessary supplies:

“We believe in open transparent communication and we informed staff immediately...If you

tell people what is going on, then they=will feel that theg being cared for, and they are far
more likely to be supportive. If you leave them in the darkt,fthey are going to make stuff
up. But second, they are going to feel very agitated because nobiedyirgy them understand
what is goingon...Beyond that'it.is bringing in food, bringing in beverages and doing the walk
around and letting employees know that you are there supportingatierecognising them
for the great work/that'they are doing. It was importantlet them know that senior
management is respé€ctful and appreciative of what they are doing.”

GovSecA and GovSecJ suggested that it is also importanangehhe mindset and attitudes
of all staff regarding IT. resources. Since the emergehdbeodigital economy, businesses
highly rely on_technologies. Cyber-attacks cause prolongedyesitaffecting not only IT
resources but directly businesses, leading to devastatmguptions in business activities,
loss of customers and subsequently soured revenuesmi environments, employees tend
to believe that IT staff are at fault of such disrupsioT his is, however, a complex problem
and thewell-being of IT resources depends on severtdrfa Multiple stakeholders have
access«to key resources and therefore play an impodianin protecting these assets. IT is
not a separate entity functioning on its own, but is parthef complex organisational
ecosystem. Employees need to understand the importanteaofl take responsibility for
keeping these resources safe, while managers at als lewgdt disseminate this message
throughout the organisation. Respondents opined that m ¢délees a security breach to
change attitudes:

“Following the attack, the cyber threat is on the strategic risk register. So, before everybody

knew about malicious software. It was something that happened &bedynelse. Post the
attack everybody realised the serious impact it can havanoarganisation. And attitudes
changed all the way through the organisation from the verytdothe very bottom. They



understood the danger of malware. And even now when we do pregentatinternal teams,
people always talk about the malware attack we hadit 8banged attitudes which is good.
And it’s up to us to make sure that that attitude continues in a positive way.” (IT/Security
Manager, GovSecJ)

4.2.1.4 Theneed for cyber security champions

We found that employing cyber security champions who ateeinfial and determined is
vital to ensure a proper protection against security incsdefor example, interviewees
shared that obtaining funding for cyber security is ameextly challenging task in some
organisations. GovSecJ, GovSecJN and GovSecA stresseanthatf the main barriers to
effective defences against cyber threats, including cfsgmieomware, is the lack of support
(often financial) from executive management:

“Executive managers do not listen to IT managers like me because they aré focused on their
job... They are not thinking about security and protection. Security is pérceivedias a second
nature or ignored completely. We, front-line managers, teapeak to) CEOs and the senior
leadership teams or the people that can make those decisions.” (IT/Security Manager, GovSecJ)

However, senior management also faces a dilemma ovehavhigiey stop providing vital
services to the community or spend money on cyber sgcltifimanagers have to get senior
management to buy into the concept of security. Moreover,{senior managers “do not feel the
lack of security is a threat because too many cyber-attaekstill kept quiet out of the fear
of incrimination (for example, fines, loss of reputation).”(IT/Security Manager, GovSeclJ).
Therefore, front-line managers have a challenging. taslotoince senior management that
security controls and IT in general are vital for thgamisational well-being.

“You have got to convince those who have\theit"hands on the purse strings that security
presents value to the organisation. Although we have to onedegal obligations in terms of
security but actually, the organisation has lots of legidations it has got to meet. And when
there is not enough money to goaround, some of those legal tavigyavill fall by the
wayside. We compete with other departments. And you have jusb goake your business
case the best. And we da. that by explaining to them the imgdagetting it wrong...the
consequences of cybettacks.” (IT/Security Manager, GovSecJN)

Front-line managers are the ,connecting link between regemaployees and senior
management. They work.closely with staff and directfiuence the perceptions and conduct
of employees. If middle management perceives cyber sgasian important organisational
function, this stanceinevitably becomes clear to emplpyend translates into appropriate
behaviour. Broadbent and Kitzis (2004) noted that effective gemsago beyond pure
management andilead by setting expectations and infigenthers to change. Van Niekerk
and von Salms (2005) found that managers play an impadinin fostering cultural traits
in organisations: Cheng et al. (2013) concluded that managmskl skim to strengthen the
relationships/between employees and an organisation theonghmber of actions, including
offering employees a sense of achievement and saksfaevhich will, in turn, increase
loyalty to the organisational rules. Posey et al. (204ttgssed that managers must
demonstrate leadership and knowledge in all aspects of thelr woorder to influence
change. Indeed, all of the above require enthusiastitviduals (true champions) who
believe they can inspire required transformations ameagmlar employees and senior
management.

4.2.2 Senior management

The efforts of champions, however, may still be in vdine respondents stressed that it is
important for senior management to have IT expertise andpfoeaiate IT as an
organisational function (Figure 3An IT/Security Contractor shared that at the time of the



attack IT governance at GovSecA was in a poor state. Mocdisally, the IT Executive did
not have technical background and was completely unawam@aotchrun IT properly. This,
in turn, led to many prolonged IT problems and subsequentlgnt@xtremely lengthy
recovery.

“Generally, IT gets more and more complicated and it is wrong that the organisations of this
size [large organisation] cannot afford a larger IT teahe T team here is getting squeezed
and squeezed. It is not just tiny, it is absolutely tiny. y®o, cannot possibly have all of the
skills you need for the in-house to man&festate” (IT/Security Contractor, GovSecA).

Furthermore, several respondents reported that senicag®ment is often very reluctant to
provide funding due to other financial commitments. The IT/Sgchtanager fram GovSecJ

warned that the lack of support from senior managementinellitably lead tosthe poor

security posture, making organisations vulnerable to cryptseraware attacks:

“If you do not listen to the protection team, then at one point something is, going to break,
leaving the organisatiovulnerable to attacks ... I wrote a report following theé ransomware
attack, recommending a few actions that we needed to don&ided to change some
processes and implement new processes that were not in platevevimeeded them. That fell
on deaf earsml we were later further attacked...in total, we were attacked four times within 6
months.”

HealthSerJU was attacked twice within four months,. suffesigificantly from both
incidents. The IT/Security Manager suggested thatiboth attagisehed because senior
management underappreciated the IT function of the orgmmisatd did not provide enough
funding for security until the attacks took place: “I'think the feeling after both attacks was
completely different ... Finally, executive management 'gave IT a profile that it has never had
before” (HealthSerJU).

Bailey et al. (2014) stressed that .cyber ‘security shouldhberesponsibility of senior
management and they must be actively engaged in this princesder to become cyber-
resilient. Senior management need, to ensure that cgbarity measures are implemented
across all business functions;udriving changes in user lmelia\and endorsing effective
governance and reporting/in, place (Bailey et al., 2014).héurtore, Hu et al. (2012)
reported that senior management participation in informasecurity initiatives had a
positive influence on gmployees’ compliance with information security policies. Prior
research also demonstrated that a poor security postare arfganisation is directly linked
with the senior ,management’s failure to understand their role in the process of
implementation‘security measures (Kolkowska and Dhillon, 2013sdoi(2017), however,
concluded that only.30% of senior business leaders havedepth understanding of cyber
threats.

5. Conclusion

Crypto-ransomware has become a significant threattbegpast several years and the subtle
combination of social and technical factors in its edesysmakes it particularly harmful. In
this article we have sought out an interdisciplinary uridadsng of crypto-ransomware by
engaging with individuals who had first-hand experience either being victims or
investigating and learning from their experiences. The finditegaonstrate that there is no
simple remedy, no silver bullet, for such a compleredh like crypto-ransomware. The
attackers are increasingly doing their homework on orgamisatibefore they attack and
hence are extremely adaptive in both delivering their degeloping ransomware and
tailoring their attack vectors to exploit existing \weasses within organisations. Successful
attacks include psychological trickery, the exploitatidriechnical shortcomings, neglect by
senior management and a shortage of skilled, dedicatedlaptive front-line managers.



Our findings also suggest that organisations generally havapmve their game and be
equally adaptive in their responses to attacks. Some of firetings are to be expected,
which the research confirms, but more importantly the findidigstrate the nuanced

relationship between the technological and social aspéctypto-ransomware and also their
relationship with the organisational setting. As a cqueace, our taxonomy of crypto-
ransomware countermeasures shows that a multi-layeredamppis required to protect
organisations and make them more resilient to ransomattaeks, which are increasingly
shifting from simple economic crimes of extortion, to wiging and even destroying
organisations and the services they provide.

Our findings, therefore, have important practical implicatifor IT and security managers
and organisations in general. Although generalisation is tyjitally an® attribute b
gualitative research, we feel that the findings (like all dai@e studies) provide a deep
understanding of crypto-ransomware and we believe thatctepe generalised beyond this
sample (due to theoretical saturation and purposeful Isam@chnigues)., The taxonomy
provides a blueprint for systematising security measures dtegbrorganisations against
crypto-ransomware attackssee ‘response tools’ in Figure 3. Managers'ean select controls
appropriate to their specific settings, for example, ‘businessuase only’ of IT resources is
necessary in some organisations while not practical imr®{sach as research institutions).
Faceto-face security training, for example, may be more ptessib smaller organisations
than large ones. The taxonomy alsaderlines the importance of ‘social’ based controls
embedded in organisational cultures, rather than-a teehoiwad to help prevent crypto-
ransomware attacks. But our respondents also Stateiapgtropriate measures, skills and
support led to incidents occurring, some of which'were pdatily devastating. Furthermore,
the taxonomy underlines the crucial role that“mid-lemalnagers play in responding to
crypto-ransomware threats. Our plan is, therefore, tward the taxonomy into a more user-
friendly tool, similar to the Cyber Essentials self-assess instrument (IASME, 2019).
When developing the self-assessment_tool, we will initégiseussions with high-calibre
cyber security professionals, incltiding security vendmasgtitioners and academics.

The skilk set for competent front-line management goes beyomd Iseicurity and IT-savvy.
These professionals are required to be influential mid-lkeaelers who can change attitudes
and behaviours in organisations by cultivating certain cdltdraits. Therefore, an
understanding of the_cultural factors and human behavionedsssary to succeed in this
role. They must be true champions and relentless im #Higmpts to obtain necessary
funding from senior management. In return, senior managemaestt be IT-competent and
effectively overlook the IT functions of an organisatidcSenior managers represent an
important part of the security chain in organisatienwithout an appropriate support all
efforts ofumid-managers will be in vain. Finally, the findingdl assist Police Officers
working in CCUs in further understanding the perspective ovittens and also the impacts
of crypto-ransomware.
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Appendices
Appendix 1. Sampleinterview questions

Questions

Can you please describe the experience of the ransormeatent?
How did you find out that the ransomware took hold?

What was the delivery method ofransomware?

Why do you think ransomware was,effective in infectimgnetwork?
Does your organisation have specific ransomware policetsraiming?
Does your organisationthave backups?

Were all applications ufp-date prior the attack?

Does your organisation.use anti-virus software?

What did you 'learn from this experience?

What changes have been made in the organisation folldinenattack?




Appendix 2: An example of an analysis schedule

M eaning unit(s) Condensed mining unit(s) Code (Phase 1) Category T heme (Phase 3) Overarching theme
(Phase 2) (Phase 4)

In the first instance it starts with users. | havq In the first instance it starts with | You are as The weakest Llack of or Factors that enabled
always tried to get companies | work with to | users vulnerable as you link insufficient security | infection and/or spreag
teach their employees that human is the weal Human is the weakest link least savvy user education
link...You are as vulnerable as your least savvy | You are as vulnerable as your lea:
user sawvy user
Itis not being ageist or anything, but the An individual that infected network Aging employee | The weakest Lack of or Factors that enabled
individual that initiated infection had not grow| was in 60s link insufficient security | infection and/or spread
up as young individuals with computers, they| They had difficulties dealing with education
were in 60s and difficulties with dealing with | computers
computers
The user received a malicious email and they| There was a certain amount of Apathy The weakest Lack of or Factors that enabled
should not have clicked on it. So that was us¢ apathy link insufficient security | infection and/or spread
education. There was a certain amount of The user was not happy with their education

apathy. The user said, ‘It does not matter, it is
not goingto affect me.” They were not happy

with their working environment.

working environment




Appendix 3: Phase 1 data analysis (open coding)

1.1.1.1 we responded methodically

1.1.1.2 processes were documented in the incidspbnse plan
1.1.2.1 we handled media invasion very well

1.1.2.2 we were able to inform staff immediately
1.2.1.1 breach coach helped enormously with recovery
1.2.1.2 cyber insurance provided information we needed
1.2.1.3 cyber insurance reimbursed many expenses
1.2.1.4 security vendor was helpful

1.2.1.5 cyber experts are needed to find patiawt ze
1.2.1.6 IT contractors worked very hard

1.2.1.7 IT contractor decrypted scrambled data

1.2.1.8 internal staff is the key to successful recpv
1.2.2.1 timely reporting led to fast reaction to theeat
1.2.2.2 it is important to let people know what&ppening
1.2.2.3 people were compassionate and determined
1.2.2.4 despite of challenging conditions, peoplesveanazing
1.2.3.1 security-savvy IT manager

1.2.3.2 knowing what to expect helps

1.2.3.3 prior experience with attacks helps

1.3.1.1 early reporting gave us advantage of time
1.4.1.1 we had sophisticate detection software

1.4.1.2 anti-virus was ufp-date

1.4.2.1 we frequently test backups

1.4.2.2 our offline backups saved us

2.2.1.1 centrally-managed vulnerability management
2.2.1.2 scheduled vulnerability management

2.2.1.3 removing Flash

2.2.1.4 business applications update

2.2.2.1 blocking certain attachments and links

2.2.2.2 email identification

2.2.2.3 malicious code analysis platform

2.2.3.1 centrally-controlled upgrades

2.2.3.2 upgrading legacy systems

2.2.3.3 OS upgrade

2.2.4.1 implementation of detection system

2.2.4.2 monitoring software

2.2.5.1 advanced protection firewall

2.2.5.2 securely-configured firewall

2.2.6.1 testing backups

2.2.6.2 offline backups

2.2.7.1 higher protection anti-virus

2.4.1.1 considering loss of IT

2.4.1.2 informing staff via text messages

2.5.1.1 applications roles and responsibilities

2.5.1.2 least privileges approach

2.5.2.1 retiring old machines

2.5.5.1 disabling RDP

2.5.5.2 robust VPN to replace RDP

3.1.1.1 we do not know who_connects to network
3.1.1.2 we do not know.ameuntiof’ransom notes redeive
3.1.1.3 no control over upgrading/updating OS

3.1.1.4 it was like'a fog when'we got infected

3.1.2.1 legacy, systems could not be upgraded

3.1.2.2 legacy systems.could not be retired

3.1.3.1 we do not know who connects via RDP

3.1.3.2 we voluntary enabled RDP

3.1.3.3 RDP brute-force due to weak password

3.1.3.4 RDP system is not brilliant

3.1.3.5 Microsoft ignored our RDP concerns

3.1.3.6 RDP enabled by default

3.1.3.7 scanning vulnerable IPs on Internet is simple
3.1.3.8 vulnerable Internet facing servers

3.1.4.1 escalated privileges

3.1.4.2 poor management of admin passwords

3.1.4.3 infected domain controller

3.1.4.4 disregard for proper network structures

3.1.4.5 root access

3.2.1.1 ransomware came in via vulnerable server,
3.2.1.2 some of our servers were very old

3.2.1.3 outef-date software

3.2.1.4 SMB vulnerability

3.2.1.5 outef-date Flash

3.2.2.1 low-level protection firewall

3.2.3.1 new malware signature

3.2.3.2 outsf-date anti-virus

3.2.3.3 driveby-download

3.2.4.1 infection came through browsing. Internet
3.2.5.1 ransomware stayed undetectable for days
3.3.5.1 signs ‘please do net turn computer on’

3.3.5.2 Friday attacks

3.4.1.1 aging employee

3.4.1.2 apathy

3.4.1.3 you are as vulnerable as your least savuy use
3.4.1.4 convincing email

3.4.1.5 well-craftediemail

3.4.1 6Giitsstarts with user

4.1.1.1 aNot of critical systems did not have baskup
4:1.1.2 Time Machine was encrypted

4.1.1.3'backups got deleted by ransomware

4.1.%°4 backups were not particularly clever

4.1.1,5 insufficient backups forced us to pay

4.1.1.6 servers were not affected, only desktopdagtdps
4.:1.1.7 backup software was only grabbing chunkgesf
4.1.1.8 sensitive information was encrypted

4.1.1.9 too many nodes got encrypted

4.1.1.10 IT provider failed to ensure efficient backups
4.1.1.11 networked backups

4.3.1.1 lack of proper funding

4.3.1.2 IT team is absolutely tiny

4.3.1.3 too many servers for such small IT team
4.3.2.1 inappropriate background leading to poor gace
4.3.2.2 senior management incompetence led to furifections
4.3.2.3 not understanding the importance of IT

4.3.2.4 senior management should have been moobvet/
4.3.2.5 underappreciation of IT

4.5.1.1 phone calls from other organisation caussrdtion
4.5.1.2 media invasion

4.5.1.3 security vendors invasion

4.5.2.1 we did not realise email will be down

4.5.2.2 we did not have mobile phones of senioragament
4.5.2.3 no one thought of IT resources being unaaila
45.3.1 we did not know how to do both investigatiand
recovery
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