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Abstract—In this paper, we propose a Student-t mixture 

model (SMM) to approximate the joint intensity scatter plot 

(JISP) of the groupwise images. The problem of joint 

groupwise image registration and fusion is considered as a 

maximum likelihood (ML) formulation. The parameters of 

registration and fusion are estimated simultaneously by an 

expectation maximization (EM) algorithm. To evaluate the 

performance of the proposed method, experiments on several 

types of multimodal images are performed. Comprehensive 

experiments demonstrate that the proposed approach has 

better performance than other methods. 

Keywords—image registration, image fusion, Student-t 

mixture model, expectation maximization 

I. INTRODUCTION  

Image fusion is a process of integrating redundant 
information present in multiple images into a single image 
[1]. It aims at the integration of disparate and 
complementary data to enhance the information apparent in 
the images as well as to increase the reliability of the 
interpretation. It has a wide variety of applications in 

computer vision, remote sensing, medical diagnosis, and 
intelligent transportation systems [2]. Furthermore, the 
issue to be solved in image fusion is the accurate image 
registration. 

The image registration can be categorized into pairwise 
image registration and groupwise image registration [3]. 
Pairwise image registration methods align two images at a 
time, and groupwise image registration methods register 
multiple images at a time. The problem of pairwise 
registration is that the performance depends highly on the 
template [4], [5]. Therefore, many groupwise registration 
algorithms have been proposed [6], [7]. In [8], a joint 
intensity scatter plot (JISP) of multiple images is 
approximated by a finite Gaussian mixture model (GMM). 
The groupwise registration can be performed by 
minimizing the JISP. In [9], an infinite GMM is proposed 
to model the JISP, a variational Bayesian algorithm is then 
used to estimate the unknown parameters. Furthermore, in 
order to model the relationship between neighboring pixels 
in each image, a joint GMM and Markov random field, 
called a spatially constrained Gaussian mixture model, to 
model the JISP of the unregistered images [10]. 

The image registration and image fusion are two 
dependent processes. Some algorithms have been proposed 
to perform image registration and fusion simultaneously 
[11]. In [12], the problem of pairwise image registration 
and fusion is considered as a maximum likelihood (ML) 
problem. An expectation maximization (EM) algorithm is 
used to solve the ML problem. In [13], an iterative 
optimization approach, which jointly considers the 
registration and fusion processes, is proposed. However, 
the above literature only considers joint pairwise image 
registration and fusion. The pairwise image registration and 
fusion methods are problematic since results depend highly 
on which image is chosen as the template and there is no 
guarantee that redundancy in the solution is consistent [9]. 
To address this issue, a GMM is proposed to approximate 
the JISP of multiple images and the mapping from the fused 
image to the source images [14]. However, this algorithm 
is sensitive to outliers. 

As the Student-t distribution has a heavy tail compared 
to the Gaussian distribution and is robust to outliers, a 
Student-t mixture model (SMM) is proposed to 
approximate the JISP of unregistered images and the 
mapping from the fused image to the source images to 
improve the robustness. The problem of groupwise image 
registration and fusion can be performed by minimizing the 
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JISP. In order to solve this problem, an EM algorithm is 
used to estimate the unknown parameters in the proposed 
method.  

This paper has organized the rest of this paper as 
follows: In section 2, the problem of joint groupwise 
images registration and fusion is formulated. In section 3, 
an EM algorithm is presented to estimate the parameters, 
and the experimental results are given in section 4. In the 
end, we conclude the paper with future work. 

II. PROBLEM FORMULATION  

Assume that D images from different sensors will be 
simultaneously registered and fused into one image. Each 
pixel x corresponded to D intensity values of an image. A 
vector of intensities I(x) is used to represent each pixel and 
each fused image pixel is F(x). I(x) and F(x) are combined 
into a D + 1 dimensional vector L(x) to model a JISP of the 
unregistered image. 

[ ]( ) ( ); ( )L x = I x F x               (1) 

Groupwise registration is to give these images a set of 
motion parameters which refer to the transforms applied to 
them. If each image of the group has M motion parameters, 
the total number of motion parameters is MD+M (the fused 
image also has M motion parameters) [14]. We useθ to 
represent the motion parameter set, the JISP with motion 
parameters becomes 

( ) ( ); ( )L x = I x F x
θ θ θ               (2) 

An SMM is used to model the probability distribution of 
JISP components of a fused image. The mixture consists of 
K Student-t components. For each pixel location x, the 
likelihood of the JISP could be written as 
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where ku and
kΣ denote the mean and covariance of kth 

Student-t component in SMM, respectively, and
kv is the 
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where 1
0( ) y xy x e dx∞ − −Γ = represents a Gamma function. 

Based on the formation model of a sensory image [11], 

the mapping from ( )F x
θ  to ( )I x

θ  can be written as 

( ) ( )x x xI x F x w
θ θ

β α= + +          (5) 

where xβ is a vector of sensor gain which includes the 

effects of local polarity reversals and complementarity,
xα is 

a vector of sensor offsets, and
xw is a random distortion 

vector which is modeled by an SMM. The constraint as 

proposed in [15] is set so that the value of xβ can be taken 

from {-1,0,1}. The constraint acknowledges that a sensor 

may be able to “see” certain objects ( 1xβ = ), may to “see” 

other objects ( 0xβ = ), or may “see” certain objects with 

polarity reversed representation ( -1xβ = ). A vector ( )A x
θ

is used to represent the relationship between ( )F x
θ and

( )I x
θ , and it is consistent with the noise distribution: 

( ) ( ) ( )x xA x I x F x
θ θ θ

β α= − −          (6) 

( )A x
θ  is assumed to follow an SMM with a zero mean. 

Therefore, the likelihood of ( )A x
θ can be represented as 

1
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r
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Σ = Σ     (7) 

where R is the number of Student-t components, rΣ and rπ

denote the covariance and component weight of the rth 

Student-t distribution, respectively, rv is the degree of 

freedom. 

The complete data set of the joint groupwise image 
registration and fusion problem can be defined as 

{ }( ) ( )θ θ
C = L x , A x . Correspondingly, the incomplete data 

set is { }( )Z I x
θ

= , and the unknown parameters are denoted 

as { }= ( ), , , , , , , , , ,x x k k k k r r rvF x u vθρ β α π π θΣ Σ with

1,...,x X= , 1, ...,k K= and 1, ...,r R= , where X is the total 
number of pixels. Since each sensor image is an independent 
observation on the true scene, the log- likelihood function 
of the complete data of joint groupwise image registration 
and fusion can be written as 
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Our goal is to find out the appropriate choice of ρ to 

maximize log ( )C ρ . The hidden random variables xkz

and xrz are introduced to indicate the membership of ( )L x
θ  

and ( )A x
θ respectively among their own clusters. The log- 

likelihood function can be written as (9). 

III. JOINT IMAGE REGISTRATION AND FUSION USING EM 

The EM algorithm is employed to estimate the model 
parameters and to produce the fused image. There are two 
steps in the EM algorithm: 
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E-step: ( ) ( )( ), = ( | ) , ttQ E C Zρ ρ ρ ρ 
  
  

M-step: ( )( +1) ( )max ,t tQ
ρ

ρ ρ ρ=  

where t represents the tth iteration. By iterating these two 
steps, the parameters are determined with monotonically 
non-decreasing observed-data likelihood value. 

A. E-step 

In the E-step, the conditional expectation of (9) can be 
evaluated as (10) at the bottom of the page. Where C is a 

term that unrelated to ρ . The conditional probability xkγ

of xkz can be computed as 
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the conditional expectation values xrγ of xrz is computed 

as 
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B. M-step 

In the M-step, the parameters are determined by 

maximizing ( )( ), tQ ρ ρ . The fused image ( )F x
θ is 

computed by  
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Similarly, we can update ku , kΣ , kπ , rΣ , rπ  as  
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The updating of 
k

v is the result of the equation  
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The estimate of the degree of freedom rv is given by the 
solution of the equation. 
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However, the maximization of ( )( ), tQ ρ ρ is difficult to 

perform analytically due to the nonlinear coupling between 

the parameters xα and xβ , this problem can be solved by 

the SAGE algorithm [11]. The calculations will employ the 
pixels in anW h h= × window around x. We assume that 

the parameters xα and xβ are the same for each pixel in the 

window. ( )( ), tQ ρ ρ can be maximized by setting the 

differential with respect to xα and xβ to zero, while other 

parameters are unchanged. We have 
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The motion parameters are estimated by computing a 
motion increment which moves all the pixels so that

( )( ), tQ ρ ρ  is increased. To optimize ( )( ), tQ ρ ρ with 

respect to the parametersθ as follow 

( )( ),
0

tQ ρ ρ

θ

∂
=

∂
              (19) 

In order to find motion parametersθ which satisfy the 

above equation, we introduce a small motion incrementθ  

and denote +θ θ as the estimated parameters. Improved 
motion parameters that set (19) to a zero vector can be 
found by using a linear approximation of the spatial 
transformation. 
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where θ is a small motion increment in the motion 
parameters. Putting (19) and (20) together yield a linear 
system as (21). This linear system can be easily solved to 

obtain the motion incrementθ , which is used to update the 
current motion parametersθ . 
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IV. EXPERIMENTAL EVALUATION 

In this section, the proposed joint image registration and 
fusion are compared with many representative methods. 
For registration performance, the mutual information-
based method (MI) [14], the pattern intensity-based method 
(PI) [15], and the groupwise registration method (ER) [16] 
are compared. In order to demonstrate the performance of 
fusion, the Laplacian method (LP) [8] and the statistical 
signal process method (SS) [17] are compared. The joint 
groupwise image registration and fusion using the GMM 
method [14] is also compared. 

The performance of each registration method is gauged 
by comparing the estimated transformations to the gold 
standard transformations. This difference is quantified 
using the average pixel displacement (APD), defined as the 
distance of each pixel from its true, registered position, 
averaged over all pixels used in the registration. Hence, a 
perfect registration means that its APD is 0, and a large 

APD indicates poor registration. If the APD is greater than 
3 pixels, then the registration is considered a failure [18]. 

For the fusion evaluation, three fusion quality metrics 
are employed. The first is the Qab/f, which measures the 
degree of retention of edge information in a fused image 
[19]. The second is mutual information measure (MIM), 
which measures the extent to which the content of the 
source image is preserved in the fused image [20]. The third 
is the average gradient (AG), which is used to measure the 
spatial resolution of the fused image [20]. A high quality of 
fused image indicates that the value of these metrics is 
closer to 1.  

Some publicly available multimodal image data sets are 
used to test the performances of the registration and fusion 
methods. Each image data set is registered by a supplied 
gold standard registration. Then, we generated trial image 
data sets by applying known displacements to the initially 
registered images. Details about image data sets and the 
experiments are given in the following subsection. 



 

                                  
(a)                             (b)                         (c)                              (d) 

Fig. 1. Multisensor phantom dataset 

TABLE I.  THE RESULT OF IMAGE REGISTRATION ON FOUR DATASETS. VALUES IN BOLD INDICATE BEST RESULTS FOR EACH CRITERION AND DATA SET. 

Method 
Datasets 

Multisensor Phantom Medical Images Face Images Satellite Images 

MI 3.634 5.262 22.332 15.970 
PI 4.671 13.794 17.948 22.952 
ER 1.189 1.356 1.402 0.267 

GMM 1.086 0.987 1.098 0.253 
The proposed method 1.068 0.922 1.022 0.251 

A. Multisensor Phantom 

The multisensor phantom dataset is shown in Fig. 1. It 
is shown that the true object consists of a large circle 
encapsulating four ellipses. However, only two of the four 
ellipses are visible in each image. Fifty trail groups are 
generated by using randomly generated translation and 
rotation which are uniformly chosen from the range [-10, 
10] pixels or angles. The proposed method is initialized 
with four Student-t components. The registration results are 
given in TABLE I. The proposed method has the lowest 
APD, and demonstrates a better result compared with 
others. 

To evaluate the fusion performance of the proposed 
method under different levels of noise. Different levels of 
non-Gaussian noise and salt-and-pepper noise are added to 
each image. The variance of non-Gaussian noise and the 
density of salt-and-pepper noise increase from 0 to 0.04. 
Fig. 2. plots the average Qab/f values of different methods. 
It is shown that the ER-SS method is slightly better than the 
proposed method when the noise is 0. When the noise is 
increased, the proposed method outperforms other 
methods. The MIM measure results are given in Fig. 3. The 
proposed method has the best performance compared with 
the other three methods. Fig. 4. plots the AG values of 
different methods. It is observed that the proposed method 
has the best performance among all. 

 
Fig. 2. The Qab/f values of the ER-LP method, the ER-SS method, the 
GMM method and the proposed method with different levels of noise. 

“ER-LP” indicates that the source images are registered by using the ER 
based method and fused by using LP method. 

  
Fig. 3. The MIM values of the ER-LP method, the ER-SS method, the 
GMM method and the proposed method with different levels of noise 

 
Fig. 4. The AG values of the ER-LP method, the ER-SS method, the GMM 
method and the proposed method with different levels of noise 

B. Medical Images 

The medical images come from the Retrospective image 
Registration Evaluation project (one slice is shown in Fig. 
5). The group contains a CT image, a PET image and three 
MR images (T1-weighted, T2-weighted and PD weighted). 
Fifty sets of source images are generated using random 
translation and rotation from the range of [-5, 5] pixels or 
angles. The number of Student-t components is set as four. 
According to TABLE I., the proposed method has the best 



registration performance. TABLE II. shows fusion 
evaluation results, while the proposed method outperforms 
other methods on three evaluation measures. It is also 
observed that the proposed method is better than the GMM 
method. 

C. Face Images 

The face images with five different light positions are 
shown in Fig. 6. The light positions ranging from far left to 
far right. The dataset is obtained from the Extend Yale Face 
Database B. Fifty sets of source images are generated by 
applying rigid-body displacements. Parameters are chosen 
uniformly from the range [-10, 10] pixels or angles. The 
proposed method is initialized with five Student-t 
components. The registration results are shown in TABLE 
I. It is observed that the proposed method gets a lower APD 
than other methods. From TABLE II., it is shown that the 
fusion performance of the proposed method is better than 

those of the ER-LP method, ER-SS method, and the GMM 
method.  

D. Satellite Images 

The last dataset contains six images from different 
bands of Landsat 7 satellites. The Landsat 7 satellite 
images, each with 761 × 748 pixels in size, as shown in Fig. 
7. A total of fifty trial images groups are generated by 
applying different sets of 6 degrees of freedom affine 
displacements. Parameter values are uniformly sampled 
from the following ranges: translation and rotation [-5, 5], 
scale [0.95,1.05], and shear [-0.2,0.2]. The number of 
Student-t distribution is chosen as nine. TABLE I. shows 
the registration results. The proposed method outperforms 
other methods. According to TABLE II. It is found that the 
proposed method has better fusion performance than the 
ER-LP and ER-SS method. The proposed method has 
almost the same fusion performance as that of the GMM 
method. 

 

                     
(a)                      (b)                       (c)                      (d)                       (e)  

Fig. 5. Medical image dataset 
 

             
(a)                      (b)                     (c)                       (d)                      (e) 

Fig. 6. Face image dataset 
 

      
(a)                 (b)                  (c)                  (d)                  (e)                 (f) 

Fig. 7. Satellite image dataset 

TABLE II.  THE RESULT OF IMAGE FUSION ON FOUR DATASETS. VALUES IN BOLD INDICATE BEST RESULTS FOR EACH CRITERION AND DATA SET.

Method 
Multisensor Phantoms Medical Images Face Images Satellite Images 

Qab/f MIM AG Qab/f MIM AG Qab/f MIM AG Qab/f MIM AG 

ER-LP 0.286 0.455 0.092 0.362 0.622 0.476 0.312 0.686 0.271 0.448 0.656 0.439 
ER-SS 0.344 0.468 0.124 0.444 0.717 0.642 0.358 0.705 0.307 0.536 0.706 0.619 
GMM 0.323 0.469 0.135 0.521 0.729 0.734 0.370 0.716 0.363 0.555 0.730 0.651 

The proposed method 0.338 0.476 0.156 0.567 0.731 0.735 0.373 0.724 0.379 0.574 0.727 0.697 

V. CONCLUSION 

In this paper, a method of joint groupwise image 
registration and fusion is proposed. The SMM is applied to 
model groupwise image registration and fusion at the same 
time and combines these models into an ML formulation. 
The EM algorithm is then proposed to estimate the relevant 

parameters. Using the experiments of the multi-sensor 
phantom, medical image, face image, and satellite image, 
the proposed method has the better groupwise image 
registration and fusion performance than other 
conventional methods. 
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