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Abstract
. . . . Any reports and responses or comments on
In the genomics era computational biologists regularly need to process, _
analyse and integrate large and complex biomedical datasets. Analysis the article can be found at the end of the
inevitably involves multiple dependent steps, resulting in complex pipelines or article.

workflows, often with several branches. Large data volumes mean that
processing needs to be quick and efficient and scientific rigour requires that
analysis be consistent and fully reproducible. We have developed CGAT-core,
a python package for the rapid construction of complex computational
workflows. CGAT-core seamlessly handles parallelisation across high
performance computing clusters, integration of Conda environments, full
parameterisation, database integration and logging. To illustrate our workflow
framework, we present a pipeline for the analysis of RNAseq data using
pseudo-alignment.
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Introduction

Genomic technologies have given researchers the ability to
produce large amounts of data at relatively low cost. Bioin-
formatic analyses typically involve passing data through a
series of manipulations and transformations, called a pipeline
or workflow. The need for tools to manage workflows is well
established, with a wide range of options available from
graphical user interfaces such as Galaxy' and Taverna’, aimed at
non-programmers, to Snakemake, Nextflow, Toil, CGAT-Ruffus
and others™'" developed with computational biologists in mind.
These tools differ in their portability, scalability, parameter
handling, extensibility, and ease of use. In a recent survey'!, the
tool rated highest for ease of pipeline development was CGAT-
Ruffus'”, a Python package that wraps pipeline steps in discrete
Python functions, called ‘tasks’. It uses Python decorators to
track the dependencies between tasks, ensuring that dependent
tasks are completed in the correct order and independent
tasks can be run in parallel. If a pipeline is interrupted before
completion, or new input files are added, only data sets that
are missing or out-of-date are re-run. CGAT-Ruffus implements
a wide range of decorators that allow complex operations on
input files including: conversion of a single input file to a single
output file; splitting of a file into multiple files (and vice versa)
and conditional merging of multiple input files into a smaller
number of outputs. More advanced options include combin-
ing combinations or permutations of input files and conditional
execution based on input parameters. Use of decorators means
that CGAT-Ruffus pipelines are native Python scripts, rather than
the domain specific languages (DSLs) used in other workflow
tools. A key advantage of this, in addition to python being an
already widely understood language in computational biology, is
that individual steps can use arbitrary python code, both in how
they are linked together and in the actual processing task.

Here, we introduce Computational Genomics Analysis Toolkit
(CGAT)-core”, an open-source python library that extends the
functionality of CGAT-Ruffus by adding cluster interaction,
parameterisation, logging, database interaction and Conda
environment switching.

Methods

CGAT-core” extends the functionality of CGAT-Ruffus by
providing a common interface to control distributed resource
management systems using Distributed Resource Management
Application APl (DRMAA),. Currently, we support interac-
tion with Sun Grid Engine, Slurm and PBS-pro/Torque. The
execution engine enables tasks to be run locally or on a
high-performance computing cluster and supports cluster
distribution of both command line scripts (cgatcore.run) and
python functions (cgatcore.cluster). System resources (number
of cores to use, amount of RAM to allocate) can be set on a
per-pipeline, per-task, or per task-instance basis, even allowing
allocation to be based in variables, for example input file size.

Operation

The parameter management component encourages the separa-
tion of workflow/tool configuration from implementation to build
re-usable workflows. Algorithm parameters are collected in a
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single human-readable yaml configuration file. Thus, parameters
can be set specifically for each dataset, without the need to
modify the code. For example, sequencing data can be aligned
to a different reference genome, by simply changing the path
to the genome index in the yaml file. Both pipeline-wide and
job-local parameters are automagically substituted into command
line statements at execution-time.

To assist with reproducibility, record keeping and error han-
dling CGAT-core provides multi-level logging during workflow
execution, recording full details of runtime parameters, environ-
ment configuration and tracking job submissions. Additionally,
CGAT-core provides a simple, lightweight interface for interact-
ing with relational databases such as SQLite (cgatcore.database),
facilitating loading of analysis results at any step of the work-
flow, including combining output from parallel steps in single
wide- or long-format tables.

CGAT-core can load a different Conda environment for each
step of the analysis, enabling the use of tools with conflicting
software requirements. Furthermore, providing Conda envi-
ronment files alongside pipeline scripts ensures that analyses
can be fully reproduced.

CGAT-core workflows are Python scripts, and as such are
stand-alone command line utilities that do not require the
installation of a dedicated service. In order to reproducibly
execute our workflows, we provide utility functions for argument
parsing, logging and record keeping within scripts (cgatcore.
experiment). Workflows are started, inspected and configured
through the command line interface. Therefore, workflows
become just another tool and can be re-used within other
workflows. Furthermore, workflows can leverage the full power
of Python, making them completely extensible and flexible.

Implementation

CGAT-core is implemented in Python 3 and installable via
Conda and PyPI with minimal dependencies. We have success-
fully deployed and tested the code on OSX, Red Hat and Ubuntu.
We have made CGAT-core and associated repositories open-
source under the MIT licence, allowing full and free use for both
commercial and non-commercial purposes. Our software is
fully documented (https://pypi.org), version controlled and has
extensive testing using continuous integration (https:/travis-ci.
org/cgat-developers.) We welcome community participation in
code development and issue reporting through GitHub.

Use case

To illustrate a simple use case of CGAT-core, we have built
an example RNAseq analysis pipeline, which performs read
counting using Kallisto'* and differential expression using
DESeq2". This workflow and Conda environment are contained
within our CGAT-showcase repository (https://github.com/
cgat-developers/cgat-showcase). The workflow highlights how
simple pipelines can be constructed using CGAT-core, dem-
onstrating how the pipeline can be configured using a yaml file,
how third-party tools can be executed efficiently across a cluster
or on a local machine, and how data can be easily loaded into a
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database. Furthermore, we and others have been extensively
using CGAT-core to build pipelines for computational genomics
(https://github.com/cgat-developers/cgat-flow).

Discussion

CGAT-core'” extends the popular Python workflow engine
CGAT-Ruffus by adding desirable features from a variety other
workflow systems to form an extremely simple, flexible and
scalable package. CGAT-core provides seamless high-perform-
ance computing cluster interaction and adds Conda environment
integration for the first time. In addition, our framework focuses
on simplifying the pipeline development and testing process
by providing convenience functions for parameterisation,
database interaction, logging and pipeline interaction.

The ease of pipeline development enables CGAT-core to
bridge the gap between exploratory data analysis and building
production workflows. A guiding principle is that it should be
as easy (or easier) to complete a series of tasks using a simple
pipeline compared to using an interactive prompt, especially
once cluster submission is considered. CGAT-core enables
the production of analysis pipelines that can easily be run in
multiple environments to facilitate sharing of code as part of
the publication process. Thus, CGAT-core encourages a best-
practice reproducible research approach by making it the path
of least resistance. For example, exploratory analysis in Jupyter
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Notebooks can be converted to a Python script or used directly
in the pipeline. Similarly, exploratory data analysis in R, or
any other language, can easily be converted to a script that
can be run by the pipeline. This lightweight wrapping of
quickly prototyped analysis forms a lab book, enabling rapid
reproduction of analyses and reuse of code for different data
sets.
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