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Constructing a corpus-informed list of Arabic formulaic sequences (ArFSs) 

for language pedagogy and technology 

 

Ayman Alghamdi and Eric Atwell 

Umm Al-Qura University | University of Leeds  

 

This study aims to construct a corpus-informed list of Arabic Formulaic Sequences (ArFSs) for use in 

language pedagogy (LP) and Natural Language Processing (NLP) applications. A hybrid mixed 

methods model was adopted for extracting ArFSs from a corpus, that combined automatic and manual 

extracting methods, based on well-established quantitative and qualitative criteria that are relevant 

from the perspective of LP and NLP. The pedagogical implications of this list are examined to 

facilitate the inclusion of ArFSs in the process of learning and teaching Arabic, particularly for non-

native speakers. The computational implications of the ArFSs list are related to the key role of the 

ArFSs as a novel language resource in the improvement of various Arabic NLP tasks.  

 

Keywords: lexical resources, Arabic formulaic sequences, multi-word expressions, language pedagogy, 
mixed methods 

 

  

1. Introduction 

 

The phenomenon of multi-word expressions (MWEs) in human language has attracted the attention of 

researchers in various language-related disciplines e.g. linguistics, psychology, language pedagogy (LP) 

and Natural Language Processing (NLP). Hence, this phenomenon has been researched from a number 

of different scientific angles. A considerable amount of research has evidenced the major role of MWEs 

in the process of analysing, learning and understanding languages. From a linguistic perspective, many 

studies have emphasised the crucial importance of including formulaic language and MWEs in second 

language learning and teaching. Several researchers have highlighted the fact that the mental lexicon 



is not merely represented by single orthographic words, but rather it incorporates longer formulaic 

sequences (FSs) (e.g. Pawley & Syder, 1983; Kjellmer, 1990; Wray, 2002). Other researchers have 

attempted to develop MWEs lists, which can be used as a pedagogical tool in language teaching and 

learning e.g. material design, curriculum developments and language testing. On the other hand, from 

a computational perspective, MWEs play a vital role in NLP and many researchers have attempted to 

construct various types of MWEs repositories in order to integrate them in the development of various 

NLP software systems (e.g.  MWEs identification and extraction, language Part-of-Speech tagging and 

parsing, information retrieval and named entity recognition).  

The vast majority of research in this area has been conducted with the English language because 

of the interest in and demand for English language teaching, and the rich availability of free access 

English language resources. Recently, Arabic has received increasing attention from researchers from 

different, albeit related, disciplines. However, in comparison to English, Arabic MWEs research is still 

at an early stage. The key role of formulaic language and MWEs resources in LP and NLP and the lack 

of free access to Arabic MWEs lexical resources are drivers for research on constructing an Arabic 

corpus-informed MWEs list for LP.  

The main objectives of our study are twofold: 

  

i. A guide for Arabic language learners and educators to include ArFSs in their learning and 

teaching, particularly for non-native speaker learners. 

ii.  A comprehensive computational corpus-informed ArFSs lexical resource, which can be 

incorporated into various Arabic NLP applications. 

 

In this paper, we report on empirical research to develop and apply a hybrid model for extracting ArFSs 

from a corpus. The paper is organized as follows. Section 2 discusses definitions of FSs, and related 

work from the linguistic and computational perspectives. Section 3 presents the empirical methodology. 

Sections 4 and 5 present the empirical procedure and the results of adopting a hybrid model for 

extracting ArFSs from a corpus. Finally, we draw conclusions in Section 6. 

 

 

2. Formulaic Sequences in language pedagogy and technology 



 

When attempting to define the FS, the heterogeneous nature of this phenomenon in human languages 

at different linguistic levels can be clearly noticed, e.g. morphology, syntax and semantics. Hence, it 

is hard to find a consensus in the literature on what we can call FSs. This is mainly due to the 

complexity involved in the linguistic properties of FSs, like the well-known tale about blind men 

feeling different parts of an elephant and each giving a different description, every researcher attempts 

to demonstrate his or her own understanding of this complicated phenomenon. For instance, in 

Computational Linguistics and NLP the term ‘multi-word expression’ (MWE) is used to refer to 

various linguistic items including, but not limited to, idioms, noun compounds, phrasal verbs and light 

verbs (Sag et al., 2002; Gralinski et al., 2010). Hence, a precise, complete and comprehensive 

definition of FSs is beyond the reach of our study, particularly in morphologically rich languages as is 

the case in Arabic. Because of this, a practical definition will be suggested for this study, which defines 

the types of FSs targeted in the current research. This definition is based on our research objectives 

that mainly focus on Arabic expressions that are most useful for pedagogical uses, particularly phrases 

that pose difficulty from the perspectives of second language learner comprehension and NLP tasks.  

In the literature, many definitions of FSs have been suggested (e.g. Baldwin et al., 2003; 

Baldwin & Kim, 2010; Ramisch, 2012; Schneider et al., 2014; Wood, 2015). Researchers have 

specified criteria for recognising or defining FSs in texts and corpora (Leech et al., 2001; Wray & 

Namba, 2003; Wray, 2009; Schmitt & Martinez, 2012; Wood, 2015). For instance, Wray & Namba 

(2003) propose a set of eleven criteria that help the researchers to use their intuitive judgment in the 

manual identification of FSs. These criteria, along with others suggested by previous research (e.g. 

Coulmas, 1979; Peters, 1983; Wood, 2010a) were considered when developing a set of criteria for this 

study. The working definition adopted in the current study is based on an integration between two of 

the most cited definitions of FSs proposed by Sag et al. (2002: 4-5) and Wood (2015: 3). These 

definitions state the core criteria of FSs which have a consensus in FSs research, and thus here we 

define ArFSs as: standard Arabic multi-word phrases which have a single meaning or function and 

present linguistic as well as statistical idiomaticity. This concept of ArFSs covers all types of lexical 

units that we intend to include in our research because it involves any semantically regular formulas 

that are not restricted to any syntactic construction or semantic domain. By standard Arabic in our 



definition, we exclude other Arabic dialects and focus only on the standard dialect which is the formal 

type of modern Arabic represented in most forms of communication in the Arabic world today. 

Another dimension, regarding the concept of FSs, is the terminology issue. Wray (2002) states 

that, in the literature, more than 50 terms have been used to refer to this phenomenon; however, Schmitt 

(2010) suggests the use of the term ‘Formulaic Sequence’ as an umbrella to refer to various types of 

FSs in general. Hence, in our study, the term ‘Arabic Formulaic Sequences’ (ArFSs) will be used 

because this research covers different sorts of Arabic expressions, and other terms such as MWEs, 

constructions and collocations might be used interchangeably.   

The importance of this research is due to a set of factors related to the vital role of integrating 

formulaic language in NLP and LP. Ignoring MWEs in any language-related tasks will have a negative 

impact on their final output quality. This is because MWEs constitute a large part of everyday language; 

for instance, in English, MWEs constitute 41% of the entries in WordNet 1.7 (Fellbaum, 1998). Li et 

al. (2003) also state that phrasal verbs constitute approximately one third of the English verb 

vocabulary. This large portion of MWEs emphasises their key role in the development of language-

related applications. Formulaic language research provides evidence that the most frequently used 

words in languages are only the tip of expressional icebergs (e.g. Martinez & Murphy, 2011). Figure 

1 shows the underlying complexity of phrases related to the Arabic word 'ayn Ϧϴϋ ‘(“Eye”).1 

 

INSERT FIGURE 1 HERE 

Figure 1. Tip of the iceberg shows the complexity of phrases related to the Arabic word 'ayn 

 

Regarding the key role of MWEs in NLP applications, the inclusion of MWE resources can 

fundamentally improve the quality of many NLP applications, such as computer-aided lexicography, 

morphological and syntactic analysis, information retrieval, machine translation and foreign language 

e-learning systems like the Duolingo (http://duolingo.com) and Flax (http://flax.nzdl.org) projects. 

Integrating FS knowledge in these applications is known to be very beneficial in the reduction of 

language ambiguity and increasing the accuracy level of NLP system outputs (Ramisch, 2015).  

In LP, MWEs play an essential role because they constitute a large proportion of language. 

Wray (2013), in her timeline for research on formulaic language, finds that research in this area dates 

back to Firth’s famous quote “you shall know a word by the company it keeps” (Firth, 1957: 20). The 



early realization of this phenomenon paved the way for many following researchers to conduct 

empirical and theoretical studies that aimed to have an in-depth comprehension of formulaic language 

phenomena from different perspectives. In the last two decades, corpus linguistics research findings 

have demonstrated the essential role of formulaic language (Wray, 2002; Schmitt, 2010). Several 

examples in the literature highlight the major role of including formulaic language in LP. This is 

because formulaic language is very common in language; researchers in this area give different 

estimations of their proportion in language, which ranges from around 30% (Biber et al., 1999) to more 

than 50% (Erman & Warren, 2000) in spoken and written discourse. Hence, it is difficult to ignore this 

large percentage of language in any language-related application. Formulaic language also plays a 

critical role in conveying various kinds of functions and meaning in language communication (e.g. 

Biber et al., 2004; Dorgeloh & Wanner, 2009; Hyland, 2008; Wulff et al., 2009). For instance, in 

English and Arabic, many FSs are used as discourse organization signposts (e.g. man jaha ছaۘrā, “on 

the other hand”). 

Another factor related to the language processing advantages of FSs is the easy acquisition of 

formulaic language items by native speakers in comparison to non-formulaic items. By contrast, 

formulaic language acquisition is found to be one of the most challenging and difficult tasks for non-

native speakers (Underwood et al., 2004; Siyanova-Chanturia et al., 2011). Other research has 

emphasized the key role of formulaic language acquisition in the overall improvement of second 

language learners’ proficiency and fluency in the targeted language (Boers et al., 2006). For instance, 

after analysing the written answers of English as a foreign language (EFL) learners’ in a proficiency 

test, Ohlrogge (2009), finds that students with higher grades use formulaic language more than students 

with lesser grades.       

The final point here is related to the particular importance of Arabic formulaic language 

research. Many Arabic linguists call for the imperative need for developing different kinds of FSs 

language resources to utilize them in LP and NLP applications. For example, Omar (2007) and 

Hawwari et al. (2014) point out the lack of comprehensive Arabic formulaic language resources, 

particularly in terms of resources that can be integrated easily into LP and NLP applications. Omar 

(2007) states that most Arabic teaching and learning materials are still based on listings of orthographic 

single words because of the absence of well-developed FSs resources. Although the importance of 

English MWEs has been acknowledged by many researchers in the fields of LP and NLP, as evident 



by the large number of research papers and dedicated conferences and workshops, the theory of Arabic 

MWEs is still underdeveloped. There is a critical need for studying Arabic MWEs, both from the 

theoretical and practical perspectives. 

 

 

2.1 Corpus-informed pedagogical formulaic sequences 

 

The LOB Lancaster-Oslo-Bergen Corpus was the first corpus aimed at British English language 

teaching and research (Leech et al., 1983). An early attempt for an automatic extraction of MWEs in 

English was made by Atwell (1982) in the development of the LOB corpus tagging project. A multi-

word or ditto tag list was created for “sequence of two or more orthographically separate ‘words’ 

functioning as a signal lexical item’’ such as no one (Leech et al., 1983: 23). This method would be of 

great importance and usefulness in the automatic identification of immutable phrases from MWEs 

tagged corpus. However, when it comes to extracting phrases with syntactic and transparent variety, it 

is difficult to depend completely on automatic extraction methods. 

In English, the work of Leech et al. (2001) written during the development of the 100 million-

word British National Corpus (BNC) is considered to be the first published attempt to construct a 

comprehensive corpus-informed phrase list (Martinez, 2011). The generation of this list is based on 

the result of automatic identification of the most frequently appearing phrases in the POS-tagged 

written and spoken corpus. The criteria for MWE selection adopted in their research were based on the 

fixedness of the phrase. Leech et al. (2001: 8) state that “multiword units are items which are treated 

as a single word token, even though they are spelt as a sequence of orthographic words”. For instance, 

the phrase so that was analysed as a single word because it “functions in the same way as a one word 

conjunction” (Leech et al., 2001: 14). This specification of MWEs forced the researchers to exclude 

many other important types of FSs such as inflected or separated sequences like phrasal verbs (e.g. 

write down in write it down) in that such phrases could not be matched by their POS tagger. This 

methodology demonstrates some of the limitations of the fully automatic identification of MWEs. It 

can also be noted that their MWE list is mostly based on frequency data. Statistical data can be very 

beneficial and accurate in the identification of frequent single orthographic words in contrast to the 

processing of MWEs that might not provide sufficient information.   



Durrant (2009) constructed a pedagogical listing of academic collocations, the main aim being 

to extend Coxhead’s (2000) Academic Word List (AWL) into an academic collocations list to enable 

integration of formulaic language in LP. The generic list was based on a new English academic corpus 

developed by the researcher, which includes 25 million academic written words. The development of 

the list was based on the integration of two approaches: the first is the key collocation approach in 

which Durrant (2009) aims to find the most relevant word pairs which co-occur with moderate to high 

frequency within a four-word span across common academic disciplines in the corpus. The second 

approach is the collocation of academic keywords which aims to find the words that collocate most to 

the highest-ranked academic key words. Durrant’s (2009) approach relies solely on frequency data, 

and this might lead to ignoring valuable collocation items that do not meet the statistical criteria. 

Another study by Martinez & Schmitt (2012) sought to construct a corpus-based list of FSs in 

general English like the vocabulary general service list (GSL) (West, 1953). The targeted list aims to 

be used as a pedagogical tool that can be adopted in various pedagogical applications (e.g. language 

learning, teaching and testing). The list item selection was based on three main criteria related to high 

frequency, meaningfulness and the non-compositionality of the phrase. A hybrid approach was adopted 

in the identification of list items, so at the first stage a frequency list of n-gram candidates was 

generated using WordSmith Tools (Version 6) (Scott, 2016) and the targeted items of a given n-gram 

were selected manually, based on pre-determined selection criteria. The research yields a list of the 

505 most frequent multi-word expressions in English which is called the PHRASE List. 

  

 

2.2 Arabic computational MWEs research 

 

Arabic computational linguists can enhance Arabic NLP software by accommodating MWEs within 

language processing For example, Attia (2006) developed an Arabic MWEs list to use in a MWE 

transducer in the Arabic morphology parser in order to enhance its analysis. Attia used semi-automatic 

methods of identifying the MWEs to build a list of Arabic MWEs. Based on the classifications of 

MWEs presented by Sag et al. (2002), Attia classified the Arabic MWEs into four categories related to 

semantic compositionality and syntactic flexibility. No further details about the corpus used for 

developing the MWEs list and the selection criteria of the list items is provided by Attia (2006).  



Another reason for interest in MWEs in NLP research can be found in text classification. 

Hawwari et al. (2012) aim to learn how to statistically categorise new MWEs in large corpora. They 

constructed a general-purpose list of Arabic MWEs, with the list items being compiled manually from 

different Arabic MWE dictionaries (Abou-Saad, 1987; Seeny et al., 1996; Dawod, 2003; Fayed, 2007). 

The final list amounts to 4,209 MWEs. The list was then automatically tagged with the parts-of-speech 

tagger MADA (Habash & Rambow, 2005). The MWEs were manually classified by their syntactic 

constructions, e.g. Verb-Verb, Verb-Noun, Verb-Particle, Noun-Noun and Adjective-Noun. They 

developed a pattern-matching algorithm for classifying text in Arabic corpora. The pattern-matching 

algorithm was run on the Arabic Gigaword 4.0 corpus (AGW) to tag the Arabic text automatically with 

MWE annotations. The manual evaluation of a sample of automatic MWE annotations reveals an 

encouraging result with a high degree of accuracy.   

Another study by Hawwari et al. (2014) presents a framework for classifying and annotating 

Egyptian MWEs. The research sought to build an intensive lexical resource for dialectal Egyptian 

Arabic NLP, enriched with comprehensive linguistic annotations which include phonological, 

orthographic, semantic, morphological, syntactic and pragmatic information. The list is composed of 

7,331 MWEs compiled from corpora and MWE dictionaries.  

Although computational linguistics research into MWEs has been applied to Arabic language 

texts, as is the case in our study, our study has different objectives. The above examples illustrate 

Arabic MWE lists developed to improve Arabic NLP software; to the best of our knowledge, no Arabic 

MWEs list has been developed for language pedagogical purposes. Hence, our study seeks to fill in 

the gaps in our knowledge by developing a pedagogically-relevant and corpus-driven list of MWEs. 

 

 

3. Methodology: A hybrid model for FSs extraction 

 

Our mixed methods model for extracting FSs aims to combine statistical methods with qualitative 

methods; hence, quantitative and qualitative criteria will be applied to extracted FSs items from a 

corpus. The model mainly consists of three basic phases for identifying the FSs; in each phase the 

listed items undergo different sorts of analysis until the final refined list of FSs is achieved. This model 

was developed through a thorough literature analysis.  



 

3.1 Issues of frequency, extent and identification 

 

The main objective of this research is to arrive at a list that is beneficial for pedagogic utility, and 

frequency tends to be one of most important indicators for this usefulness (e.g. Nation, 2001; O’Keeffe 

et al., 2007). In English, several single word and FS lists have been used for a long time and have 

proved to be a fundamental pedagogical tool for designing and developing various kinds of teaching 

materials and language curriculums (e.g. Nation, 2001; O’Keeffe et al., 2007; Schmitt & Martinez, 

2012).  Nation & Waring (1997: 18) assert that including high frequency multi-word expressions is as 

important as the inclusion of single words in the frequency-based lists. 

It is reasonable to suppose that this frequency-usefulness relationship also applies to FSs; hence, 

in this research, frequency is one of the essential statistical criteria for constructing the current list of 

FSs. Another point about frequency is related to the phrase length. Statistically, there is an inverse 

connection between the length of phrase and its frequency, so long phrases are always less frequently 

used in the language. Hence, the focus of this research was on phrases from two words to no longer 

than four contiguous words. 

Regarding the extent of this list, any specific-purpose list must stop at some point to be widely 

used, so the current study adopted a threshold of 5,000 items. This cut-off point is consistent with many 

previous frequency-based lists developed for LP (Davies & Gardner, 2010; Milton, 2009; Capel, 2010). 

The identification of FSs combines quantitative and qualitative approaches, to be of maximum utility. 

Semantic and linguistic specifications will be considered in the development stages of this list; hence, 

in the final refined list, phrases which realize meanings or functions are included. 

 

    

3.2 The corpus source of the language data 

 

We use the Leeds modern standard Arabic Web Corpus (LAWC), which consists of about 176 million 

words and parts-of-speech (POS), tagged by the SALMA (Standard Arabic Language Morphological 

Analysis) POS-tagger (Sawalha & Atwell, 2013). The LAWC corpus is available on the Sketch Engine 

website (Kilgarriff  et al., 2014; https://www.sketchengine.co.uk). It was selected for several reasons, 



including its reputation, diversity and size. LAWC was initially collected by Sharoff (2006) for 

translation studies research and was used in several corpus-based Arabic studies. The corpus is 

considered to be representative of various written and spoken language genres; it covers various topics, 

classified into eight main categories (e.g. science, politics, arts and business). LAWC is one of the few 

publicly available large Arabic corpora; many corpus linguistics studies point out the importance of 

the corpus size in the overall improvement of the corpus studies results (e.g. Biber et al., 1999; Hunston, 

2002; Lee & Cantos, 2002).  

 

 

3.3 The selection criteria 

 

Based on the working definition of this study, this section presents the selection criteria of FSs, focused 

on the semantic features of the phrase regardless of its structural varieties. Because of this, we preferred 

to adopt a semi-automatic extraction approach from the corpus, which combined the use of manual 

and automatic techniques in the development of the FSs list.  

The well-known limitations of fully automatic identification of FSs, especially in a 

morphologically rich language, and the lack of an Arabic corpus annotated with MWEs justify the use 

of manual methods for extracting FSs with particular semantic features. The criteria used in this study 

are based on an intensive analysis of relevant previous English and Arabic research, see Section 2. The 

criteria were used as a guide for selecting FSs, thus any cluster (word-sequence) which met at least 

one of these four criteria from the n-gram candidates list should be considered as a potential FS 

candidate that is subject for further validation. Our selection criteria for FSs identification were:     

 

i. Does the expression, or part of it, lack sematic transparency?   

 

This means that the meaning of the phrase is not purely derived from its component parts, such as kick 

the bucket which means “to die” and in Arabic, antql ছilā raۊma Allah (lit. “passed to the mercy of 

God”) which means māt (“to die”). However, when applying this criterion, we should bear in mind the 

fact that fully semantic transparent phrases are rare in language (Taylor, 2006); therefore, expressions 



with any degree of non-compositionality will be taken into consideration in the process of FSs 

identification. 

     

ii.  Does the expression show any sort of linguistic idiomaticity? 

  

This criterion can be applied at all linguistic levels of analysis. For instance, at the lexical level the 

popular Arabic phrase,ҵalƗ arraƥm man (‘‘although’’) is an idiomatic expression because the lexical 

items in this phrase cannot be replaced with any other similar words. In addition, the phrase rajҵ baۘfƯ 

 anƯn (“came back with Hunain’s shoes”) is another example which shows a type of morphosyntacticۊ

idiomaticity because it presents resistance to morphological or syntactic transformations. 

 

iii.  Is the expression related to a specific situation or register? 

  

This criterion is related to the pragmatic properties of the phrase; that is, in every language, many 

expressions are strongly attached to specific occasions and usually tend to be used to convey a 

communicative meaning related to the situation. Examples include excuse me and happy birthday and 

in Arabic, šakrƗ lak (“thank you”) and, maҵ assalƗma (“goodbye”).  

 

iv. Can the expression be paraphrased or translated into a single word?  

 

This criterion helps to identify a FS; in English several studies have used a parallel translated corpus 

to detect different kind of MWEs (Nerima et al., 2003; Smadja et al., 1996) by analysing their 

equivalent in other languages, for instance, the Arabic phrase, baƥڲ annaڸr ҵan is translated in one 

equivalent word in English (“regardless’’).         

 

 

3.4 Stages of constructing the FSs list 

 

The FSs extraction was achieved in three main stages. Firstly, the statistical phase: in this phase, co-

occurring words were automatically extracted using the Sketch Engine n-gram tool with a frequency 



threshold of ten per million words, because the focus in this experiment was on the most frequent n-

grams. The resulting list of FSs was ranked in descending order by their frequency. Secondly, the 

qualitative phase aimed to apply the above qualitative criteria to the automatically extracted list; any 

FSs which met one of the pre-determined qualitative criteria were included in the final list at this stage. 

In addition, a validation exercise was conducted on a sample to ensure the validity of the selection 

criteria and demonstrate the possibility of replicating the resulting list by other researchers. Finally, the 

linguistic classification and annotation phase was undertaken to analyse the listed items linguistically 

by applying POS tagging and classifying the refined list items into different categories according to 

their linguistic properties; and to annotate the FS with corpus examples. Figure 2 shows the proposed 

hybrid model for extracting a pedagogical listing of FSs.  

 

INSERT FIGURE 2 HERE 

Figure 2. Diagram of the proposed hybrid model for extracting a list of FSs 

 

3.4.1 Statistical phase 

As a pre-processing step to the statistical phase, all unnecessary particles and mistyped words were 

removed from the text extracted from the corpus in Sketch Engine. In addition, orthographical 

normalisation was performed; for instance, the Arabic ( -·- ) Alef-letter variations were normalised to 

() A. This pre-processing phase assisted in reducing the initial list of candidates. Using the n-gram tool 

of the Sketch Engine website, with a frequency threshold of 10 per million words and a cut-off point 

of four for the MI association score, the search rendered a list of 5,115 n-grams. The defined search 

span included all n-grams between two and four words. We assigned the minimum frequency to 

concentrate on the most frequent FSs. Several studies in phraseology provide psycholinguistic 

evidence that a co-occurrence of words with a minimum MI score of 3 can be considered as a 

collocation (Church & Hanks, 1990; Stubbs, 1995). The n-grams were then ranked in descending order 

by frequency, and annotated with the association measure scores. 

 

3.4.2 Qualitative phase   

This was the most time-consuming stage in developing the ArFSs list, but essential since the objective 

was to arrive at a meaningful and pedagogically relevant list. The use of computational techniques in 



the process of finding qualitative criteria might lead to an inadequate listing. Hence, the study had to 

rely on manual processing at this stage. Firstly, in the light of the established selection and exclusion 

criteria, a number of list items were manually removed from the initial listing, as a pre-processing step 

to the qualitative phase. The following are reasons for removing items from the primitive list of FSs: 

 

i. The phrase involved an abbreviation, a proper noun and numbers;  

ii.  Dialectical Arabic words or expressions were removed in the light of the fact that this list 

concentrated only on classical and standard modern ArFSs; 

iii.  Items appeared on the listing more than once because of variant spellings (their frequency 

was added to the correct spelling phrase); 

iv. The phrases were meaningless such as word sequences that consisted merely of articles or 

prepositions; 

v. Named entity constructions: names are generally not included in general language FS lists; 

vi. Redundancy: items appeared in 2- and 3- or 4-gram word sequences with little variation. 

vii.  Transparency: items for with the meaning was directly derived from their component words, 

and which did not meet any other inclusion criteria. 

 

Once this pre-processing step had been completed, a list of the most distinctively and meaningful FSs 

was developed comprising 1,773 statistically ranked items. The main qualitative analysis step involved 

carefully going through the entire set of n-gram word-sequences, one by one, to apply the qualitative 

criteria. Any n-gram which met at least one of the pre-defined criteria was included in the ArFSs list. 

On several occasions it was necessary to consult the corpus concordance and a number of Arabic 

dictionaries to investigate in depth the meaning of the FSs in various contexts. For instance, the phrase, 

wafqƗ la (“according to”) did not seem to be formulaic at first glance but deeper consideration of its 

meaning in a different context yielded an idiomatic result. Another phrase, bamƗ Ҵan (“so that”) seemed 

to be meaningless, but when consulting the corpus concordance, its meaning became clear. When this 

process had been finished, a list of statistically and qualitatively filtered n-grams was created involving 

608 remaining items of FSs. 

 After the list items underwent the qualitative filtering, a validation rating exercise was 

conducted to judge whether the selection of qualitative criteria could be applied by other researchers. 



The initial list consisted of more than 5,000 items, which is a very large number for a full validation 

exercise; therefore, a random sample of 350 n-gram word-sequences was extracted. The first 50 n-

grams were used as a training sample, before the conduct of the actual rating exercise on 300 n-grams. 

Table 1 shows the task set for the validation exercise. 

 

Table 1. The task for the validation exercise 

-Tick all the phrases that match the qualitative criteria. 
- Use the corpus concordance tool or/and Arabic dictionaries if you need to understand the 

meaning of any n-gram items.   
- If you are hesitant, you can make notes about the hesitation in the comment column.  

Nu FSs Freq Yes No Comments 
1 ϝϼΧ Ϧϣ 59900    
2 Ϧϣ ήΜϛ 54114    
3 ϡϼδϟ ϪϴϠϋ 39907    

4 ϥ ϞΟ Ϧϣ 37889    
5 ˰ϟ ΔΒδϨϟΎΑ 31243    

 

The independent assessor for this exercise was a PhD researcher in applied linguistics with robust 

experience of teaching Arabic as a second language and the development of language learning and 

teaching materials. To ensure the judge’s familiarity with FS research, prior to the assessment process, 

he was introduced to the key research in FSs along with an informative detailed discussion session 

about the concept and the selection criteria of FSs. The assessor was then presented with a detailed 

written document that outlined the scope and objectives of the research in general and gave special 

explanations about the qualitative selection criteria and the process of applying these criteria by the 

researcher. Then, the assessor was asked to carefully read the whole set of n-grams line by line, to 

select any n-gram word-sequences that met at least one of the qualitative selection criteria. In case of 

uncertainty about any list items, the assessor was told to consult the corpus concordance, or Arabic 

dictionary, and to write a note about his choice. 

 

3.4.3 Linguistic analysis and classification phase 

This phase mainly concentrated on linguistic analysis of our list items at various levels. Only shallow 

morphological, structural and semantic analyses were covered in this phase; more advanced linguistics 

analyses such as syntactic, lexicographic and pragmatic will be considered in upcoming research. Our 

classifications were consistent with previous studies on Arabic MWEs (e.g. Hawwari et al,. 2014; 



Meghawry et al., 2015). In the first step, the automatic MADAMIRA POS tagger (Pasha et al., 2014) 

was applied to all list candidates, to classify them into POS structural pattern categories.  

Then we examined the level of ArFSs compositionality. The extracted FSs varied in their degree 

of idiomaticity, this means that the meaning of the FSs varied in its relation to the phrase component 

parts; some phrases can be easily understood if you know the meaning of its component parts, while 

others have a different meaning that is irrelevant to its component parts. Mel’ćuk (1998) presents 

semantic classifications of phrases with regard to their degree of idiomaticity; the first category is ‘full 

phrasemes’, i.e. the meaning of the phrase cannot be derived from its component parts. The second 

one is ‘semi-phrasemes’, i.e. the meaning of the phrase matches the meaning of its component parts, 

but it has an additional meaning which is not related to its component parts. The third category is 

‘quasi-phrasemes’: here, the meaning of the expression is derived directly from one part of the phrase 

and partially or indirectly derived from the other one. These semantic opacity classifications can be 

adopted in our study. Hence, the ArFSs in this study were classified into three main categories: full 

phrasemes, semi-phrasemes, and quasi-phrasemes.  

The last step of this stage was related to extracting a corpus-based example of each phrase, 

which represented the actual use and context of the ArFSs. This step was targeted to enhance the 

pedagogical applications of this list.  For each n-gram, a random list of concordance lines was 

generated and the researcher very carefully read all the concordance lines to discover the in-depth 

meaning of each expression and then classified them into categories according to their meanings in 

different contexts. The most frequent meaning was then added to the FSs list as a good example of 

each expression. 

 

 

4. Results and discussion 

 

In the statistical phase, we extracted a set of 5,115 n-grams from our corpus with a frequency above 

10 per million words and an MI score above 4. Table 2 shows examples of the high-frequency 2-grams. 

Table 2. Sample of the initial unedited 2-grams list derived from LAWC. 

Bigram 
 

Raw Freq 
Association Measures 

Translation MI log likelihood 
  ϞϜθΑ baškl In a manner 68,964 5,182 451,430 



 ϝϼΧ Ϧϣ man ۘalƗl Through 59,900 4,507 289,756 
 ΐΒδΑ basbb  Because 49,771 5,071 329,927 
 ΔΒδϨϟΎΑ bƗlnsba  For 47,091 5,407 341,640 
 ϞΟ Ϧϣ man Ҵajl   In order to 37,889 5,378 263,642 

 ϡϼϋϹ ϞΎγϭ wasƗҴil alҴiҵlƗm   The media 59,98 11,250 86,598 
 ϝΎΜϤϟ ϞϴΒγ sabƯl almaܔƗl   For example 9,452 12,252 156,386 

 ΔϣΎϴϘϟ ϡϮϳ yawm alqayƗma   The Day of Judgement 8,323 10,299 113,011 

 

In the qualitative phase, the 5,115 n-grams were first examined to remove abbreviations, numbers, 

dialect words, variant spellings, meaningless function-word-only sequences, names, redundant n-gram 

subsequences, and clearly transparent word-combinations; this manual filtering removed 3,342 

candidates, leaving 1,773 n-grams. Table 3 shows examples of the phrases and the reasons why they 

were deleted from the initial list of n-grams. 

Table 3. Examples of excluded FSs, with the reasons for their exclusion 

Excluded expression Reason 
ΰϳΎϋ ζϣ, maš ҵƗyz (“I do not want”)  Dialectical language  
ΔϴϤϟΎόϟ ΏήΤϟ, alۊarb alҵƗlmya (“World war”)  Proper noun  
ΓήϜϔϟ ϩάϫ, haڴh alfakra (“this idea”) Transparency 
Ϧϣ ϢϏήϟ ϰϠϋ, ҵalƗ arraƥm man (“Although”)  Redundancy  

 

Each of the remaining 1,773 n-grams was manually assessed against the four qualitative criteria; 1,165 

were judged to not meet any of the four qualitative criteria. The final result was a refined list of 608 

ArFSs which met at least one of the pre-determined criteria. The criteria were validated in an inter-

annotator agreement exercise. In the training sample, the assessor selected 11 out of 50 items and he 

only missed two of the items we judged as FSs. However, he pointed out in the comment column that 

he did not know the exact meaning of these phrases. Hence, he was told to consult the corpus 

concordance to clarify their meaning. Once he realised their meaning, the assessor decided to include 

them with the selected items.  

After finishing the exercise, the assessor reported that the qualitative selection criteria were 

very clear that he usually had not taken a long time to decide whether to include or exclude the list 

items. He also added that the excluding criteria provided were very beneficial in the excluding of many 

n-gram clusters. The assessor missed only 17 FSs in the test sample of 300 n-grams. The inter-rater 



reliability was high, overall the gold standard and assessor were 94.4% in agreement. This is an 

encouraging inter-rater reliability result, which demonstrated the reproducibility of our resulting list. 

The high agreement is probably not surprising as the selection and the excluding criteria were carefully 

and clearly defined. 

In the linguistic analysis and classification phase, we enriched the final lexical resource of 608 ArFSs 

by adding linguistic classification, and corpus examples. Table 4 shows examples of ArFSs with POS 

tags from the MADAMIRA POS tag-set. Regarding ArFSs structures, the list items appeared to belong 

to well-known structural patterns of Arabic MWEs. Table 5 shows the structural categories of our 

ArFSs list. The classification of ArFSs by level of compositionality is illustrated in Table 6. As a 

practical addition to the resource, each ArFS was annotated with a representative corpus example. 

Table 7 shows several FSs with their corpus-based examples. 

 

Table 4. FSs examples with their POS Tags 

POS Example 
Nouns ˰ϟ ˱ήψϧ naڸran la  
Adjectives ˰Α ΔϘϠόΘϣ matҵlqa ba 
Adverbs  ΎϨϫϙΎϨϫϭ  hanƗ wahnƗk  
Verbs ϰϟ· ϱΩΆϳ yaҴdƯ ҴilƗ  
Particles ΪΑϻ lƗbd  
Prepositions ϝϮλϮϟ έΎρ· ϲϓ fƯ ҴiܒƗr alwa܈ǌl 
Conjunctions ϲϟΎΘϟΎ˰Αϭ wb_AltAly 
Interjections ௌ ϥΎΤΒγ sbHAn Allh 

 

Table 5. Examples of Structural patterns of Arabic FSs 

Structure Example Translation  
preposition + noun ΔΒγΎϨϤΑ, bamnƗsba  By the way 

noun +preposition ϰϠϋ Ω˱έ, radan ޏalƗ  In esponse to 

preposition + noun+noun ϑΎτϤϟ ΔϳΎϬϧ ϲϓ, fƯ nahƗya 
alma৬Ɨf  

Eventually  

Interjections + noun ௌ ϥΎΤΒγ, sabতƗn Allah  Glory be to Allah 

Conjunctions + preposition + noun ϲϟΎΘϟΎΑϭ, wabƗltƗlƯ  Thus 

preposition + adjective + noun ϥΎϴΣϷ ξόΑ ϲϓ, fƯ baޏঌ 
alގaতyƗn  

Sometimes 

Verb + noun  ௌ ϪϤΣέ, raতmh Allah  May Allah have mercy on him 

preposition + Pronouns +noun 
+conjunction + noun 

ϡϼδϟϭ Γϼμϟ ϪϴϠϋ, ޏalƯh 
aৢ ৢalƗ wassalƗm  

Peace and mercy be upon him 



Adjective + Pronouns Ύϣ ΎΒϟΎϏ, ƥƗlbƗ mƗ  Often 

noun +conjunction ϥ ϢϏέ, raƥm ގan  Though 

Preposition +adjective ϱέϭήπϟ Ϧϣ, man aঌঌarǌrƯ  It is necessary 

Adjective+ Preposition ˰Α ςΒΗήϣ, martb৬ ba  Linked to 

Adverb+ conjunction+ Adverb ϙΎϨϫϭ ΎϨϫ, hanƗ wahnƗ Here and there 

Noun + noun  ΔϠμϟ ΕΫ, Ɨt aৢৢala Related to 

Conjunction+ Particle+ noun ΎϤϴγ ϻϭ, walƗsƯmƗ In particular 

 

Table 6. Semantic compositionality opacity levels of the FSs 

Semantic degree Example 
Full phrasemes ϊΒτϟΎΑ, bƗlܒbҵ  (“of course”)  
Semi-phrasemes Ύϣ ΪΣ ϰϟ·, ҴilƗ ۊad mƗ  (“to somewhat”) 
Quasi-phrasemes  ΔϴΟέΎΨϟ ΔϴγΎϴδϟ assayƗsa alۘƗrjya (“Foreign policy”) 

 

Table 7. Several FSs with their corpus-based examples 

FSs Sentence Example Translation 
Ϧϣ ϢϏήϟ ϰϠϋ, ҵalƗ arraƥm 

man (‘‘although’’) 
 ϦϴϴγΎγϷ ϢϠϴϔϟ ϝΎτΑ Ϧϣ ϥΎϛ

 ΪϴϠϘΗ ϲϓ ΕήΜόϟ ξόΑ Ϧϣ ϢϏήϟ ϰϠϋ
.ΔΠϬϠϟ 

He was a major film 
some pitfalls in  despitehero 

imitating the dialect. 

Ϧϋ ήψϨϟ ξϐΑ, baƥڲ 
annaڸr ҵan 

(“regardless’’) 

 ΕήΘϔϟ βϤθϟ Δόη ϝ νήόΘϟ
 ξϐΑ έΎϤϋϷ ϊϴϤΟ ΩΪϬϳ ήτΧ ΔϠϳϮρ

 ϭ ϊϴοέ ΎϬϟ νήόΘϳ Ϧϣ ϥϮϛ Ϧϋ ήψϨϟ
.ΏΎη ϭ Ϟϔρ 

Prolonged exposure to sunlight 
is a threat to all ages, regardless 
of whether they are exposed to 
an infant, a child or a young 
person. 

ϲϟΎΘϟΎΑϭ, wabƗltƗlƯ  
(“therefore”) 

 ϊϣ ϢϴϠγϭ ϲΤλ ϡΎόρ ϝϭΎϨΗ ϥ
 ˬΓΪϴΟ ΔΤλ ϰϟ· ϱΩΆϳ ςϴθϨϟ ΐόϠϟ

 ΔϴϬη ϰϟ· ϱΩΆΗ ΓΪϴΠϟ ΔΤμϟ ϥΎϓ  ϲϟΎΘϟΎΑϭ
.ΓΪϴΟ 

Eating healthy food with active 
lifstyle leads to good health, 
therefor this leads ultimitly to 
good appetite. 

ϝΎΜϤϟ ϞϴΒγ ϰϠϋ, ҵalƗ sabƯl 
almaܔƗl (“for example”) 

 ϲϓ ϒϴϟΎϜΘϟ ϥϮϜΗ ϥ ΐΠϳ
 ϪϨϣ ΐϠτϳ ϼϓ ϒϠϜϤϟ ΔϗΎρ ΐδΣ ϡϼγϹ
 ΔΎϤϟΎΑ ϒμϧϭ ϦϴϨΛ ϻ· ϝΎΜϤϟ ϞϴΒγ ϰϠϋ

ΰϛ ϲϓΎμϟ ϱϮϨδϟ ϪΤΑέ Ϧϣ.ΓΎϛ  

The duties in Islam must be 
according to the capacity of the 
taxpayer, for example, only two 
and a half percent of his net 
annual profit is required as a 
Zakah. 

 

The hybrid model adopted in this research enabled us to take advantage of automatic and manual 

extraction of FSs that resulted in the development of meaningful and manually validated list items that 

can be used in different pedagogical and NLP tasks. To facilitate the usability and accessibility for the 

end-users of this resource, particularly for language learners and teachers, sentence examples were 

provided for each list item.  



             In terms of the linguistics processing stage, the overall results of the POS analysis showed 

that most of the FSs that met the selection criteria were phrases that began with prepositions. Figure 

3 illustrates the overall result for ArFSs. 

INSERT FIGURE 3 HERE 

Figure 3. FSs list distribution by the POS of the head word. 

However, this dominance of prepositional phrases in the extracted FSs list might be due to the focus 

on the most frequently occurring n-grams in our method. The large number of prepositional phrases 

demonstrates the key role of this kind of phrase in everyday language use, so this initial result indicates 

the need for a special consideration of prepositional ArFSs in further experiments. Prepositional 

phrases are very important in NLP and second LP because they are considered as highly ambiguous 

and difficult in language processing and learning tasks.         

The semantic analysis of the FSs enhances the utility of the extracted ArFS list in different 

practical NLP tasks; for instance, knowing the degree of idiomaticity of the phrase can be of great 

benefit in increasing the precision and robustness when trying to integrate this list into an NLP system. 

Knowing the non-compositional FSs enables an NLP system developer to treat them as a single word, 

which ultimately increases the overall accuracy of NLP system output. In addition, these kinds of FSs 

are usually considered as the most difficult phrases to learn for non-native speaker/learners of Arabic. 

Hence, the concentration on this kind of FS in the design of learning and teaching materials will have 

a positive impact on accelerating the process of second language acquisition.  

 

 

6. Conclusions 

 

This paper has described a methodical approach to develop a list of ArFSs for use in NLP and LP. To 

ensure the quality of the list items, the hybrid model was applied in the process of extracting ArFSs 

from a large corpus. This methodology enabled us to go beyond a solely automated extraction process 

that would only extract FSs of limited value in NLP and LP. The different levels of analysis that the 

FSs underwent contributed to the identification of valuable FSs that can be of great benefit for NLP 

and non-native speaker/learners.  



The methodology in our research is not without limitations, including the use of only two expert 

Arabic linguists in the procedures of applying the qualitative criteria and in the reliance on a raw-text 

Arabic corpus because of the lack of linguistically annotated Arabic corpora. The present study 

research is an effort toward more intensive corpus linguistics research on Arabic FSs. In addition, this 

research presented a model for identifying FSs based on several well-defined FSs criteria which can 

also be applied to other varieties and languages. The hybrid mixed-methods approach has been 

demonstrated for Modern Standard Arabic, so a next step will be to apply the same methodology to 

extract specialised ArFSs lists for other varieties of Arabic, using other Arabic corpora. For example, 

to build lists of ArFSs specific to Quranic Arabic and Classical Arabic (Alrehaili & Atwell, 2017), 

using the Quranic Arabic Corpus (Dukes & Atwell, 2012) and the King Saud University Corpus of 

Classical Arabic (Alrabiah et al., 2014). Other options include to build lists of ArFSs for specific Arabic 

dialect corpora (Hassan et al., 2013; Alshutayri et al., 2016) and ArFSs for specific genres of Arabic, 

such as children’s Arabic (Al-Sulaiti et al., 2014), second-language learner Arabic (Alfaifi et al., 2014) 

or Arabic social media (Alshutayri & Atwell, 2017; forthcoming). 

The initial list of 5,115 statistically-frequent n-grams was pared down to a subset of 608 “true” 

ArRFs which met linguistic and semantic criteria. A side-effect of this manual filtering is that we have 

a list of 4,507 “rejects”: candidate n-grams which should NOT be included in an ArFSs list. This can 

be a useful resource in further research to extract ArFSs in other varieties or sublanguages of Arabic: 

normally we expect that if a candidate is not a true ArFS in Standard Arabic then it is also not a true 

ArFS in the sublanguage. This assumption still has to be tested, but if correct, we have a resource to 

filter out some candidates generated from other sublanguage corpora. 

Another use of the “reject list” is as a gold standard for Machine Learning of “true” ArFSs, for 

example in evaluation contests such as SEMEVAL, the annual Semantic Evaluation contest run by the 

Association for Computational Linguistics Special Interest Group on the Lexicon (ACL SIGLEX). We 

can provide lists of “valid” and “reject” ArFSs candidates, as training and evaluation datasets, for a 

SEMEVAL contest where the task is to classify an Arabic n-gram as a true ArFS (or not). 

The present study is a contribution to a research community effort to construct a comprehensive 

repository of Arabic lexical resources for NLP and LP. Follow-up research will extend the current list 

to include less frequent ArFSs, and special attention will be paid to the analysis and extraction of 

prepositional ArFSs. In addition, different experiments can be conducted using a combination of 



knowledge-based and data-driven approach to arrive at a more valid and comprehensive result. The 

research will also aim to integrate the expert and non-native learners’ judgements in the selection and 

classifications of ArFSs to improve the quality and accessibility of this language resource. The ArFSs 

items can be enhanced with a comprehensive annotation scheme that aims to cover additional linguistic 

features of ArFSs, including phonological, orthographical, syntactic, semantic and pragmatic features. 

The final ArFSs repository can be integrated into a free access online e-learning environment to make 

the most of this significant language resource. 
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Notes 

     

1. The German standard DIN 31636 is used for rendering Romanized Arabic as described in the Appendix. 
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Appendix: The German standard DIN 31636 for rendering romanized Arabic 

Original Arabic letter DIN 31635 

 ૃ 
Ώ b 
Ε t 
Ι ৮ 
Ν ۜ 
Ρ ত 
Υ প 
Ω d 
Ϋ d 
έ r 
ί z 
α s 
ε š 
ι ৢ 
ν ঌ 
ρ ৬ 
υ  
ω ૽ 
ύ ƥ 
ϑ f 
ϕ q 
ϙ k 
ϝ l 
ϡ m 
ϥ n 
˰ϫ h 
ϭ w 
ϱ y 

 ˴ଉ (short vowel) a 
 ˵ଉ (short vowel) u 
 ˶ଉ (short vowel) i 
 (long vowel) Ɨ 
ϭ (long vowel) ǌ 
ϱ (long vowel) Ư 
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Figure 1. Tip of the iceberg shows the complexity of phrases related to the Arabic word 'ayn 

 

ΔϳέΎΟ Ϧϴϋ 'aynu jåriyah (“A flowing water”)  

ϦϴόΑ ΐϴλ 'usieba bi'ayn( “To envy someone”)  

Ϧϴϋ ҵayn (“eye”)  

ϦϴόϟΎΑ Ϧϴόϟ al'aynu bil'ayn (“An eye for an eye”)  

 ϦϴϘϴϟ Ϧϴϋ   'aynu alyaqin (“A matter of  fact”) 

νήϓ Ϧϴϋ fard 'ayn. (“An obligation”)  

έΎΒΘϋϻ ϦϴόΑ άΧ 'akhazha bi'ayni ali'tibår (“Take into consideration”)  



Figure 2. Diagram of the proposed hybrid model for extracting a list of FSs 

 

 

 

 

 

Figure 3. FSs list distribution by the POS of the head word 
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