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A light-driven molecular motor system is investigated using a multi-state Brownian ratchet model described

by a single effective coordinate with multiple electronic states in a dissipative environment. The rotational mo-

tion of the motor system is investigated on the basis of wavepacket dynamics. A current determined from the

interplay between a fast photochemical isomerization (photoisomerization) process triggered by pulses and a

slow thermal isomerization (thermalization) process arising from an overdamped environment is numerically

evaluated. For this purpose, we employ the multi-state low-temperature quantum Smoluchowski equations that

allow us to simulate the fast quantum electronic dynamics in the overdamped environment, where conventional

approaches, such as the Zusman equation approach, fail to apply due to the positivity problem. We analyze

the motor efficiency by numerically integrating the equations of motion for a rotator system driven by repeat-

edly impulsive excitations. When the timescales of the pulse repetition, photoisomerization, and thermalization

processes are separated, the average rotational speed of the motor is determined by the timescale of thermaliza-

tion. In this regime, the average rotational current can be described by a simple equation derived from a rate

equation for the thermalization process. When laser pulses are applied repeatedly and the timescales of the pho-

toisomerization and pulse repetition are close, the details of the photoisomerization process become important

to analyze the entire rotational process. We examine the possibility of observing the photoisomerization and

the thermalization processes associated with stationary rotating dynamics of the motor system by spectroscopic

means, e.g. pump-probe, transient absorption, and two-dimensional electronic spectroscopy techniques.

I. INTRODUCTION

Light-driven molecular motors are nano-technological ma-

chines capable of continuous unidirectional rotation under op-

tical driving [1–4]. Typical photo-driven molecular motor sys-

tems involve several processes to accomplish unidirectional

rotation, which include photochemical isomerization (pho-

toisomerization) and thermal isomerization (thermalization).

The fast electronic quantum dynamics in photoisomerization

after photoexcitation with a typical time scale in the picosec-

ond range [3, 5] and slow thermalization in an environment

with a typical time scale in the nanosecond to hour range [6, 7]

are the key to describe the function of photo-driven molecular

motor systems.

Experimentally, circular dichroism spectroscopy has been

performed to investigate thermalization processes [6–8], and

various ultrafast nonlinear laser measurements have been car-

ried out to investigate details of photoisomerization processes

[9–11]. These experiments aim to analyze dynamics and

yields of each isomerization processes, to understand the roles

of their substituents and solvents, and to achieve high perfor-

mance rotation e.g. by choosing the substituents and solvents.

Theoretically, many studies have been carried out with the

aim of understanding the details of the potential energy sur-

face (PES) structures and non-adiabatic coupling (NAC) pro-

files to determine the rotational degrees of freedom and to

simulate fast photoisomerization processes in molecular mo-

tors systems [12–19]. In contrast, the thermalization process,

∗ ikeda.tatsushi.37u@kyoto-u.jp
† A.G.Dijkstra@leeds.ac.uk
‡ tanimura.yoshitaka.5w@kyoto-u.jp

which is known as a rate-limiting step of molecular motors

[6–8], has not been well explored. This is because, most of

the thermalization processes of molecular motors can be char-

acterized by simple rate equations, and therefore the detailed

dynamics of a single thermalization process is not regarded

as an important issue. However, to discuss the performance

of the whole rotation processes, a theoretical description that

include both photoisomerization and thermalization is impor-

tant. In this paper, we study this entire process using a system-

bath model.

A system exhibiting a rectified motion in a periodic po-

tential that utilizes thermal or mechanical fluctuations has

been investigated as a ratchet system [20–23]. The rotational

speeds of ratchet systems including biological motor systems

such as Myosins and F0F1-adenosine triphosphate (ATP) syn-

thase, have been intensively investigated from both theoreti-

cal and experimental approaches [24]. In a molecular motor

system, while photoexcitation and thermal fluctuations are al-

most unbiased, the PESs of the system are asymmetric due to

steric hindrance effects of functional groups of the molecule

(e.g. large alkyl and aryl groups). These asymmetric PESs

cause ratchet effects and rectify the current. Therefore, we can

regard a photo-driven molecular motor as a ratchet system [3].

Because the thermalization process should be described us-

ing fluctuation and dissipation arising from the environment,

here we study the rotary motor system by applying a Brownian

heat bath model that has been used for the investigation of the

ratchet system [24–27]. However, it is difficult to adopt the

conventional theoretical frameworks which have been used

for Brownian ratchet systems to the present motor problem,

because the characteristic timescales of processes involved

in this system, i.e. the photoexcitation, photoisomerization,

and thermalization processes, are very different, and because
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the dynamics among multiple electronic states should be de-

scribed in the framework of quantum mechanics as in many

previous theoretical investigations concerning photoinduced

dynamics [28–31]. For example, although Langevin type ap-

proaches have commonly been employed to describe various

Brownian ratchet systems [24–26], such approaches cannot

directly be applied to the investigation of slow relaxation by

means of numerical simulation, because convergence of such

long-time trajectory sampling is slow. Moreover, it is diffi-

cult to apply such approaches to multi-state systems, because

the conventional semi-classical approaches with classical tra-

jectories (e.g. Fewest switch surface hopping and Ehrenfest

methods) give a poor description of non-adiabatic transitions,

particularly, when we include a dissipative environment [32].

While quantum Fokker-Planck type approaches are capable

of treating such systems, they are computationally more ex-

pensive than Langevin type approaches, because their phase

space description on the basis of the Wigner distribution func-

tion require a huge computational memory. Moreover, in the

case of multi-state systems, a semi-classical treatment of the

heat-bath may violate the positivity of the probability distribu-

tion for non-adiabatic transition processes: This phenomenon

is known as the positivity problem in open quantum dynamics

theories [33–36].

In the strong friction limit of an Ohmic spectral density,

Fokker-Planck type approaches are simplified and their phase

space distributions reduce to probability distributions in coor-

dinate space. In this case, we can solve the equations easily

with a small computational memory. In order to avoid the

positivity problem, however, we must include non-Markovian

quantum low-temperature (QLT) correction terms from the

Bose-Einstein (BE) distribution into the theory. Thus, in

this paper, we employ the recently developed multi-state low-

temperature quantum Smoluchowski equations (MS-LT-QSE)

approach [32], which includes the QLT correction. This is

an overdamped Ohmic limit of the (multi-state) quantum hi-

erarchical Fokker-Planck equations ((MS-)QHFPE) approach

[27, 37–41], which is a variant of the hierarchical equations of

motion (HEOM) theories [36, 42, 43]. While general spectral

densities can be treated by HEOM theories [44–47], here we

employ the MS-LT-QSE theory for an Ohmic spectral density

to simplify the analysis and to reduce the numerical costs for

simulations.

It should be noted that, while roles of conical intersections

(CIs) in photoisomerization processes of the photo-driven

molecular motor system attract much attention experimentally

[9–11] and theoretically [14, 15, 17, 19], we found the differ-

ence between the wavepacket dynamics in internal conversion

processes via CI and those via avoided crossing (AC) is minor

when the system is subject to a dissipative environment [48].

This fact allows us to study both photoisomerization and ther-

malization using a single coordinate model with AC.

The organization of this paper is as follows. In Sec. II, we

explain a molecular motor model described by the PESs of

the electronic adiabatic states in a strong friction environment.

This model allows us to simulate the wavepacket dynamics

for the entire motor rotating process, explicitly. In Sec. III,

we present numerical results to illustrate the relation between

the rotational speed of the motor system and the timescales

of the photoisomerization/thermalization. The possibility of

observing the photoisomerization and the thermal isomeriza-

tion is examined by calculating transient absorption, and two-

dimensional electronic spectra. A simple analytical equation

to estimate average rotational motor speed is also given. Sec-

tion IV is devoted to concluding remarks.

II. THEORY

A. Multi-state Brownian ratchet model for a molecular motor

system

We consider a molecular rotary motor system described by

the two adiabatic electronic states, |Φg(θ)〉 and |Φe(θ)〉, which

correspond to the S0 and S1 states. Here, we have introduced

the dimensionless variable θ (0 ≤ θ < 2π) to characterize a

single rotation of the motor system. Although this rotation

process should be described by a set of dihedral angles repre-

senting the molecular configuration (e.g. three dihedral angles

α, β and θ as illustrated in Ref. 15), here we assume that θ is

treated as an ordinary coordinate/angle in order to describe the

complex dynamics in a simple manner. The system Hamilto-

nian is expressed as (see Appendix A)

H(pθ, θ) =
~

2Iθ

(

p̂θ − id(θ)
)2
+U (θ), (1)

where pθ is the dimensionless conjugate momentum of θ, and

Iθ is the “mass/moment of inertia” of θ, in which I−1
θ has the

dimension of frequency. Here and hereafter, we employ the

adiabatic matrix representation of the system Hamiltonian as

{H(pθ, θ)}ab ≡ 〈Φa(θ)|Ĥ(pθ, θ)|Φb(θ)〉 for a, b = g, e. The

matrix elements of the Born-Oppenheimer (BO) PESs are de-

fined as {U (θ)}ab ≡ Ua(θ)δab, whereas those of the NACs are

defined as {d(θ)}a,b ≡ dab(θ) and {d(θ)}aa = 0. While we

can study four-step or multi-step molecular rotary motor sys-

tems [4], here we consider a two-step molecular rotary motor

for simplicity. A typical two-step photo-driven molecular ro-

tary motor is described by two successive processes that lead

to unidirectional rotation: (i) fast photoisomerization from A

(the minimum state) to B (the meta-stable state) via photo-

excitation, then (ii) slow thermalization from B to A′ (another

minimum state).

Although our approach can handle any form of the BO

PESs and NACs, including those calculated from ab initio

quantum chemical calculations, here we consider model PESs

to capture characteristic features of the molecular motor sys-

tem in a simple manner. We thus consider the BO PESs in

asymmetric periodic forms, expressed as

Ug(θ) = C1g sin 2(θ + D1g)

+C2g sin 4(θ + D2g) + Eg

(2a)

and

Ue(θ) = C1e sin 2(θ + D1e)

+C2e sin 4(θ + D2e) + Ee.
(2b)
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FIG. 1. The adiabatic BO PESs and NAC (top insets) as a function of θ. The black and red curves represent the ground (S0) and excited (S1)

BO PESs, respectively. The thermal stable state and photo-product state are labeled by “A” and “B”. Molecular structures of a typical two-step

photo-driven molecular rotary motor (9-(2,4,7-trimethyl-2,3-dihydro-1H-inden-1ylidene)-9H-fluorene [15–17]) are also depicted to illustrate

the relationship between the present model and an actual molecular system.

Here, C1/2,a, D1/2,a, and Ea for a = g, e are the parameters

for the two BO PESs. The locations of the global minimum

A and meta-stable states B are denoted by θA and θB, respec-

tively, while the locations of the global- and local-maximum

of the ground PES that determine the transient states are de-

noted by θP and θT, respectively. Then the photoisomeriza-

tion and thermalization are described as the movement of a

wavepacket θA → θP → θB and θB → θT → θA + π, respec-

tively. We introduce the vibrational frequency of the ground

BO PES near each point, defined as

~ΩA/B ≡
√

+
~

Iθ

∂2Ug(θ)

∂θ2

∣

∣

∣

∣

∣

∣

θ=θA/B

(3a)

and

~ΩP/T ≡
√

− ~
Iθ

∂2Ug(θ)

∂θ2

∣

∣

∣

∣

∣

∣

θ=θP/T

. (3b)

The NACs between |Φg〉 and |Φe〉 are expressed using periodic

Gaussian functions as

deg(θ) = −dge(θ) = N
∞
∑

m=−∞
e−(θ−θ‡+mπ)2/2σ2

‡ . (4)

Here θ‡ and σ‡ are the center and width of the crossing re-

gion of the diabatic PESs, where the non-adiabatic transition

occurs. The normalization factor N is set to realize that

∫ π

0

dθ deg(θ) =
π

2
, (5)

which means the two adiabatic bases are exchanged in the half

period, |Φe(θ + π)〉 ∝ |Φg(θ)〉.

TABLE I. The parameter values for the present model.

Symbol Value Symbol Value

C1g −1, 200 cm−1 C1e 2, 000 cm−1

D1g 0.27 D1e 0.63

C2g 1, 100 cm−1 C2e 400 cm−1

D2g 0.27 D2e 0.63

Eg 2, 000 cm−1 Ee 7, 500 cm−1

θ‡ 1.88 σ‡ 0.15

~/Iθ 48.6 cm−1

The parameter values of the PESs and NACs we employed

are listed in Table I. The corresponding BO PESs and NACs

are illustrated in Fig. 1. The barrier heights of the pho-

toisomerization and thermalization are expressed as ∆EP =

Ug(θP)−Ug(θA) and ∆ET = Ug(θT)−Ug(θB), respectively. For

these parameters, we have θA = 0.83, θB = 2.60, θP = 1.77,

θT = 0.00, and ∆EP = 4, 034 cm−1 and ∆ET = 706 cm−1.

The position of the minimum of the excited BO PES is θe =
θ‡ = 1.88. The value of Iθ is set to realize ~ΩA = 100 cm−1,

and then the others are evaluated as ~ΩP = 100 cm−1 and

~ΩB = ~ΩT = 79.7 cm−1. Note that, we chose the shift

parameters of the ground BO PES, D1g and D2g, to set the

local-maximum of the ground state potential at the boundary

position, θT ≃ 0. Our choice of these parameters exhibits

a lower barrier height for thermalization, ∆ET, than that of

actual molecular motors systems. This low barrier causes a

faster thermalization than in actual systems and this allow us

to suppress the computational costs. However, we think these

values are sufficient to capture the qualitative feature of ratchet

dynamics of a photo-driven molecular motor system, where

the timescales of the photoisomerization and thermalization

processes are well separated.
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B. Multi-state low-temperature quantum Smoluchowski

equations

In order to study the thermal activation and deactivation

processes near B, we include environmental effects arising

from the other molecular modes and the solvent modes. We

describe these as a heat bath, consisting of a set of harmonic

oscillators. The total Hamiltonian is then given by

Ĥtot(pθ, θ) = Ĥ(pθ, θ) + ĤB(~p, ~x; θ), (6)

where

ĤB(~p, ~x; θ) =
∑

ξ

~ωξ

2















p̂2
ξ +

(

xξ −
gξ

ωξ
θ

)2














, (7)

and ωξ, xξ, pξ, and gξ represent the vibrational frequency, di-

mensionless coordinate, conjugate momentum, and system-

bath coupling strength of the ξth bath mode, respectively.

We denote the set of bath coordinates and momenta as ~x ≡
(. . . , xξ, . . . ) and ~p ≡ (. . . , pξ, . . . ), respectively. The collec-

tive bath coordinate X̂ ≡ ∑

ξ gξ x̂ξ acts as a source of noise

for the motion along the PESs of the system. This noise is

characterized by the spectral density defined as

J(ω) ≡ π
∑

ξ

g2
ξ

2
δ(ω − ωξ). (8)

In this paper, we employ the Ohmic spectral density,

J(ω) = Iθζω, (9)

which has been used frequently in quantum/classical models

to study the dynamics under strong friction [49–51]. Because

the details of the phase-space dynamics of the wavepacket are

not important for the present consideration, in particular for

the thermalization process, we employ the strong friction case,

ζ ≫ ΩA/B.

The dynamics of the above multi-state model with the bath,

can be expressed by the reduced density matrix,

{ρ(θ, θ′, t)}ab = ρab(θ, θ′, t)

≡
(

〈θ|⊗〈Φa(θ)|
)

TrB{ρ̂tot(t)}
(

|Φb(θ′)〉⊗|θ′〉
)

, (10)

Here ρ̂tot(t) is the density operator of the whole system and

TrB{. . . } represents the trace operation for the bath space, ~x.

The coordinate basis is expressed as |θ〉. In the strong friction

case, the quantum coherence among the reduced coordinate

space, ρ(θ, θ′, t) for θ , θ′, vanishes [32, 52, 53]. Then the

state of the system is described by the probability distribution,

{f (θ, t)}ab = fab(θ, t) ≡ ρab(θ, θ, t). (11)

Here, faa(θ, t) is probability distribution of the ath adiabatic

state, and fab(θ, t) (a , b) is the electronic coherence between

the ath and bth adiabatic states. It should be noted that, while

the BO PESs and NACs are periodic, the system-bath interac-

tion in Eq. (7) has a non-periodic form. When the quantum

coherence of the periodic coordinate spreads over its period,

the periodically invariant nature of the total wave function be-

comes important: In such cases, we should employ a peri-

odic system-bath model [54]. In the overdamped case, how-

ever, such long-range quantum coherence vanishes and we can

safely use the present model.

A single cycle of an actual two-step motor is achieved

by repeating the photoisomerization/thermalization processes

twice (i.e. A → B → A′ and A′ → B′ → A in Fig. 1). Be-

cause the PESs and NACs in the first and second half cycles

are identical, we regard A′ as A and set the periodic boundary

condition with the half cycle, 0 ≤ θ < π to suppress computa-

tional costs. Then we normalize f (θ, t) to be 1 within this half

cycle.

While we can ignore the quantum coherence among the θ
space under strong friction, the quantum nature of the environ-

ment is still important, because the classical treatment of the

fluctuations causes the violation of the positivity of the prob-

ability distribution, f (θ, t). As explained in Sec. I, to carry

out physically consistent and accurate calculations, we em-

ploy the MS-LT-QSE—this is a variant of the HEOM in over-

damped conditions—to take into account the low-temperature

quantum thermal fluctuations arising from the environment.

Hereafter, we introduce the Liouville space operations,

O(θ)→f (θ) ≡ O(θ)f (θ), (12a)

O(θ)←f (θ) ≡ f (θ)O(θ), (12b)

and

O(θ)×/◦ ≡ O(θ)→ ∓O(θ)← (12c)

for arbitrary matrix O(θ). In the MS-LT-QSE theory, the dy-

namics of the system is described using a set of equations in a

hierarchical structure, expressed as

∂

∂t
f~n(θ, t) = −















E +
K

∑

k

nkγk +
1

Iθζ

(

F + ΞK

)















f~n(θ, t) −
K

∑

k

Φf~n+~ek
(θ, t) − 1

Iθζ

K
∑

k

nkγkΘkf~n−~ek
(θ, t), (13)

where ~n ≡ (. . . , nk, . . . ) is a multi-index whose components

are all non-negative integers and ~ek ≡ (0, . . . , 1, 0, . . . ) is the

kth unit vector.

E ≡ i

~
U (θ)× (14a)
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is the Liouvillian of the quantum von-Neumann equation of

the electronic subspace at q, and

F ≡ 1

2
F (θ)◦

(

∂

∂θ
+ d(θ)×

)

+
1

2
A(θ)◦ (14b)

is the drift term which also takes into account the electronic

transition processes. Here, we have introduced the force act-

ing on the adiabatic states as

F (θ) ≡ −1

~

∂U (θ)

∂θ
− 1

~

[

d(θ)U (θ) −U (θ)d(θ)
]

(15a)

and its derivatives,

A(θ) ≡ +∂F (θ)

∂θ
+

[

d(θ)F (θ) − F (θ)d(θ)
]

. (15b)

The relaxation operators in Eq. (13) are defined by

Φ ≡ −
(

∂

∂θ
+ d(θ)×

)

, (16a)

Θk ≡ −
2ηk

β~
Φ, (16b)

and

ΞK ≡ −
1 +

∑K
k 2ηk

β~
Φ2, (16c)

where β ≡ 1/kBT is the inverse temperature divided by the

Boltzmann constant.

In this formalism, the coefficients νk and ηk are introduced

in Eq. (13) to avoid the positivity problem and to have accurate

quantum dynamics, and are chosen so as to realize the relation

n(ω) +
1

2
≈ 1

β~

1

ω
+

K
∑

k

2ηk

β~

ω

ω2 + ν2
k

(17)

for the finite K ≥ 0. Here, n(ω) ≡ (eβ~ω − 1)−1 is the BE

distribution function. The first term on the right-hand side

in Eq. (17) corresponds to the classical term, while the re-

maining terms represent the QLT correction. If we consider

the case K → ∞, νk should be the kth Matsubara frequency,

ν̃k ≡ 2πk/β~, and then ηk = 1. The quantum fluctuations

are essentially non-Markovian, and this is an important conse-

quence of the quantum fluctuation-dissipation (QFD) theorem

[36, 51]. The MS-LT-QSE theory treats the effect of the fluc-

tuations in a manner consistent with the QFD theorem. The

multi-index ~n represents the index of the hierarchy, and the

first hierarchical element, f~0(θ, t), has a physical meaning as

the probability distribution (i.e. f~0(θ, t) = f (θ, t)). The rest

of the hierarchical elements, f
~n,~0

(θ, t), allow the treatment of

non-Markovian QLT effects.

In order to carry out numerical calculations, we set K to

a finite value. This makes the expansion in Eq. (17) ad-

justable, while the integer K determines the accuracy of the

calculations. Here, we employ the Padé spectral decompo-

sition (PSD) [N-1/N] scheme to enhance the computational

efficiency of calculations while maintaining the numerical ac-

curacy. Then we can truncate f~n(θ, t) for ~n ∈ NK into finite ele-

ments to carry out numerical calculations with sufficient accu-

racy. In this paper, we employ hierarchical elements f~n(θ, t)
which satisfy the relation ∆~nΩA/γ~n > δtol, where δtol is the

tolerance of the truncation and γ~n ≡
∑K

k nkνk and

∆~n ≡
K

∏

k

1

nk!

(

ηk

ηK

)nk

. (18)

The condition δtol = 0 implies that we employ all elements.

The validity of the truncation is justified by adjusting the value

of δtol.

In the high-temperature or classical limit (i.e. K = 0 in

Eq. (17)), the set of Eq. (13) become a Markovian equation,

∂

∂t
f (θ, t) = −

[

E + ω0

ζ
(F + Ξ0)

]

f (θ, t). (19)

This is the multi-state Smoluchowski equation (MS-SE) [32].

When the diabatic PESs of the system are harmonic, the MS-

SE reduces to the Zusman equation (ZE) that is frequently

used for investigations of electron transport problems [55–59].

Note that, in the original form of the ZE in Ref. 55, the forces

described in Eq. (15a) is approximated as state-independent.

State-dependent force term is introduced in Ref. 56.

For a system with a single electronic state, all matri-

ces in the electronic subspace reduce to scalar functions

(e.g. f (θ, t) → f (θ, t)) that leads Eq. (19) to be the classical

Smoluchowski equation,

∂

∂t
f (θ, t) =

1

Iθζ

∂

∂θ

(

−F(θ) +
1

β~

∂

∂θ

)

f (θ, t). (20)

Because we have employed the dimensionless coordinate θ,
the Planck constant appears in this classical equation.

C. Photoexcitation

Wavepacket dynamics with non-adiabatic transitions and

thermalization processes are described using Eq. (13). The

photo-excitation process caused by an electric field is de-

scribed by the replacement [60],

U (θ)→ U (θ) − E(t)µ(θ), (21)

where E(t) is the electric field as a function of time t and

{µ(θ)}ab = 〈Φe(θ)|µ̂|Φb(θ)〉 is the dipole element. Then

Green’s function of the total system is expressed as

Gtot+p(t, t0) ≡ exp
←

[

−
∫ t

t0

ds
(

Ltot +Lp(s)
)

]

, (22)

where

Ltot ≡
i

~
Ĥ×tot (23a)
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and

Lp(t) ≡ −E(t)
i

~
µ̂× (23b)

are the Liouvillian operator of the total system and pulse inter-

action, respectively, and exp← is the time ordered exponential.

Experimentally, several schemes have been developed to

drive motor systems, e.g. continuous or intermittent irradia-

tion of laser [4]. To simplify the analysis, here we consider

the case that the motor system is driven by repeated pulses,

and that each laser pulse is impulsive assuming that photoex-

citation is much faster than the photoisomerization process.

Then we have

E(t) =

∞
∑

n=−∞
Ē∆τδ(t − nτp), (24)

where τp is the repetition time interval of the laser pulses and

Ē and ∆t are the effective intensity and duration of each pulse.

Then Eq. (22) is separated into the total system part and pulse

interaction part, and we have

Gtot+p(t, t0) ≡ Gtot(∆t)Gp

(

Gtot(τp)Gp

)N−1
Gtot(∆t0), (25)

where

Gtot(t − t0) ≡ exp

[

− i

~
Ltot(t − t0)

]

(26a)

and

Gp ≡ exp

(

i

~
Ē∆τµ̂×

)

(26b)

are Green’s function of the total system without pulse interac-

tions and that for the impulsive pulse interaction, respectively.

The time interval is expressed as t− t0 = ∆t+ (N − 1)τp +∆t0,

where N is the number of pulses, ∆t0 and ∆t are the durations

from t0 to the first pulse interaction and from the last pulse

interaction to t.

In the HEOM formalism, the total density operator is re-

placed by a set of hierarchical elements, {f~n(t)}, that describe

the non-perturbative interactions between the system and bath

[40, 43]. Then Eq. (26a) is evaluated by integrating Eq. (13).

The pulse interaction, (i/~)µ̂× in Eq. (26b), is also evaluated

from the potential terms in Eq. (13) with the replacement

U (θ)→ −µ(θ) (see Eq. (21)). Therefore,

(i/~)µ̂×ρtot(t)→ Eµf~n(θ, t) +
ω0

ζ
Fµf~n(θ, t), (27)

where

Eµ ≡
i

~
µ(θ)× (28a)

represents the vertical transition among the adiabatic states,

and

Fµ ≡
1

2
Fµ(θ)

◦
(

∂

∂θ
+ d(θ)×

)

+
1

2
Aµ(θ)

◦ (28b)

is the force term driven by the pulse interaction. Here, Fµ(θ)
and Aµ(θ) are defined by the replacement U (θ) → µ(θ) with

Eqs. (15a) and (15b), respectively.

For simplicity, we assume that the dipole operator has only

off-diagonal components, i.e. µ̂ = µ
(

|Φe〉〈Φg| + |Φg〉〈Φe|
)

,

where µ is the dipole strength that is independent from q in

the adiabatic representation. Note that, although Fµ(θ) is non-

zero and θ-dependent under this condition due to the second

term in Eq. (15a), we omit the second term in Eq. (27) because

the effect of non-vertical transitions is minor. Then the action

of the Gp to {f~n(t)} can be rewritten as (see Appendix B)

Gpf~n(θ, t) ≃ (1 − αE)

(

fgg fge

feg fee

)

~n

+ αE

(

fee feg

fge fgg

)

~n

+ i sinϕp cosϕp

(

feg − fge fee − fgg

fgg − fee fge − feg

)

~n

, (29)

where ϕp ≡ Ēµ∆τ/~ and αE ≡ sin2 ϕp (0 ≤ αE ≤ 1), and we

simplified the notation with fab = fab(θ, t) for a, b = g, e. As

the above equation indicates, the constant αE represents the

excitation ratio of the molecules by a single pulse interaction,

and the excitation pulses exchange the populations in the |Φg〉
and |Φe〉 states completely for αE = 1.

D. Linear/non-linear optical spectroscopies

The optical response function for the total system, ρ̂tot(0),

is written as [36]

R(τ) ≡ Tr

{

µ̂Gtot(τ)
i

~
µ̂×ρ̂tot(0)

}

. (30)

In the case that ρ̂tot(0) = ρ̂
eq
tot is the thermal equilibrium

state, Eq. (30) corresponds to the linear response, RA(τ).
When ρ̂tot(0) = Gtot(t)ρ̂tot(t0) is time-dependent, Eq. (30)

corresponds to a transient response, RTA(τ, t). In the case

that the initial state is perturbed by laser pulses as ρ̂tot(0) =

Gtot(t)[(i/~)µ̂
×]2ρ̂

eq
tot, Eq. (30) corresponds to the pump-probe

response, RPP(τ, t). Because Eq. (30) is the first-order re-

sponse function of the laser excitation from ρ̂tot(0), we can

calculate the absorption spectrum using the Fourier transform

as

IA/TA/PP(ω, t) ≡ ωIm

∫ ∞

0

dτ eiωτRA/TA/PP(τ, t). (31)

We further evaluate the third-order rephasing/non-rephasing

responses using the rotating wave approximation for the pulse
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interactions as [61, 62]

RR(t3, t2, t1) ≡ Tr

{

µ̂Gtot(t3)
i

~
µ̂×→Gtot(t2)

i

~
µ̂×→Gtot(t1)

i

~
µ̂×←ρ̂tot(0)

}

(32a)

and

RNR(t3, t2, t1) ≡ Tr

{

µ̂Gtot(t3)
i

~
µ̂×→Gtot(t2)

i

~
µ̂×←Gtot(t1)

i

~
µ̂×→ρ̂tot(0)

}

, (32b)

where µ̂→ ≡ µ|Φe〉〈Φg| and µ̂← ≡ µ|Φg〉〈Φe|. Then, the two-

dimensional (2D) correlation spectrum is expressed as

I2D(ω3, t2, ω1) ≡ IR(ω3, t2,−ω1) + INR(ω3, t2, ω1), (33)

where

IR/NR(ω3, t2, ω1) ≡ ω3Im

∫ ∞

0

dt3 eiω3t3

∫ ∞

0

dt1 eiω1t1

× RR/NR(t3, t2, t1).

(34)

Here, we have introduced the prefactor ω3 in Eq. (34) to com-

pare with Eq. (31).

In the HEOM formalism, Green’s function in Eqs. (30),

(32a), and (32b) are evaluated by integrating Eq. (13). The

trace calculation of the total system is carried out as the trace

of the zeroth hierarchical element, f~0(t).

E. Flux of rotary motor system

We introduce the probability distribution in q-space ex-

pressed as

f (θ, t) ≡
∑

a

faa(θ, t). (35)

By inserting this into Eq. (13) and by comparing with the con-

tinuity equation of the probability distribution,

∂

∂t
f (θ, t) = − ∂

∂θ
j(θ, t), (36)

we obtain the flux j(θ, t) expressed as

j(θ, t) =
1

Iθζ

∑

ab

Fab(θ) f~0,ba
(θ, t) − 1

Iθζ

1 +
∑K

k 2ηk

β~

∑

a

∂

∂θ
f~0,aa

(θ) −
K

∑

k

∑

a

f~ek ,aa(θ, t). (37)

The first term represents the flux arising from the potential,

while the second and third terms represent the contribution

from the thermal fluctuations. The net probability distribution

flowing through the point q during the time ta ≤ t′ ≤ tb is then

expressed as

J(θ, tb, ta) ≡
∫ tb

ta

dt′ j(θ, t′), (38)

and the averaged flux is evaluated as ̄(θ, tb, ta) ≡
J(θ, tb, ta)/(tb − ta). Using J(θ, tb, ta) and ̄(θ, tb, ta), we can

quantify the average rotational speed of the molecular motor

from numerical calculations.

III. NUMERICAL RESULTS

We now present the numerical results. In the following, all

numerical calculations carried out to integrate Eq. (13) were

performed using the fourth-order low-storage Runge-Kutta

method with a time step δt = 0.4 × 10−3 ps [63]. The finite

difference calculations for the q-derivatives in Eq. (13) were

performed using the first and second-order difference method

with eighth-order accuracy [64]. The time integrations of

j(θ, t) were performed using the trapezoidal rule, while the nu-

merical integrations of f (θ, t) in the q-space were performed

using the rectangle rule. The mesh size in q-space was set

to Nq = 64 with ranges 0 ≤ q < π. The bath coupling pa-

rameter was set to ζ = 2.5ω0 (overdamped) and T = 300 K (

β~ω0 = 0.48 ). The parameters of the QLT correction were set

to K = 2 with the tolerance δtol = 5×10−4 as explained below.

With these parameters, the PSD[N-1/N] coefficients are cal-

culated as η1 = 1.03, ν1 = 6.31/β~ = 1, 316 cm−1, η2 = 5.97,

and ν2 = 19.5/β~ = 4, 066 cm−1, and the number of total hi-

erarchical elements is eight. Under these conditions, the com-

putational memory used for f~n(θ, t) is 32 kB in the double-

precision floating-point number format. The time integrations

of the MS-LT-QSE were carried out by running a C++ pro-

gram with the Intel Math Kernel Library (MKL) sparse Basic
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Linear Algebra Subprograms (BLAS) library. For 1, 000 ps

calculation using a single thread code running on the Intel

Core i7-6650U central processing unit (CPU) in a note book

computer, the computational time was approximately 20 min-

utes. For the same calculation using a parallelized code with

four threads running on the Intel Xeon W-2125 CPU, the com-

putational times was approximately 5 minutes. This demon-

strated that a simulation for microsecond timescales—which

corresponds to the thermalization of actual molecular motor

systems—is possible in approximately two weeks with a note-

book computer, although a computational time strongly de-

pends on parameters of calculations, e.g. electronic resonant

frequencies of the system, the barrier heights of the PESs,

temperature and system-bath coupling strength.

A. Role of the QLT correction terms

To demonstrate the importance of the quantum low-

temperature correction terms in the MS-LT-QSE theory, we

first illustrate the snapshots of wavepackets created by the

photoexcitation at t = 0. For this purpose, we prepared the ini-

tial state as the thermal equilibrium state of the system, which

is obtained as the steady state solution of Eq. (13). The excited

wavepacket was then created by the laser pulse, described by

Eq. (29) with αE = 1 at t = 0. The time evolution of the

photoinduced wavepackets was then computed by running the

program for the MS-LT-QSE for t > 0.

In Fig. (2), the wavepacket calculations with and without

the QLT correction are depicted. The number of QLT correc-

tion terms is set to K = 2 with the tolerance δtol = 5 × 10−4.

While the MS-LT-QSE theory predicts accurate wavepacket

dynamics, the MS-SE theory exhibits a negative probability

distribution near the crossing region ∼ θ‡ in the non-adiabatic

transition period (0.4 ps . t . 3 ps), which is by no means

physical. This negative population in the non-adiabatic tran-

sition is due to the unrealistic Markovian assumption at low

temperature, and is known as the positivity problem [32, 36]:

The MS-SE theory is valid only in a high temperature regime,

where the excited states are thermally well populated. On

the contrary, the MS-LT-QSE theory can predict dynamics ac-

curately even at low temperature using a Smoluchowski-like

equation, while the computational time is only 8 times slower

than the MS-SE case under the current parameters. In the fol-

lowing, we set K = 2 and δtol = 5 × 10−4 for all of the calcu-

lations.

Here, we note the following two points: First, under the

limit K → ∞, the probability distribution, f (θ, t), may diverge

in the present MS-LT-QSE theory [32]. Therefore, we need to

fix the number of QLT correction terms, K, to a finite value.

In the present calculation, K was chosen to be the minimal

value which avoids the negative population. Second, apart

from the negative population, the results of the MS-LT-QSE

(K = 2) and MS-SE (K = 0) are qualitatively similar and

we may adopt the MS-SE in the present case. The validity of

MS-SE is dependent on the choice of parameters, however: If

the temperature is lower than the present calculation, or the

energy gap of the PESs is higher than the present calculation,
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FIG. 2. Snapshots of wavepackets, fee(θ, t), in the adiabatic excited

state after the photoexcitation at t = 0. The colors of the curves

represent the different waiting time after the photoexcitation. The

gray dotted curves represent the excited PES, Ue(θ), with an arbitrary

unit. (i) The calculated results with the QLT correction (K = 2) and

(ii) the calculated results without the QLT correction (K = 0; MS-

SE).

the MS-SE may cause serious error arising from the negative

population.

B. Photoisomerization

We study the dynamical behavior of the non-adiabatic tran-

sition right after the photoexcitation. The calculation of ex-

cited dynamics is same as the case of K = 2 in Sec. III A. To

extract the timescale of the non-adiabatic transition, we define

the excited state population as

ue(t) ≡
∫ π

0

dθ fee(θ, t). (39)
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FIG. 3. The excited population ue(t) is plotted as a function of the

time. The red solid curve represents the numerical result, whereas the

blue dashed curve is the fitted result using Eq. (40) with the fitting

parameters te = 0.62 ps, σe = 0.11 ps, and τe = 0.41 ps.

In Fig. 3, we depict the calculated result and the fitted result

using the function

ufit
e (t) =

1

2
erfc















t − te
√

2σ2
e















+
e−(t−t′e)/τe

2
erfc















− t − t′e
√

2σ2
e















, (40)

where te and σ2
e represent the average and variance of the ar-

rival time of the excited wavepacket at the crossing region,

respectively, and τe is the de-excitation time constant via the

crossing region, t′e ≡ te + 2σ2
e/τe, and erfc(x) is the comple-

mentary error function, erfc(x) ≡ 1 − erf(x). For the details

of the fitting function, see Appendix C. Because we have as-

sumed αE = 1, almost all population is in the excited state

at t = 0, i.e. ue(0) ≃ 1. Then the wavepacket moves toward

the crossing region and is de-excited through the NAC. From

the fitting parameters, the timescale of the wavepacket mo-

tion is estimated as te = 0.62 ps, while the timescale of the

non-adiabatic transition is τe = 0.41 ps.

Figures 4 and 5 present linear absorption and pump-probe

spectra from the thermal equilibrium state for the photoiso-

merization process depicted in Fig. 3. In Figs. 4, 5 and

all of the following results, a window function, e−t/τ with

τ = 80 fs, was employed in Eqs. (31) and (34) in order to

suppress the range of the time integration of Fourier trans-

forms. In Fig. 5(i), the absorption peak centered at the elec-

tronic resonant frequency, ωA ≡ (Ue(θA) − Ug(θA))/~ =
7, 792 cm−1, is observed at the Frank-Condon point θ = θA.

In pump-probe spectrum in Fig. 5, the emission peaks for

the ground state bleaching (GSB) and stimulated emission

(SE) processes are observed near ω = ωA at t = 0. Then,

the SE peak moves to a lower frequency region following

the wavepacket motion (time-dependent Stokes shift) toward

ω‡ ≡ (Ue(θ‡) − Ug(θ‡))/~ = 1, 455 cm−1 at t ≃ te. Here,

θ‡ is located at the minimum point of the excited BO PES.

After the non-adiabatic transition, the wavepacket moves into

the photo-product state B and the absorption peak at ωB ≡

Frequency

In
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FIG. 4. Linear absorption spectra from the thermal equilibrium

state (the blue solid curve; the wavepacket is almost localized at A)

and from the thermal metastable state B (the red dashed curve). The

intensity is normalized with respect to the maximum peak of the ab-

sorption of B. Here, we employed a window function, e−t/τ with

τ = 80 fs, to carry out the Fourier transformations to suppress the

cost of numerical calculations: The × symbols represent the results

without the exponential window function.

(Ue(θB) − Ug(θB))/~ = 6, 345 cm−1 is observed as a pho-

toinduced absorption peak. As this indicates, the information

for a single photoisomerization process can be obtained from

pump-probe spectroscopy.

The bilinear (linear-linear; LL) coordinate-bath coupling in

Eq. (7) gives raise to fluctuation of the coordinate q and this

indirectly causes frequency fluctuation of the electronic res-

onant frequency, i.e. (Ue(θ) − Ug(θ)), as was demonstrated

using the LL Brownian displaced oscillators model [36, 60],

which reduces to the stochastic two-level model that describes

inhomogeneous broadening in the overdamped limit. In the

present model, however; the effect of this fluctuation is mi-

nor and the broadening we observed here mainly arises from

the width of the wavepackets that distributes and moves in the

ground/excited states. Hence the broadening has a dynami-

cal nature that should be distinguished from the inhomoge-

neous broadening. Therefore, we refer to this phenomenon

as the “dynamical Stokes broadening”, and this causes diag-

onally elongated peaks in two-dimensional correlation spec-

tra as shown below. The difference of the peak intensities of

the thermal equilibrium state and thermal metastable state in

Fig. 4 arises from this broadening. In the infinite friction limit,

ζ → ∞ in Eq. (13), the wavepackets completely settle and this

broadening agrees with the inhomogeneous broadening.
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FIG. 5. Pump-probe spectrum for the photoisomerization process

from A to B. (i) The 2D color map of pump-probe spectrum. The red

and blue areas represent emission and absorption, respectively. The

intensity is normalized with respect to its maximum of absorption

peak at t ≃ 4 ps. (ii) The intensities of the spectrum at ω = ωA

(blue solid), ωB (red solid), ωT ≡ (Ue(θT)−Ug(θT))/~ = 7, 283 cm−1

(green dashed), andω‡ (yellow dashed) are plotted as functions of the

waiting time. The results of IPP(ωA, t) and IPP(ω‡, t) were multiplied

by 0.2 and 10 for comparison.

C. Thermalization

Next, we investigate a thermalization process from B to A.

To estimate the timescale of the thermalization, we employ

the classical Boltzmann distribution in the adiabatic ground

state as the initial state fgg(θ, t = 0) in the region θP ≤ q ≤ π,
and otherwise f (θ, t = 0) = 0. Then we integrate Eq. (13)

to investigate the time evolution of the system. We define the

population of A and B as

uA(t) ≡
∫ θP

0

dθ fgg(θ, t) (41a)

and

uB(t) ≡
∫ π

θP

dθ fgg(θ, t), (41b)
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FIG. 6. The population of B as a function of time, uB(t). The

solid curve represents the numerical result, whereas the dashed curve

represents the fitted result using Eq. (42). The fitting parameters are

τT = 39.6 ps and α+
T
= 0.99.

respectively.

In Fig. 6, we display the calculated result and the fitted re-

sult using the fitting function

ufit
B (t) = 1 − α+T + α+Te−t/τT , (42)

where τT and α+
T

are the fitting parameters. These parame-

ters relate with the rate equation of the thermalization process

expressed as



























duA

dt
= −kA′→BuA + kB→A′uB

duB

dt
= −kB→A′uB + kA′→BuA,

(43)

where kα→β is the rate constant for the process α → β un-

der the initial condition uB(0) = 1. The fitting parameters in

Eq. (42) are then determined as τT ≡ 1/(kA′→B + kB→A′) and

α+
T
≡ kB→A′/(kA′→B + kB→A′ ), which describe the time decay

constant and ratio of the forward conversion (B → A′) in the

thermalization, respectively.

The fitted result indicates that the timescale of the thermal-

ization is τT = 39.6 ps, which is approximately 100 times

slower than the time scales of photoisomerization te and τe.

Thus, the rate-limiting process of the molecular motor system

described by the present model is the thermalization. Note

that, as shown in Sec. III A, while the QLT correction terms

of the MS-LT-QSE is important to obtain physically accurate

non-adiabatic transition process, these terms do not play a role

in the thermalization process, because the temperature is high

enough in comparison with the characteristic vibrational fre-

quency near B, 1/β~ = 208 cm−1 > ΩB = 79.7 cm−1. Thus the

reaction velocity estimated from the classical Smoluchowski

equation (20), 1/kK = 38.8 ps, where kK ≡ ΩBΩTe−β∆ET/2πζ
[65] is closer to τT.

Figure 7 depicts the transient absorption (TA) spectrum for

the thermalization process analyzed in Fig. 6. Here, the ab-

sorption spectrum at t = 0 is illustrated in Fig. 4. Following



11

0

1,000

2,000

3,000

4,000

5,000

6,000

7,000

8,000

9,000

10,000

0 20 40 60 80 100

F
re

q
u
en

cy

Waiting Time

Waiting Time

ab
s.

em
.

-1

±0

+1

In
te

n
si

ty

(i)

(ii)

-1

-0.8

-0.6

-0.4

-0.2

0

0 20 40 60 80 100

FIG. 7. Transient absorption (TA) spectrum for the thermalization

process from B to A. (i) The 2D color map of the TA spectrum. The

red and blue areas represent emission and absorption, respectively.

The intensity is normalized with respect to the maximum peak at t =

0 fs. (ii) The intensities of the spectrum at ω = ωA (blue solid), ωB

(red solid), ωT (green dashed), and ω‡ (yellow dashed) are plotted as

functions of the waiting time. The results of ITA(ωA, t) and ITA(ω‡, t)
were multiplied by 0.2 and 10 for comparison.

the thermalization of the wavepacket from B to A, the absorp-

tion peak centered at ω = ωB vanishes, while that centered at

ω = ωA appears. As was also shown in experiments [7], TA

spectroscopy has the capability to investigate the thermaliza-

tion process.

D. Stationary rotating process driven by pulse repetition

Up to now, we treated the photoisomerization and thermal-

ization processes separately. Here we study the stationary ro-

tating process driven by periodical pulses characterized by the

average rotational speed. For this purpose, we simulate the

time-evolution of the system under N periodic pulses with in-

terval τp. The wavepacket is then expressed as

fN
τp

(θ,∆t) = G(∆t)Gp(G(τp)Gp)N−1f (θ, 0), (44)
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FIG. 8. (i) The flux at the barrier tops of the photoisomerization,

jτp (θP, t), (the blue curve) and the flux at the barrier tops of the ther-

malization, jτp (θT, t), (the red curves) are depicted as functions of

the elapsed time under the pulse repetition interval τp = 2 fs. Af-

ter t = 24 ps, the wavepacket movement reaches the time-dependent

stationary-state, and the flux also changes periodically. The dotted

line is average value of the stationary solution, ̄N≫1
τp

. (ii) Accumu-

lated flux per pulse cycle for photoisomerization, JN
τp

(θP,∆t) (the blue

curve) and for thermalization JN
τp

(θT,∆t) (the red curve) obtained

from the results in (i). These results correspond the areas of the

curves per cycle depicted in (i). The dotted line is that of the sta-

tionary solution, JN≫1
τp

.

where G is Green’s function obtained by integrating Eq. (13),

τp is the pulse repetition interval, and ∆t is the elapsed time

after the last pulse interaction. The flux jτp
(θ, t) for the above

process is evaluated from Eq. (37). Then we further introduce

the accumulated flux, JN
τp

(θ,∆t), and averaged flux, ̄Nτp
(θ,∆t),

after the Nth pulse excitation defined using Eq. (44) as

JN
τp

(θ,∆t) =

∫ ∆t

0

ds jτp
(θ, s) (45)

and

̄Nτp
(θ,∆t) =

JN
τp

(θ,∆t)

∆t
, (46)

respectively. After apply sufficiently many pulses

(N ≫ 1), the distribution changes periodically in time

(i.e. fN+1
τp

(θ;∆t) ≃ fN
τp

(θ,∆t)). Accordingly, the flux also
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changes periodically (e.g. JN+1
τp

(θ;∆t) ≃ JN
τp

(θ,∆t)) as illus-

trated in Fig. 8. Note that, while the results in the range

0 ps ≤ t ≤ 24 ps were displayed in Fig. 8, the numerical

evaluation of JN≫1
τp

and ̄N≫1
τp

were performed for t & 500 ps.

We next investigate the performance of the motor as a func-

tion of the pulse repetition rate φ ≡ 1/τp. For this purpose, we

introduce the average rotational speed η(φ) as follows. The

flux ̄Nτp
(θ, τp) represents the averaged value of the flow of pop-

ulation at θ during the Nth pulse cycle, which is position in-

dependent under the stationary condition (i.e. ̄Nτp
= ̄Nτp

(θ, τp)).

Because the population is normalized for the half rotational

motion 0 ≤ θ < π (see Fig. 1), the average time period for

the half rotational motion is expressed as 1/ ̄N≫1
τp

. Hence, the

rotational speed (i.e. the number of rotations per unit time) is

described by η(φ) ≡ 0.5 ̄N≫1
τp

([T−1]). The average time dura-

tion of a single rotation is then given by 1/η(φ).
We then estimate the average rotational speed using the fact

that the time scales of the photoisomerization and thermal-

ization are very different. When we ignore the details of the

photoisomerization process, we can roughly estimate its flux

as the following: Consider the case that the population of A

and B are given by u
(N)

A
and u

(N)

B
, where u

(N)

A
+ u

(N)

B
= 1. Af-

ter the (N + 1)th pulse is applied, a part of the population

of A, αEy+
P
u

(N)

A
, is converted to B, where y+

P
is the yield of

the product state in the photoisomerization process A → B.

At the same time, a part of the population of B, αEy−
P
u

(N)

B
,

is converted to A due to the backward photoisomerization,

where y−
P

is the yield of the backward photoisomerization

B → A. By using the effective yields of the photoisomer-

ization that include the photoexcitation process, ȳ+p ≡ αEy+
P

and ȳ−p ≡ αEy−
P
, the populations of A and B can be described

by (1− ȳ+
P
)u

(N)

A
+ ȳ−

P
u

(N)

B
and ȳ+

P
u

(N)

A
+ (1− ȳ−

P
)u

(N)

B
, respectively.

By solving Eq. (43) for ∆t = τp, the population of A′ (= A) is

evaluated as

u
(N+1)

A
= [1 − (ȳ+P + ȳ−P )]e−τp/τT u

(N)

A

+ ȳ−Pe−τp/τT + α+T(1 − e−τp/τT ).
(47)

For the stationary current, u
(N+1)

A
= u

(N)

A
≡ u

(∞)

A
, the flux is

given by ȳ+
P
u

(∞)

A
− ȳ−

P
u

(∞)

B
.

Then the average rotational speed is evaluated as

ηIPI(φ) = ηIPI
+ (φ) − ηIPI

− (φ), (48)

where the positive (+) and negative (-) currents in the station-

ary rotating process are expressed as

ηIPI
± (φ) =

0.5α±
T
ȳ±

P
φ

1 + (ȳ+
P
+ ȳ−

P
)/(e1/τTφ − 1)

(49)

and α−
T
≡ 1 − α+

T
= kA′→B/(kA′→B + kB→A′ ) is the backward

conversion ratio (A′ → B) in the thermalization process.

Because the denominator of Eq. (49) is always positive, the

inequality relation of the positive numerator,

α+T ȳ+P > α
−
T ȳ−P , (50)

represents the condition for the positive rotation. This indi-

cates that, even if the photoisomerization or thermalization
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FIG. 9. The average rotational speed under pulse repetition driving,

η(φ), as a function of the pulse repetition rate, φ, for various values

of αE. The × symbols represent the numerical results, while the solid

curves represent the approximated results using Eq. (48). The dashed

line represents the maximum rotational speed under the IPI approx-

imation, ηID, while the dotted line represents the rotational speed of

the thermalization, 0.5/τT. Note that 1 GHz = 1 ns−1 = 6×1010 rpm,

where rpm stands for the revolutions/rotations per minute.

exhibits a negative tendency (i.e. ȳ+
P
< ȳ−

P
or α+

T
< α−

T
), the

condition Eq. (50) guarantees a positive stationary rotation.

Under this condition, ηIPI(φ) becomes positive, and increases

monotonically with the increase of φ, i.e. ∂ηIPI(φ)/∂φ > 0.

In Fig. 9, we display the calculated results of the average

rotational speed η(φ) as a function of the pulse repetition rate,

φ, for various values of αE that were determined from ϕp in

Eq. (29) in the range of 0 ≤ ϕp ≤ π/2. To adopt Eq. (49), we

set τT and α+
T

obtained in Sec. III C. Then the values of the

yields were evaluated from the numerical calculations of sin-

gle photoisomerization processes as y+
P
= 0.45 and y−

P
= 0.057

(see Appendix D). Note that, when we ignore the thermaliza-

tion process, the equilibrium populations of A and B under

light can be approximated by y−
P
/(y+

P
+ y−

P
) and y+

P
/(y+

P
+ y−

P
).

In the present model, thus we have uA : uB = 11 : 89.

The maximum (ideal) rotational speed is achieved in the

fast pulse repetition limit, τTφ ≫ 1, as

ηIPI(φ) →
φ→∞
ηID ≡ 0.5

τT

α+
T
ȳ+

P
− α−

T
ȳ−

P

ȳ+
P
+ ȳ−

P

(≤ 0.5/τT). (51)

Thus, the upper-limit of η(φ) is determined by the timescale

of the thermalization, 0.5/τT. The higher pulse repetition rate

produces the higher rotational speed in the IPI approximation,

ηIPI(φ). In actual cases, however, the average rotational speed

η(φ) has a maximum as a function of φ: When the pulse rep-

etition rate is too large, laser interactions cause not only exci-

tation but also stimulated de-excitation among the electronic

states. This de-excitation process suppresses the efficiency of

the photoisomerization processes. In this regime, the details
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of the fast photoisomerization process must be accounted for

to attain the maximum rotational speed. The effective time in-

terval of the laser interaction (e.g. average time interval τp/αE)

increases with decrease of αE. Because the stimulated de-

excitation decreases with decrease of αE even when φ is large,

the peak position of η(φ) shifts to the high-frequency region

for small αE.

Finally, in order to explore the possibility to character-

ize the stationary rotating process by means of laser spec-

troscopy, we calculated 2D correlation spectra and TA spec-

tra for ρ̂tot(0) → fN≫1(θ, τp) in the case of αE = 1. While

2D correlation spectra in Eqs. (32a) and (32b) that involve

the pump excitation can be used to characterize the stimulated

processes mainly arising from photoisomerization, TA spec-

tra in Eq. (30) that do not involve the excitation are useful

to investigate the spontaneous processes mainly arising from

thermalization.

Figure 10 displays the (i) snapshots of the wavepacket dy-

namics, (ii) 2D correlation spectra, and (iii) TA spectra for

various values of the pulse repetition interval. For the fast

pulse repetition case, (a) τp = 0.3 ps, the distribution is al-

most localized near θA and θB during whole process (Fig. 10(i-

a)), because the stimulated de-excitation processes occur due

to the fast successive pulses before the forward and back-

ward photoisomerization processes are completed. Therefore,

in Fig. 10(ii-a), the two localized peaks are observed near

(ω1, ω3) = (ωA, ωA) and (ω1, ω3) = (ωB, ωB), which cor-

respond to GSB/SE processes from A and B, respectively.

The peak from B is elongated in the ω1 = ω3 direction,

because of the dynamical Stokes broadening as explained in

Sec. III B. In Fig. 10(ii-a’), the elongated emission peak from

(ω1, ω3) = (ωA, ωA) to (ω1, ω3) = (ωA, ω‡) is observed due

to the time-dependent Stokes shift as in Fig. 5: This is be-

cause the fast pulse driving suppresses the photoisomerization

and the wavepacket does not reach the crossing region at τp.

We also observe the GSB/SE signals of the backward pho-

toisomerization and absorption from B as positive and nega-

tive peaks near (ω1, ω3) = (ωB, ωB) in Fig. 10(ii-a’), because

t2 = τp is very short.

For the pulse repetition interval (b) τp = 1 ps, the

wavepacket is almost localized at B (Fig. 10(i-b)), because

the fast pulse repetition inhibited the thermalization B → A′

due to the photoexcitation of B, while this allowed the photoi-

somerization A → B. Therefore, the peaks near (ω1, ω3) =

(ωB, ωB) in Fig. 10(ii-b) and ω = ωB in Fig. 10(iii-b) at

t = 0 become prominent. In Fig. 10(ii-b’), the elongated

peak from (ω1, ω3) = (ωA, ωA) to (ω1, ω3) = (ωA, ω‡) is

not observed, because the excited wavepacket partially has

reached the crossing region. Because the photoexcitation of

B hinders the thermalization B → A′, the bleaching of the

thermalization process is observed as the emission peak near

(ω1, ω3) = (ωB, ωA), which overlap to the edge of the bleach-

ing peak near (ω1, ω3) = (ωA, ωA).

For the pulse repetition interval (c) τp = 10 ps, the peaks

near ω1 = ωA in Fig. 10(ii-c) and ω = ωA in Fig. 10(iii-

c) at t = 0 become higher than those of Figs. 10(ii-b) and

10(iii-b). This is because the thermalization B → A′ has pro-

ceeded during the longer pulse interval. The negative peak at

(ω1, ω3) = (ωA, ωB) in Fig. 10(ii-c’) represents the absorption

of B during the photoisomerization A→ B. This profile indi-

cates that the photoisomerization was almost completed dur-

ing the pulse interval. Therefore, the average rotating speed

for τp = 10 ps (i.e. φ = 100 GHz) was well described by

the IPI approximation, as illustrated in Fig. 9. The peaks near

(ω1, ω3) = (ωB, ωB) in Fig. 10(ii-c’) vanish because of the

recovery of the GSB of B. Although, the product of the back-

ward photoisomerization is observed as the negative peak near

(ω1, ω3) = (ωB, ωA), this is weak because the yield of the

backward photoisomerization is small.

For the pulse repetition interval (d) τp = 50 ps, the peak

intensities near ω1 = ωA in Fig. 10(ii-d) and ω = ωA in

Fig. 10(iii-d) at t = 0 were further enhanced, because of the

thermalization. While the peak intensity at t2 = 0 is stronger

than that in Fig. 10(ii-c), the intensities of peaks in Figs. 10(ii-

c’) and 10(ii-d’) are similar. This is due to the recovery of

the GSB from A proceeded by the thermalization during the

longer pulse interval.

As we demonstrated here, using non-linear optical spectra

of the stationary rotating process, we can characterize the role

of the experimentally controllable repetition time of the driv-

ing pulses in the photoisomerization and thermalization pro-

cesses. Note that, as shown in Figs. 10(ii-b’) and (ii-c’), while

the hindrance of the thermalization B→ A′ by the photoexci-

tation causes an emission peak near (ω1, ω3) = (ωB, ωA), the

backward photoisomerization (B→ A) also causes an absorp-

tive peak near (ω1, ω3) = (ωB, ωA). Because these two peaks

may cancel with each other, it is difficult to find a quantita-

tive relation between the rotational process and these optical

spectra.

IV. CONCLUSION

In this paper, we investigated a model for a light-driven

molecular motor system, described by a single coordinate

with multiple electronic states. By using the MS-LT-QSE,

wavepacket dynamics in the photoisomerization and thermal-

ization processes were simulated. We analyzed the case that

the motor system is driving by repeated laser pulses. In

the case that the timescales of the pulse repetition, photoiso-

merization, and thermalization are sufficiently separated, the

average rotational speed is determined by the timescale of

thermalization and the yield of the photoisomerization. Be-

cause the timescale of the thermalization process of the real

photo-driven molecular motor is extremely slow (typically

t1/2 ∼ 1 µs–1 h [6, 7]) and well separated from the time scale

of the other processes, this condition is fairly realistic. In this

case, we obtain a simple expression for the average rotational

speed given in Eq. (48), because the thermalization process

is described by a simple rate equation. In contrast, when the

pulse repetition rate is fast and timescales cannot be separated,

the detailed dynamics of photoisomerization becomes impor-

tant. It was shown that 2D correlation spectra and transient

absorption spectra may be helpful to analyze the behavior of

the molecular motor system under such high-frequency pulse

repetition driving.
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FIG. 10. (i) Snapshots of the wavepackets in the adiabatic ground/excited states for the pulse repetition intervals, (a) τp = 0.3, (b) 1, (c) 10,

and (d) 50 ps. The colors of the curves represent the different waiting time from t = 0 to t = τp. (ii) Two-dimensional correlation spectra,

I2D(ω3, t2, ω1), of the stationary rotating process. The upper and lower panels represent the spectra for (a)–(d) t2 = 0 and for (a’)–(d’) t2 = τp,

respectively. The red and blue areas represent the emission and absorption, respectively. The intensities are normalized with respect to the

maximum of the emission peak near (ω1, ω3) = (ωB, ωB) in (ii-b), while the intensities of the lower panels are multiplied by 5. (iii) Transient

absorption spectra, ITA(ω, t), of the stationary rotating process. The dashed blue curves represent t = 0, whereas the solid red curves represent

t = τp. The intensities are normalized with respect to the maximum of the absorption peak near ω = ωB for t = 0 in (iii-b).

Although our analysis in the present paper is limited to

a simple one-dimensional model with impulsive excitations,

our approach can be extended to study more realistic two-

dimensional PESs and non-adiabatic coupling functions. Be-

cause we are solving kinetic equations of motion, we can eas-

ily handle arbitrary strength and profile of laser excitations,

including a continuous laser irradiation. To incorporate such

time-dependent external fields, we should solve the equations

of motion under a time-dependent potential (see for example,

Ref. 27). Analysis of such systems by means of nonlinear

spectroscopy is also important, because the peak profiles may

be altered by various processes that we did not account for in

the present study. We leave such extensions to future studies,

in accordance with progress in experimental and simulational
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techniques.
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Appendix A: DESCRIPTION OF A MULTI-STATE SYSTEM

We consider a molecular system expressed by a single ef-

fective reaction coordinate q and its conjugate momentum p

with multiple electronic adiabatic states, |Φa〉 [60]. We em-

ploy a dimensionless coordinate and its conjugate momentum

defined in terms of the actual coordinate and momentum q̄

and p̄, as q ≡ q̄
√

mω0/~ and p ≡ p̄/
√

m~ω0, where ω0 is the

characteristic vibrational frequency of the system and m is the

effective mass. The system Hamiltonian is expressed in the

adiabatic representation as

Ĥ(p, q) ≡ ~ω0

2
p̂2 +

∑

ab

|Φa〉
(

Ua(q̂)δab + Λ̂ab(q)
)

〈Φb|, (A1)

where Ua(q) is the BO PES of the ath adiabatic state. The

non-BO operator Λ̂ab(q̂) is defined as

Λ̂ab(q) ≡ −~ω0

(

idab(q̂) p̂ +
1

2
hab(q̂)

)

, (A2)

where dab(q) and hab(q) are the NAC matrices of the first and

second order,

dab(q) ≡ 〈Φa(q)| ∂
∂q
|Φb(q)〉 (A3a)

and

hab(q) ≡ 〈Φa(q)| ∂
2

∂q2
|Φb(q)〉, (A3b)

respectively [66, 67]. These two matrices are related by

hab(q) =
∂dab(q)

∂q
+

∑

c

dac(q)dcb(q). (A4)

The NAC matrix of the first-order, dab(q), is skew-Hermitian

(i.e. d∗
ba

(q) = −dab(q)). Contrastingly, hab(q) is neither Hermi-

tian nor skew-Hermitian. By using p̂ = −i∂/∂q, Eq. (A4) can

be rewritten in the matrix form as h(q) = i( p̂d(q))+d(q)d(q).

The off-diagonal elements of the non-BO operator, Λ̂ab(q̂)

for a , b, describes the non-adiabatic transition between the

ath and bth adiabatic states, while the diagonal term, Λaa(q),

modulates the ath BO PES. The approximation ignoring the

off-diagonal terms in Λ̂ab(q̂) is referred as the “Born-Huang

(adiabatic) approximation”, and that ignoring whole terms in

Λ̂ab(q̂) is referred as the “Born-Oppenheimer (adiabatic) ap-

proximation” [68]. In this paper, we include the whole term

Λ̂ab(q̂) to describe the non-adiabatic transition in the photoi-

somerization process.

We introduce a scaling parameter, s, to redefine the coor-

dinate and momentum as θ ≡ q/s and pθ ≡ ps to fit θ in the

region θ = [0, 2π]. Then, by setting Iθ ≡ s2/ω0, Eq. (A1) can

be rewritten in terms of pθ and θ, as presented in Eq. (1).

Appendix B: GREEN’S FUNCTION OF IMPULSIVE PULSE

EXCITATION

In this appendix, we derive Eq. (29). The dipole moment

matrix is expressed as µ = µσx, where σx is the Pauli matrix.

Because σ2
x = 1, we have

σ×x
(2n+1)

f = 22n(σxf − fσx) (B1a)

and

σ×x
(2n+2)

f = 22n+1(f − σxfσx) (B1b)

for n ≥ 0. Therefore, the infinite summation in the matrix

exponential in Eq. (26b) can be expressed as

Gpf ≡ exp

(

i

~
Ē∆τµ×

)

f

= f +

∞
∑

n=0

1

(2n + 1)!

(

iϕp

)2n+1
σ×x

(2n+1)
+

∞
∑

n=0

1

(2n + 2)!
(iϕp)2n+2σ×x

(2n+2)
f

= f +
sin 2ϕp

2
i(σxf − fσx) −

1 − cos 2ϕp

2
(f − σxfσx)

= (1 − αE)f + αEσxfσx + sinϕp cosϕpi(σxf − fσx)

= (1 − αE)

(

fgg fge

feg fee

)

+ αE

(

fee feg

fge fgg

)

+ i sinϕp cosϕp

(

feg − fge fee − fgg

fgg − fee fge − feg

)

.

(B2)
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Crossing Region2

FIG. 11. The schematic view of the fitting model employed in

Eq. (40).

Here, ϕp ≡ µĒ∆τ/~ and αE ≡ sin2 ϕp.

Appendix C: FITTING FUNCTION FOR NON-ADIABATIC

TRANSITION DYNAMICS

In this appendix, we derive Eq. (40) as a fitting model. To

simplify the discussion, we assume the following: The excited

wavepacket is expressed as a Gaussian distribution in the coor-

dinate space in the |Φe〉 state. The wavepacket moves into the

crossing region. The wavepacket is then trapped in the cross-

ing region and de-excites to the |Φg〉 state with the life-time

constant τe. Because the wavepacket leaves the crossing re-

gion in the |Φg〉 state quickly, the transition of the wavepacket

from |Φe〉 to |Φg〉 states does not occur. We denote the popu-

lation outside the crossing region by ue0, that in the crossing

region by ue‡, and the population in the |Φg〉 state by ug. A

schematic illustration of the model is depicted in Fig. 11. Un-

der the above conditions, the rate equation can be written as



























































due0

dt
= − 1

√

2πσ2
e

e−(t−te)2/2σ2
e

due‡

dt
= −(1/τe)ue‡ +

1
√

2πσ2
e

e−(t−te)2/2σ2
e

dug

dt
= +(1/τe)ue‡.

(C1)

To simplify the formula, we assume that ue0(−∞) = 1. The

solution of ue(t) ≡ ue0(t)+ue‡(t) is then expressed as Eq. (40).

For σ2
e → +0, we have

ue(t) = θ(te − t) + e−(t−te)/τeθ(t − te), (C2a)

because erfc(t/
√

2σ2
e)/2 → θ(−t), where θ(x) is the Heavi-

side step function. This indicates that the time evolution of

the population exhibits a discontinuity at t = te. For τe → +0,

the wavepacket is immediately de-excited after arriving at the

crossing region. The population dynamics is then approxi-

mated by the error function as

ue(t) =
1

2
erfc















t − te
√

2σ2
e















. (C2b)

Appendix D: YIELDS OF THE PHOTOISOMERIZATION

In this appendix, we show the numerical calculations to de-

termine the forward (A → B) and backward (B → A) yields

of the product state, y+
P

and y−
P
. For this purpose, we introduce

a potential barrier function into the ground BO PES, defined

as

Ubar(θ) ≡ ∆Ebar

∞
∑

m=−∞
e−(θ−θT+πm)2/2σ2

bar , (D1)

to inhibit thermalization during evaluation of the photoiso-

merization. Here, ∆Ebar and σbar are the height and width of

the barrier, respectively. We employ two initial distributions,

f loc
A

(θ) and f loc
B

(θ), that are localized near A and B, respec-

tively, as

f loc
A,gg(θ) =

{

e−β[Ug(θ)+Ubar(θ)]/Z (0 ≤ θ < θP)

0 (θP ≤ θ < π),
(D2a)

f loc
B,gg(θ) =

{

0 (0 ≤ θ < θP)

e−β[Ug(θ)+Ubar(θ)]/Z (θP ≤ θ < π),
(D2b)

and f loc
A/B,ab

(θ) = 0 (a, b = g, e) otherwise. We then create

the excited wavepackets by applying Eq. (29) with αE = 1 to

the f loc
A/B,ab

(θ) and integrate them using the MS-LT-QSE to ob-

tain fA/B,aa(θ, t) for sufficiently long time t = tf for A and B,

respectively. Using these result, we calculate the population

uA(tf) and uB(tf), and then the forward yield is evaluated as

y+
P
= uB(tf) for the initial distribution f loc

A
(θ), and the back-

ward yield is evaluated as y−
P
= uA(tf) for the initial distribu-

tion f loc
B

(θ).

In Fig. 12, snapshots of wavepackets and population dy-

namics for the forward and backward photoisomerization pro-

cesses are displayed. In the calculations, the parameter values

of the barrier were set to ∆Ebar = 6, 000 cm−1 and σbar = 0.15,

and tf was set to 5 ps. This high and narrow barrier made

the numerical calculations difficult. For this reason, we em-

ployed a fine mesh with Nq = 128 with a small timestep

δt = 0.1 × 10−3 ps in these calculations. Because the position

of the crossing region, θ‡, is closer to θB than to θA, the back-

ward photoisomerization is faster than the forward photoiso-

merization. Moreover, the excited wavepacket from f loc
B

(θ)
is de-excited through the crossing region before arriving the

position of the barrier of the photoisomerization, θP. There-

fore, the backward yield is very small. From the numerical

calculations, we obtained y+
P
= 0.45 and y−

P
= 0.057.

Appendix E: IPI APPROXIMATION WITH REALISTIC

PARAMETERS

In the present study, we evaluated the timescales of the

photoisomerization as te = 0.62 ps and τe = 0.41 ps, and

that of the thermalization processes as τT = 39.5 ps. Thus,

they can be analyzed separately to capture the qualitative

feature of a photo-driven molecular motor system. How-

ever, the timescale of the thermalization process of the real
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FIG. 12. (i) Snapshots of wavepackets, fA/B,aa(θ, t) (a = g, e), in

the adiabatic excited state after the photoexcitation at t = 0 from the

initial state (a) f loc
A

(θ) and (b) f loc
B

(θ). The colors of the curves rep-

resent the different waiting time after the photoexcitation. The gray

dotted curves represent the BO PESs, Ug(θ)+Ubar(θ) and Ue(θ), with

an arbitrary unit. (ii) Populations as functions of t after the photoex-

citation at t = 0. The blue solid curve represents the population near

B from the initial state f loc
A

(θ), whereas the red solid curve represents

the population near A from the initial state f loc
A

(θ). The blue and red

dashed curve are the populations of the excited state for each case.

photo-driven molecular motor is even slower, and typically

t1/2 ∼ 1 µs–1 h [6, 7] (Note that t1/2 = log(2)τP).

In Fig. 13, we plotted the average rotational speed ob-

tained using the IPI approximation, Eq. (48), in the case that

τT = 1 µs for several values of the parameter sets (ȳ+
P
, ȳ−

P
, α+

T
).

As the numerical calculations in Sec. III D indicate, the IPI
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FIG. 13. Average rotational speed in the IPI approximation,

Eq. (48), in the case that τT = 1 µs for several values of the parameter

sets (ȳ+
P
, ȳ−

P
, α+

T
).

approximation breaks down in the region φ & 100 GHz

(i.e. 1/φ . 10 ps) in the case that the timescales of the photoi-

somerization are approximately 1 ps, which is approximately

the same order observed in the experiment [11]. However,

with a realistic timescale of the thermalization, τT = 1 µs,

ηIPI(φ) is enoughly close to it’s maximum value, ηID, in the re-

gion φ . 1 GHz. Thus, in practice, we can estimate the max-

imum rotaion speed and the pulse repetition rate to achieve

the speed using ηIPI(φ), in which the timescales of the photoi-

somerization do not appear. Note that, the validity of the IPI

approximation for the model we employed in this paper was

examined in Sec. III D.
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