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Do house prices overreact to relevant information? New evidence from the

UK housing market.

by
Hanxiong Zhang*, Viktor Manahov, Robert Hudson and Hugh Metcalf

Abstract

We use recent panel data and various empirical models to investigate the vhtlktyr@tional
expectations hypothesis and the feedback theory in the UK housing market. Ve piheviirst
empirical evidence to justify the statistically significant and positive feedbadalitty effect
between the changes in buldbbnd the contemporaneoukanges in house pricéd/hile we
have foundevidence to suppothe ideathat the irrational expectatidmypothesis best &tthe
UK housing market in the short-run, we failed to find evidence in suppthe feedback theory.
We observe thaain increase in bubldecould cause a subsequent decrease in houses,price
ceteris paribussugyesting thapeople alsdearn from their mistakes and attempttmpromise
by acting as rationally as possiblé®verall, we observe that the causality effects are
asymmetricalbeing more significant from bubble to house price tiay arefrom house pce

to bubble.
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1 Introduction

This paperconsiderswhether the bounded rationality expectation hypothesis begh&étUK
housing market in terms of panel data analysis. Furtheymegealso look at whether the
feedback theoryShiller, 19902007)is supported in the UK housing markén the one hand,
the bounded rationality expectation hypothesapures the idea that house prices, especially
intrinsic house price bubblesyerreact to releant information on fundamentals duep®ople’s
cognitive and psycholacal limitations. Black et al, (2009 argue thahouse price bubbles will
be more highly correlated with fundamental factors than with prices themseltesms of
magnitude, meaning that the dominant driving force is fundatalsnrather than peoples’

irrational activities.

On the other handhé feedback theorgroposed by(Shiller, 19902007) suggest that when
house prices as a whole appreciate significatity generate manynvestor success stories
These stories entice potential investors, who naively extrapolate that theyswidchieve the
same success if they invegthile this process is leading to an increase in house prices, the
feedback theory implies that the same process could be reversed when hmeselqurease.

The feedback theoryppears as a type of irrational expectation hypothesis, which means that
peopk usually form their expectations bbuse pricedy looking backward at the past price
movement rather than fuachentals. Moreover, the theory statest there is a positive feedback
causal relationship between house price bubbles, which reflect pempksesl expectations, and

subsequent house prices.

However,Mayer (2007)arguesthat Shiller (2007)overstates the case by ignoring the role of
interest rates and using an outdated databet.has led to the introduction of panel data analysis

for as a tool for investigation ofiore recenhouse price behaviour.

2



There are two broad categories ofrkteire study of house prices using panel data analysis. The

first category focuses on the linkages between some fundamental factors ang pocss.

For instanceHolly et al. (2010) investigate the determination of real house prices by using a
spatietemporal model in a panel of 49 US states over a period of 29 Vahg.et al. (2011)

propose a novel way to model the spatgahporal dispersion of shocks in nstationary

systems in a panel of 11 UK regioh®lly et al.(2011)suggest that the effects of a shock decay

more slowly along the geographical dimension when compared to the decay aloimgethe t
dimension. The second category places emphasis on whether the house prices are supported by
fundamentals. For exampl€ameronet al. (2006) examinel the bubbles hypothesis using a
dynamic panel data model in a panel of the UK regional propadgspfrom 1972 to 2003, but

failed to find a bubble. Recent studi@slikhed and Zem¢ik, 2009; Clark and Coggin, 201
suggesthatthere is a house price bubble in the US, according to the univariate and panel unit

root and cantegration tests.

Nevertheless, thenajority of the studies related to the topic have a major shortcoming. They
failed to quantify the level of housing price bubbles by using panel data analysis, let alone
modelling the direction of causality between the changes in house price and the changes i

bubble.

In contrast, his paperuses the most recent UK dataset to quarthiy regional changes in
bubbles using a time series approach, namely the user cost framework inspatatenodel.
Also, this study providesthe first empirical evidence tgustify the statistically significant
feedback causality between the changes in balard thecontemporaneous changes in house

prices by using the Fixed Effects Model (FEM).



Relative to the puraggregatdime-series analysisye implemenfpanel data analysissing the
regional data, whiclpossesses several advantagiegsh as (1), panel data normally provides a
large number of data pointshereby raising the degrees of freedom and eliminating the
multicollinearity among independent variables; (2), controlling for individuakrbgémeity; (3),
micro panel data collected on individualgiors may be more precisely measured than similar
variables measured at the macro level; (4) better ability to investigate the dymdraanomic
states; %) panel allows researchers to investigate causdhtyiao, 2003 Frees, 2004

Wooldridge, 2010).

To summarise the mairootribution of this study is thre®ld. First our findings indicatehat

the changes ithe UK house price bubbldsest fit theirrational expectatiorhypothesisn the
shortrun, given that past price movement rather than fundamentals are dominating the UK house
price bubblesHowever, an increase mbubble could cause a subsequent decrease in house
prices, ceteris paribus suggesting that people learn from ithenistakes and attempt to
compromiseby acting as rationally as possible. Therefdhere is alsaveakevidence to support

the boundedrationalty expectation hypothesiAs the paper uses log differenced stationary
dataset, cantegration is outside thecope of this study andll of the empirical evidences

characterise bg shortrun effect.

Second we have found that feedback causality betwésm changes in bubldeand the
contemporaneous changes in house prices is rawetwhentaking the mortgage rate and the
more recent datasets into accouvibreover, our empirical findings suggest that the feedback
theory may not holdWe observe that an increase in bublgleuld cause a subsequent decrease
in house pricg, ceteris paribussuggesting thateople alsdearn from their mistakes and attempt

to compromisdy ecting as rationally as possible.



Third, we contribute to the literature on how regional heterogeneity may affeegion’s
housing market. Chi (2005) argues that when some regional heterogeneity is unohsarvable
fixed effects model helpso capture the effect of the unobservable variables and therefore
alleviates the endogeneity problem resglfrom the omitted variable biag/e observe thahe
causality effects aresgmmetrical being more significant from bubble to house price than th
effectsfrom house price to bubble in the presence of the observable and unobservable regional

characteristics.

The remainder of thepaperis organised in the following waySection 2 presents the
methodology Section 3 describes the data in detadction 4 reports and discussesempirical

results and the paper concludes in Section 5.

2 Methodology

Section 2.1 presents how to estimate thgional changes in bubbde usng the user cost
frameworkin a state space modelhich is a typical time series approach. Section 2.2 exhibits
the causality tests in the context of the fixed effects model. Throughoyiaiés lower case
letters for timedependent variables represdéime natural logarithm of their capital counterparts.

A; denotes first difference.

2.1 Estimation of Changesin Bubble
Given that asset price is a combination of fundamentakfunrmtamentaglor bubble and model

misspecification errofWu, 1997) we can write the changes in house price as

Aiph, = Aph! + Ajb, + &, 1)



Where,A;ph; is the changes in house priﬂgph[ is the changes in fundamental house price,
and Asb, is the changes in bubble, is error term.Becauselog.(HPI]) = log.(HPI]/

HRI,) + log.(HRI,), we can rewrite equatiol)(as
Aiph; = Alph{ + Aby + & = (Alprtf + Alhrit) + Ay b + & (2)

Mpr/ = A, log.(HPI/ /HRI,) is the changes in fundamental premt ratio, A hri, =
A;log.(HRI,) is the changes in house rent indéx.equation (2), the changes in fundamental

house priceent ratioAlprtf and the changes in bubldeb; are not directly observable and need

some algebraiestimation

First, we estimatéhe fundamental house pricent ratiOthf by using the user cost framework.
The user cost framework suggests that at the equilibrium housd{;ﬁ’dﬁethe cost of holding a

house per yediC; x HPItf equals the cost of renting the hod&Rl, for that period, namely,

HRI, = UC, x HPI/ (3)

UC; is the user cost of holding a house per year at the percentage level. Then, themtaldam

house pricerent ratioPRtf is the inverse of the user ca@sf,.

f
HPI; _ 1

f_ 1
PRy = HRI; UG (4)

At the percentage level:

UCt:Rz-n‘l'PTt+MCt+RPt_MTt(Rgn‘l'PTt)_CGt_l_l (5)



Where,R[" is the foregone mortgage ralf; is the property tax ratéd/C; is the maintenance
cost,RP; is the risk premium for the larger uncertainty of purchasing relative tmgemtT; is

the marginal tax rate for the house buy#t, . is the expected capital gain over the next year.
Equation (4) implies that the user cost should be positiveeiiser the theoretical house price
nor the actual market rent should be negatVe. calculatehe risk premiunRP; and expected

capital gainCG;,, as

HRIpyq1—HRI;

RPy = CGryn —— o (6)
_ HPlyy . _ HPIyy—HPI
CGevr = HPI; 1= HPI, (7)

Equation (6) calculates the risk premiumtlas difference between the house price appreciation
and the rent appreciation over the next year. Equation (7) calculates the expectétdjampas

the realized capital gain ovdrenext year. Then,

HRI;4q—HRI;  HPIl;p1—HPI,  HRI¢pq—HRI;
RPt — CGt+1 _ +1 — +1 _ +1 (8)

HRI; HPI; HRI;

Equation (8)impliesthatthe net effect otherisk premium andhe expected capital gain equals
the changes in rent ovéne next year. Due tahe fact that we usquarterly data, thexpect
annual changes in rent are the changes in rent over the next four quarters. We #@stimat
maintenance cosind depreciationate asVC; = 2% (Himmelberget al, 2005 Girouardet al,
2006 Finicelli, 20079. We exclude property tax and sel, = 0 for two reasons. Firstly,
property tax payment is not deductible fromeame tax under the UK tax syste@econdly, in
the UK, the tenant rather than the landlord is responsible for paying the propefy mrperty

tax is usually not included in the rent, property tax should also be removed from the tiser cos



In accordance with the UK Mortgage Interest Relief at Source (MIRAS) sc¢hmme some
historic periodsa borrower has paid the lender the interest less the tax filiefrate of relief
from 19%-96 to 199798 was 15%and for 19989 and 1992000 it was 10%. The relief on
mortgage interest repayments was removed on 6 April 2000. Accordinglyset the UK
marginal tax ratdIT, = 15% from 19%6Q2to 19981, MT; = 10% from 199&)2 to 200@)1,
andMT; = 0 thereafterFurthermore, thgpaperuses the composite mortgage rates from Building

Societies and Banks over the sample period 1996Q1-2011Q1 to praxf} the

Because thguarterlychanges imegional house prices are quidege, a few of the user costs are

negativeln such casg the negative user costs are replaced by the previous pbgiines.

As a second step, th@aper estimates the changes in bubllg, by using a state space

modelling.
Measurement equation:
Alph’t = ClAlprtf + CzAlhrit + Albt + C3 (9)

State equation:

A1by = c4A b + s (20)
c3~i.i.d.N(O,R) (11)
cs~i.i.d.N(0,V) (12)
E(c3,cs) = 0,E(c3, b)) = 0andE(cs, b)) =0 (13)



c; andcs are the error termgy is the initial state vectoihere areno constants in egtion (9)

and equation (10), given that the expected value of housing will be zero when the fundamenta

value and bubble are both zerGhe five unknown parameterfey,c,, 02, c,, 035)’ are
hyperparameters and are estimated byxiMam Likelihood Estimation (MLE) with Marquardt
algorithm. The rationale for using aAR(1) for the changes in bubble process is based on the
assumption that people will naively extrapolate the most redemtges in bubblmto the next
period Wu, 1997. Thestate space model stepnplifies the model building process relative to

Wu (1997) andBlack et al. (2006)while maintaining tk advantages of a state space model.

2.2 Panel Data Causality Tests

From the perspective of econometrics, there are four possible causal reipidretween the
changes in bubbdeand the changes in house price: ¢hpnges in bubbdedrive subsegent
changes in house price; (2hanges in house price drive subsequent changes in su(@)le
feedback effect, the changes in house price affects the changes irshobb#isality runs both
ways; (4) changes in bubbseand changes in house price are noedlly related, but are
spuriously associated through other variabiMsch are either observable or unobservable.
Condition (3) and conditiod) refer to the endogeneity, which is one of the nsagtificant

challenges in applied econometrics.

We follow Chi (2005) to determinine following fixed effects models:
Aphie = o+ BAD; g + YKoy BiCroie + Ui + €5 (14)

Aybiy = X3+ OAph;e 1 + ZII§=1 OkCric + Ui + €i¢ (15)



Where,A;ph; . is the changes in house price index for regiahtimet. A, b; . is the changes in
bubble for region at timet. «; and«, are constants.represert different regions, represerg
time, andk is the number of Control Variables. For instanGg;, is thek-th control \ariable
for regioni at timet. § and@ are the coefficients on the underlying independent variatjes.
andy; are the fixed effects, indicating the effects of any and all-immariant covariates on each
variable, along with timapecific error terms ande. The fixed effects model includes all the
unobserved effects and then provides a good control wogeameity Chi, 2005 Schroeder,
201Q Wooldridge, 201D The key motivation of using a fixed effeehodel is to alleviate the
omitted variable bias, ndiecausehe unobservable regional heterogeneity is fixed over time.
Furthermorethe fixed effects model controls for the endogeneity by extracting the uwablee
regional heterogenédts u; andy; from the error termg ande respectively It is possible to
estimate equations (14) and (15) simultanequslichas in the typical panel data Granger
causality testgHoffmannet al, 2005 Schroeder, 2010However, estimatingquations (14) and

(15) separately allows for more flexibility in specifying the model.

Frees (2004) and Chi (2005) identify three criteria for inferring causaildy as the presence of
statisticaly significant relationship;hte causal variable must precede dtiger variable in time;

the association between two variables must not be irggditborm another, omitted, variable.
Given equations (14) and (15) control for these observable and unobservable regional
heterogeneity (criterion 2 and criterion 3), one can inlfet the causality effect primarily
depends on the significance of the relévaefficients.For examplethe statistical significance

of # would indicate changes in bubbles cause subsequent changes in housetprisgaribus

The statistical significaze of 6 indicatesthat changes in house price would cause changes in

bubHes, ceteris paribusThe Random Effects Model (REM) is another popular panel data model.
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REM assumedhe omitted timanvariant variables argrelevantwith the involved timevarying
covariates.REM is often estimated by the Generalized Least Sq(@&aksS) estimatgr while
FEM is often estimated withithe OLS estimatarREM outperforms FEMecause oits greater
efficiency, leading to statistical power to detect effects and smaller standard &negs. that
there is almost always some omitted vagalbias, FEM appears to bere suitable than REM
from a causal inference perspectii@oth random and fixed effects models have implicit
restrictions that are infrequently examined, loiuincorrect, could bias the estimated results. For
example, both maels assumehat the unexplained variance remains the same over time.
Moreover, the autoregressive relations with lagged dependent variables arecdassbm nil.
When the lagged dependent variables are inclunlgéde Arellano Bond dynamic model, the
dataset has to be a large number of regions (N)shodttime period (T)(Arellano and Bond,
1991, Bond, 2002. Althoughthe Hausman test is wely used to distinguishetween REM and
FEM, the choicds never straightforward, ant tends to be harder still when the number of

observations is smalHsiao, 2003Bollen and Brand, 2008,2010).

3 Description of data

The dataset in this study covers the twelggions of the UK regional Halifax seasonaliatgd
House Price Indices (HPI).h& UK aggregate House Rent Index (HRI) is proxied by the
Consumer Price Inde§CPI) component of actual rents for housing, déimelcomposite mortgage
rate of Building Societies and Banks frahe Bank of EnglandBlack et al. (2006)suggesthat

the Halifax house price index tracks price changes of a representative hoes¢haihaverage
prices by using the hedonic regression. The price of the representative hbeseeistimated for

eadt period using the implicit prices of each attriue extracted from the hedonic regression.
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We estimatethe changes in national house rent index as identical to the changes in regional
house rent index across the UK, given that the regional housedertis unavailable. As all the
variables used in the main regressions are first log differenced and statioAatggcation and
long+un equilibrium are beyond the consideration of this paper. Therefore, all of thegéndi

this paper are shortn effect.

All the quarterly UK time series data are collected from DataStream with a timefrepan
199601 to 2011@ The starand enddates are chosen by the availability of data for the House
Rent Index. Allof the indices are set to 100 in 2005Q2. Telve regions of the UK are
Northern Ireland, Scotland, Wales and the nine regions of England, namely, [gdat East
Midlands, Greater London, North, North West, South East, South West, West Midlands, and
Yorkshire and the HumbefThe full datset fas long time periods T{= 60) with small
individuals (Vv = 12) at thefirst log differencescale All of the variables in thipaperare not
adjusted for inflation. Given that ‘there is a great deal of confusion about the roitatibn
expectations in thdemand for housing(Schwab, 198p it is interesting to study the linkages
between house prices and disterminants in nominal term&kerlof and Shiller (2010¥uggest

thatpeople often fail to exclude the effect of inflation on their house investments iy.reali

A preliminary statistics and correlation matrix about the changes in HPIgehan HRI,
changes in fundaméal pricerent ratios and changes in bulstdee available il\ppendix Table

Al and Table A2, respectively.
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4 Empirical Results and Discussion

4.1 Findings from the Full Sample
Table 1showsthe results of panel data unit root tefstischanges irhouse price indeR;ph;,

rr

changes irfundamental houspricerentratio A, pr;,, changes irhouserent indexa, hri; . and

changes irbubblesA, b; .. We implementthe Harris-Tzavalis (HT)test, Levir-Lin—Chu (LLC)
test and ImPesararShin (IPS)testas our applied unit root testhe dataset includes altwelve
UK regionsoverthe periodl996Q2to 2011Q1 As expected, albf these variables are stationary

atthe 1% significance level

Figure ldisplaysthe changes in regional bubbkgainst the changes in regional house prices
Figure 1 the quarterly changes in bubbleport significant regional heterogeneities with values
rangng from -8% to 10% which indicate thatthe bubbles do not follow the explosive ath
Hence we reject the rational expectatidrypothesisproposed byDiba and Grossman, 1988
Apartfrom afew exceptions such as Northern Ireland, the diffeeebetween changes in bubble
and changes in house price is minute for a given rediba.bubbls increase across the UK
from 1996to 2007, giverthatthe changes in bubbles, b; . are positiveduringmost of that time
During the Subprime Crisis, théubbles decreadesignificantly thereafter andemonstrated

varied recovery after 2009.

Table 2 shows the impact of changes in bubldechanges irhousingprice in terms ofthe
Fixed Effects Model (FEM) and Random Effects Model (REMpdel 1 of each approach

regresses the changes in house prigey; , againstthe changes in fundamentalice-rentratio
Alprii andthe changes imentA,hri;.. The coefficiend onchanges in fundamentprice-rent

ratioAlprift are statistically significant witha value of-0.031 in both FEM and REM,cs one

13



percentincreases irthe changes in fundamental pricent ratio will significantly cause housing
return decreases lfy031percent ceteris paribusThe coefficiend onchanges in restA; hri; .

are-0.167, butreinsignificantin bothFEM and REM

Model 2 (Table 2) regresses the changes in house pfigeB;, against the changes in

T

fundamental priceent ratioA,pr;,, the changes in rem; hri;, and the changes in bubble

A;b; .. Model 2 suggestthatafter controlling for the changes ihe fundamentgprice-rentratio

Alpri{; and the changes in refthri;,, the coefficierd onthe changes in bubl$a, b; . are
statistically significant with a value of 1.209 and 1.124 in the FEM and REM, resbgct
Giventhatbubble is a component of house priapproximatelyone percent changa bubbles
drives one percenthanges in house ipe after controlling for the effect of the fundamental
variables In contrast to Model 1, the coefficienbnthe changes in restA, hri; . turn positive

butarestill statistically insignificant.

Relative to Model 2, Model 3 includes the lagged changes in mihblg,_; as another
independenvariable. The coefficieston the changes in bubklg&,b; . remainsignificant but
are more positivein both FEM and REMThe coefficiens on the lagged changes in bulsble
A;b; ¢4 are significantly negative with avalue of -0.434 and -0.484respectively which
indicatesthatthe previous increases in bubbles tetoadreduce thsubsequenihcreases in house
prices,ceteris paribusHence, the significant but negative coefficeennthe lagged changes in
bubblesA; b; ., do not support the feedback theoiven that the bubbles reflect people’s
biased expectations, the negative coefficientsagged changes in bubblasb; ,_; suggesthat
people learn from their past mistakes and try to adjust the current house iprmer to

converge totheir fundamental values which, in turn, justify the argumentghef bounded
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rationality expectation hypothesi$he net effect of changes in bubllgh; , and lagged changes
in bubbleA; b; ,_,is approximatelyone unit,ceteris paribusAdditionally, the coefficiers onthe

changes in restA, hri; . becomemorepositiveand statistically significant

In Modek 4 and 5, thpaperadds twointeractve variables A, b; . * Alprift andA; b; ¢ x A hri;,,
to control for the interactioeffects A, b; . * Alpr{t is the interaction of changes in bubblend

changes in fundamental pricent ratio A, b; . * A, hri; . is the interaction ofchanges in bubble
and changes in renthroughout the paper, alif the interactive variableare scaled down by

multiplying them by100. This is becausée first log differenced variables, suchg#ri; , and

A1PTL~£, represent the continuoe®mpoundedeturnson the underlyng variable. However, the
interaction variablesepresent the multiplying effect of return on returhescaling only affect
the coefficients of scaled variablebutit does not influence the coefficients of other variables

and thdfit of the model.

The interaction effect of changes in bulstd@d changes ifundamental priceentratio A, b; , *

Alpri{; is significantly positive with a coefficientof 0.2% in FEM and 0.1% in REM, which
indicatesthat the effect of changes in bubblen thechanges inhouse price is positively
dependent on the changeslie fundamentgbricerentratio. On the contrary, the coefficient on
the interaction effect of changes in busdénd changes in redy b; . * A, hri; . is significantly
negativewith a value 0f-0.104 in FEM and0.154 in REM,implying thatincreasing bubbles
combired with declining rents makt more attractive to buthan rentoecause of higher capital

gainon owrership ceteris paribus
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The coefficiens on changes in bubld&\; b;, and lagged changes in bubble b;,_; remain

significantand on their signafter controlling for the interaction effects.

Table 2showsa series ofnterestingfindings. First, the significantly negativecoefficients o
changes infundamental priceent ratio A1P7"i,ft and the significantly positive coefficients on

changes in rem; hri; . jointly indicates that with the changes in houpgce the changes ithe
fundamental house price are less than the changes incedatis paribus On the one hand,
Britain has probably the most liberalised private renting market irEtliepean Union (EU)
since 1989Less security of tenure amlte long-term taxation imbalammcbetween the rental and
theowned maksit more attractive to rematherthan own thareverbefore. On the other hand
the structure of the privately rented market has been changed over the@asicades. The
typical landlord has treated biig-let asthe mainstreanfor personal investment, and the tenants
are now composited by far more immags and younger people. Consequently, although
changes imentmay be less tharthe changes imarket house price, they can easkceedthe

changes inthe fundamental house pricethe UK at least in the nominal term

Second the significancetestsreject the null hypothesithat changes in bubbleand lagged
changes in bubbleare jointly insignificant Ho: Ba,b;, = Baspy,—, = 0, at the 1%significance
level. Thereforethe changes ibubblesA; b; , andthe laggedhanges ifbubblesA, b; .4 jointly

causehe contemporaneous changes in house p¢p4; ., ceteris paribus

Third, throughout thepaper the FEMs use regional fixed effects which assume the potential
omitted variable bias from variables that vary across regions but are rtoogta time.The
paperdoes noexhibit the results of the fixed time effecfsimarily because theesults offixed

time effects are highly consistent with thesults of FEM with regional fixed effects.
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Furthermore, th@aperdoes not present the fixed regional and time effect model, gnatthe

papets dataset is not large enough to encha@reasonable modéi.

Fourth,the explanatory power of fundamental factansparticular thechanges in fundamental
pricerentratio Alpr{t andthe changes in rem; hri; ., on thechanges irhouse pric&\;ph; , is
quite low; astheR? is just 0.16 in Model 1. After incorporating the changes in bubhlbs,
the R? dramatically increases to above 0.81Miodel 2, which indicatesthat the changes in
bubblescan significantly explain the changes in house pridée marginal effect of lagged
changes in bubbles, b; ,_; andtheinteraction effects on changeshouse price is quite loyas

themarginalincreasen R? is less than 0.05 in Models 2 through 5.

Finaly, the F-testsfor the fixed effects arstatisticaly significant inModels2 through 5 which
indicate that the FEMs are superior to the Pooled OinSthese four models. Thieagrange
Multiplier (LM) random effects test faik to reject the null hypothesis of variances across
individualsaszeroin Models 1through 5. hereforethe Pooled OLSutperforms REM in all
five models. he Hausman test suggestsat REM outperforms FEM in Model 1, as the
Hausman test fails to rejetttatthe null hypothesis of REM is preferred. However, the Hausman
tests break dowim the remainingfour models, given thg? < 0. This is because theodel
fitted on these data fails to meet the asymptotic assumptions of the Hausma@omesguently,
Pooled OLS works best iModel 1.FEMs are superior to Pooled OLS and REMVModels 2

through 5.

For the five FEMSs,he LM independencéestsindicatethatthe residuals are serially correlated
The Pasaran Cros3ectional (CD) testssuggestthat the residuals arecorrelated across

individuals excep for Model 3.
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The heteroskedasticitytests reject the null hypwoesis of homoskedasticityBecausethe
diagnostics tests suggest thEMs violate two or threemodel assumptions, the findings tbe

FEMSs in Table 2 might beithermore or lesbiased

In order to avoid empirical biases and provide appropriate test of robystieesaplemented
the PanelCorrected Standardréers (PCSE) with AR(1the Feasible Generalized Least Squares
(FGLS) with heteroscedasticity (Table 3, Panel A) @hd Fxed Effects Modelswvith robust
standard errors test proposed by White in 1g&ible 3, Panel B)Both approachem Table 3
(Panel A) correct the panel residuals for greupe heteroskedasticity, contemporaneous
correlation, and serial correlation. PCISEan alternative to FGLS. When AR(1) is not specified,
PCSE produces OLS estimates of the coefficiemtsle the standard errors are estimated
differently. When AR(1) is specified, PCSE estimates the coefficientsibgthe PraisWinsten
regressionwhich is conditional on the estimates of the autocorrelation coefficients. Th8 FGL
estimation is conditional on the estimation of the residual covariance matrig emalditional on
any autocorrelation coefficients that are estimated. EitherPCSE or BGLS estimator is
consistent when the conditional mean is properly specified. FGLS is more effi@arRCSE as
long as the assumed covariance is correctly structédvéel. controlling for heteroscedasticity
the findings of Fixed Effects Models with ratiustandard erroneported in Table 3 (Panel B)

are consistent with the findings in Table 2 and Tal{leehel A)

However, the full FGLS varianesovariance estimates might be biased when the applied dataset
consistsof 10-20 regions with 1810 time periods. The datasets, especially the subsamples, used
in this paperfalls roughly into this category. PCSEs are helpful in precisely assessing the
variance across regions, as they purport to create higher standard errors arntan génerate

more consenta/e results.
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PCSEwith AR(1) and FGLSwith heteroskedasticitgnay providea better statistical estimation
especially for the standard ersoHowever,they are unsuitable to control the omitted variable
biasasFEM doesIn generalthe findings ofTable 3 (Panel A and Panel B) duighly consistent
with Table 2.Therefore, we can conclude th&ie economic implications of the Table 2 are

sound andeliable.

Table 4 investigatesvhether the changes in house pridgph;,cause changes in bubble
A;b; ¢ in terms of fixedeffects modeWwith arobust standard errgwhite, 198(), and PCSE with

AR(1). From Table 4,Model 1 regresss changes in bubbeA;b;, against changes ithe
fundamentaprice-rentratio Alpriﬁ and changes in redt hri; .. The coefficien$ on changes in

the fundamentgbrice-rentratio Alpr{t aresignificantly negativewith a value 0£0.008 in FEM

and 0.006 in PCSE with AR(1), respectiveljhe coefficiend on changes in remt; hri;, are
significantly negativewith a value 0f0.251 in FEM; but statistically insignificant in PCSE with

AR(1).

After controlling for changes ithe fundamentalprice-rent ratio A1PTi,ft and changes in rent

A,hri;,, Model 2 suggestshat the coefficiens on the changes in house pridgph;, are

significantly positive with a value of 0.648 in FEM and 0.488 in PCSE with AR(1).

Therefore Model 2 of FEM suggests thaine percenthanges in house preelrive 0.65ercent

changes in bubbleseteris paribus

Model 3 adds the lagged changes in house pripé; ., as anothemdependenvariable. The
coefficiens on changes in house pridgph; , arestill significant and positivegeteris paribus

The coefficients on lagged changes in house g@rjgd; ., are significantly positivewith a
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value of approximately0.2, which indicateghat the one percentchanges in house price will
causeabouta 20% subsequerthange in bubbke ceteris paribus Moreover,the PCSE with
AR(1) approach indicatethe coefficient on changes the fundamental priceent ratis Alpr{t

become significantly positivat the5% significance levelimplying thatthe changes in bublsde

reflect people’s overreaction thanges in thieindamenta Blacket al, 2006).

Model 4 and Model 5 include interaction variables, changes in house prichamges irthe

fundamentalprice-rent ratio A, b; ; * Alprf

it?

and changes in house price and changeerih
A;b;¢ x A hri; .. After controlling for the interaction variables, the coefficient on changes i
house price remains significantly positive. The coefficientd dn, * Alpri,’; are nsignificant.

The coefficients o b; , * A, hri; . are significant and negagywhile the figursof coefficients

are quite small in both FEM and PCSE with AR(1).

From Table 4 the causality test indicatehat the changes in house priggph;, and lagged
changes in house priégph; ._, are jointy significant in driving the changes in bubble b; ;.
Overall, the findings of FEMare highly consistent witPCSE with AR(1), except for a few

exceptions.

Tables 2 through4 suggesthat there are statistidgl significantfeedback effects betweedhe
changes in bubbdéeand thechanges incontemporaneoublouse price between 1996Q2 and
2011Q1.However, the effect is asymmetric. After controlliiog the fundamental variables, one
percentchanges ircontemporaneous bubbldsvesapproximatelyone pecentchanges in house
prices, giventhat thebubble is a component of house price. In particular, the coefficients on

lagged changes inouse pric&\;ph; ., aresignificantly higher than tsefor the fundamentals
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in terms of magnitudetherebyimplying that past price dynamiczge more importanthan
contemporary fundamentails driving the UK house price bubbleshich favous the irrational

expectation hypothesis, at least in the shamt-

4.2 Robustness Tests

Following the modelling procedure in Table Bable 5 investigates whether the changes in
bubblescause thehanges in house priee terms ofFEM with robust standard erro(8Vhite,
1980) for the subsamples 1996Q2-2000Q2001Q12006Q4and 2007Q42011Q1.The three
subsamples roughly match the recovery, boamd recession of the UK housing market

respectively

The findingsof Table 5arehighly consistent with Table 2. Broadly speakifig@ble 2, Table 3
and Table 5 exhibit parametesstability, which meanthatthe coefficient on any given variable
changes from model to model and over tit®reover,the coefficients on the changes in rent
and the interaction variableshibit more change thanthosefor the reminder of thevariables in
terms of magnitudeind sign From an economics perspectitbe time varyingcoefficiens
reflectthe dynamics ofheunderlying economandpeople’s economic behavio(Brown et al,
1997). Giventhatthe sample size is relatively small, the changesogfficiens over timeare

quite modest, even in the presence of the Subprime Gasigeer2007 and 20009.

Following Table 4, Table 6 studies whether the changes in house price cause the changes in
bubble by using FEM with robust standard err@fghite, 1980 for the subsamples 199662

2000Q4, 2001Q2006Q4 and 2007Q2011Q1. The general findings in Table 6 are highly
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consistent with Table 4, except for the modemtameter instabilityMore detailed econometric

results of Tables 5 and 6 are available upon request.

5 Conclusion

This paperconsiderswhether the bounded rationality expectatlyypothesis best stthe UK
housing market in terms of panel data analySisthermorewe investigatevhetheror not the

feedback theory is supported in the UK housing market.

We have found evidence to support ithea that thérrational expectatiorhypothesis best ftthe

UK housing markein the shorrun. However,we failed to find support for thieedback theory
becausean increase irbubblescould cause a subsequent decrease in houses,pceteris
paribus We observe thathe statistically significant and positive feedback causal relationship
between the changes in house price and the contemporaneous changes is dngbble
asymmetrial. Onepercentchanges in bubb$ecould driveapproximately ong@ercent changa
house price after controlling for the fundamental variables. Therefore, it is the -opildf
bubbles whichs driving the changes in house prices over tvie.have foundveakevidence to
support theboundedational expectation hypothesiehe lagged changes in bubbould cause
significantsubsequent changes in house pricea reverse direction, which suggesitat people
learn from their past mistakes and try to atjfilne house pricds converge taheir fundamental
value. However, the adjustment effect is not powerful enough to offset the negatints eff
biased expectationia the current period;eteris paribusThe changes in fundamental variables
could significantly drive the changes in bulshleherebyimplying that the bubbles are not

dominated by people’s purely irrational behaviour. These evidences janggest that
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fundamentals also play an important role in driving th€ housing prices and house q#i
bubbles in the sherun. Moreover the modest time varying coefficients for a given variable
indicate that there are institutional changes which, in turn, suggfest people adjust their
behaviours according to the dynamicghaf underlying economyThere are several avenues for
future research in this arda. another study we would like to explomaetherthe results of the
UK housing market can be implementedother developed housing markets such as the. U.S
market or any developing country markéfe think that the outcome of this particular study

could be very wuseful for policy makers and the general public worldwide.
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Appendices
Table Al Preliminary Statistics (1996Q2-2011Q1)

Variable Mean St. Dev. Minimum Maximum No. of Obs.
Aph;, .016 .037 -172 157 60
Aqhrig, .007 .006 -.002 .029 60
Alpr{t .004 .488 -2.647 2.011 60
A1b;, .010 .026 -.099 114 60

Notes:A;ph; . is the changes in house price indéxari; . is the changes in house rent ind&iqorif; is

the changes in fundamental price-rent ratig; . is the changes in bubbles.

Table A2 Correlation Matrix (1996Q2-2011Q1)

Aiphy, Aihri;, Alpr{t Aiby, Aiphis—q Aibie—1
Aph;, 1.000
A1hrii,t -.024 1.000
ppr], -.397 -.027 1.000
Ayb;, 831 -.058 -.155 1.000
Ayphi_4 362 -.009 -.048 596 1.000
Atbioy 544 017 -.189 784 835 1.000

Notes:A;ph; . is the changes in house price ind&xari; . is the changes in house rent ind&xpr{t is

the changes in fundamental price-rent ratigh; . is the changes in bubbles.
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Tables

Table 1 Pandl Data Unit Root Tests

Aiph;, Alpr’;t Ajhri;, A1biy
Harris-Tzavalis (HT) Test .000 .000 .000 .000
Levin—Lin—Chu (LLC) Test .000 .000 .000 .0053
Im-Pesaratghin (IPS) Test .000 .000 .000 .0002

Notes:A; means first differencé\; ph; . denotes for changes in house price infigxregioni at timet.
Alprift denotes for changes in fundamental house fene ratio for regioni at timet. A,hri;, is
changes in house rent indéor regioni at timet. A; b; ; denotesfor changes in bubbdefor regioni at
timet. The figures presented in Table 1 arealues.
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Table 2 Changesin Bubbles cause Changesin HPIs: Fixed Effects M odels vs. Random Effects Models

Dependent Variable
Aiphi,

Fixed Effects Models
(19960Q2-2011Q1)

Random Effects Models
(19960Q2-2011Q1)

Independent Variables
Alprit

Alhrii,t
A1b;,

Aqbit—q

A1b;y * A1P7”{,t
Aqbi; * Aqhriy,
Constant

Causality Test
Regional Fixed Effects
Time Fixed Effects

No. Observation
Within R?

F-test for Fixed Effect
LM Random EffecfTest
Hausman Test

LM Independence Test
Pasaran CD Test
Heteroskedasticity Test

Model 1.

-.031%
(.003)
-167
(.201)

L0175
(.002)

Yes
No
720
.160
997

.999
.000
.000
.000

Model 2. Model 3. Model 4.
-.020%** - 022*%**  -026%**
(.001) (.001) (.001)
.136 .232*%* .232*%*
(.094) (.095) (.093)
1.209***  1.538***  1.479***
(.024) (.034) (.035)

- 434%**% . 395%**

(.034) (.034)

.002***
(.0004)

.003*** .003*** .004***
(.001) (.001) (.001)

.000 .000
Yes Yes Yes
No No No
720 720 720
.818 .853 .858
.000 .000 .000
x2 <0 x2 <0 x2 <0
.000 .000 .000
.000 374 .028
.000 .000 .000

Model 5.

-.026%**
(.001)
.349%**
(.102)
1.557***
(.044)

- 414%**
(.035)
.002***
(.0004)
-, 104%**
(.037)
.003***
(.001)
.000
Yes

No

720
.860
.000

x2 <0
.000
.004
.000

Model 1.
-.031***
(.003)
-.167
(.200)

017%
(.002)

720
.160

1.000
.999

Model 2. Model 3. Model 4.
-.021*%*  -023***  -.026%**
(.001) (.001) (.002)
115 .224** .224**
(.107) (.108) (.107)
1.124%**  1.500*** 1.455%***
(.026) (.038) (.040)
- 484*** . A5E***
(.039) (.039)
.001***
(.0004)
.004%** .004%** .005***
(.001) (.001) (.001)
.000 .000
720 720 720
.817 .851 .857
1.000 1.000 1.000
x2 <0 x2 <0 x2<0

Model 5.
-.026***
(.002)
.397***
(.116)
1.571%**
(.051)

- 483%**
(.040)
.001***
(.0004)
-.154%**
(.042)
.003***
(.001)
.000

720
.858

1.000
x2 <0

Notes: The interaction variables,b; , * Alprift andA; b; . * Ajhri; ¢, are scaled down by multiplyintgem by100.y? < 0 means the Hausman

test fails aghe model fitted on these data fails to meet the asymptotic assumptions. Tee pedgented for the diagnostics testparelues.
The null hypothesis ahe Causality Test i8l0: Ba,b;, = Ba,by,_, = 0. The null hypothesis ahe LM Independence Test is thesiduals across

regions are not correlated. The null hypothesishefPasaran Crossectional Dependence (CD) Test is the residuals are not correlated acro

regions. The null hypothesis of Heteroskedasticity test is bkadasticity. Coefficient standard deviations are in parentheses.
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Table 3 Changesin Bubble cause Changesin HPI (Pandl A): PCSE with AR(1) vs. FGL Swith Heter oskedasticity

Dependent Variable PCSE (AR1) FGLS (Heteroskedasticity)
Ayph;, (1996Q2-2011Q1) (19960Q2-2011Q1)
Independent Variable: Model 1. Model 2. Model 3. Model 4. Model 5. Model 1. Model 2. Model 3. Model 4. Model 5.
A 1177‘{ , - 031x+* - 023%* - 023%* - 027*%*%  -027**  -.020%* - 023***  -026%*  -028*** - (028***
' (.002) (.001) (.001) (.002) (.002) (.002) (.001) (.001) (.001) (.001)
Aqhri;, -.012 133 214~ .218* 375%** -.198 .068 111 101 291 %xx
(.244) (.119) (.112) (.115) (.132) (.183) (.081) (.079) (.079) (.089)
A1b;, 1.159%*  1.477** 1.409**  1.515%** 1.081**  1.560***  1.550***  1.657***
(.037) (.042) (.046) (.056) (.020) (.031) (.033) (.040)
Abi¢_q -463** - 418%* - 442%* -516** - 513%* - BA]***
(.042) (.044) (.044) (.031) (.033) (.032)
Ay, * A 11””{ . .002*** .002*** .001x** .001**
' ’ (.0004) (.0004) (.0003) (.0003)
A1b;¢ * Ajhri;, - 142%** -.138***
(.046) (.032)
Constant 015%*  003** .004*** .005*** .004*** 017%* 002%** .002*** .002*** .001
(.005) (.001) (.001) (.001) (.001) (.002) (.001) (.001) (.001) (.001)
Causality Test .000 .000 .000 .000 .000 .000
No. Observation 720 720 720 720 720 720 720 720 720 720
R? .328 737 791 .793 797
Prob > y? .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

Notes:A; means first difference. The interaction variablgg; , Alpr{t andA;b; , * A hri; ., are scaled down by multiplyirthem by100. The
null hypothesis othe Causality Test i#y: B4, = Ba,b;,_, = 0. Prob > x? tests for whether aibf the coefficients in the model are jdint
significant. Coefficient standard deviations are in parentheses. ***, ** antdridsfor statistical significance ahe 1%, 5% and 10% level,

respectively.
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Table 3 Fixed Effects Modelswith robust standard errors (Panel B)

Dependent Variable Fixed Effects Models (Robust St. Dev.)
Aiph;, UK (1996Q2-2011Q1)
Independent Variable: Model 1. Model 2. Model 3. Model 4. Model 5.
A lprf -031*** - 021%* - 023***  -026***  -.026%**
vt (.003) (.004) (.005) (.005) (.005)
Ajhri;, -.167 0.115 224 224 397**
(.139) (.143) (.172) (.163) (.150)
A1b;, 1.124%+* 1. 50%** 1.455%%*  1.571%**
(.093) (.248) (.231) (.218)
Abiiq -.484** -.456** -.483**
(.191) (.177) (.171)
o f .0015* .0013
Babye * Aapry, (001)  (.001)
Albi,t * Alhrii,t -.154***
(.036)
Constant 0.017**  .004 .004** .005** .0035*
(.001) (.002) (.002) (.002) (.002)
Regional Fixed Yes Yes Yes Yes Yes
Effects
Time FixedEffects No No No No No
No. Observation 720 720 708 708 708
Within R? 159 779 .807 811 .814
Causality Test .000 .000 .000

Notes:A; means first difference. TH&hite (1980 robust standard deviation controls for heteroskedasticity. The interaetriablesA;ph; , *
Alprift andA;ph;, * A, hri; ., are scaled down by multiplying 100. Values presented for the diagnosticarggsvalues. The null hypothesis of
Causality Test i$lo: Ba, pn;, = Ba,pn;,—, = 0- Coefficient standard deviations are in parentheses. ***, ** and * standsatistical significance
at the 1%, 5% and 10% significance level, respectively.
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Table4 Changesin HPI cause Changesin Bubble: Fixed Effects Modelsvs. PCSE (AR1)

Dependent Variable Fixed Effects Models (Robust St. Dev.) PCSE (AR1)
A1b;, (1996Q2-2011Q1) (1996Q2-2011Q1)

Independent Variables Model 1. Model 2. Model 3. Model 4. Model 5. Model 1. Model 2. Model 3. Model 4. Model 5.

A1prf -008***  Q11*** 009***  009*** 012%* - 006***  .009*** .008*** .008*** 011x*=*
Lt (.003) (.003) (.002) (.002) (.002) (.001) (.001) (.001) (.001) (.001)
Aqhrig, -.251** -.143 -141 -.140 -.130 -.123 -134 -.120** - 129** -.136**
(.099) (.108) (.104) (.124) (.117) (.126) (.109) (.058) (.063) (.063)
Aph;, .648*** B5E5*** GGk .580*** A88*** 507*** 504x** 53Lrr*
(.074) (.064) (.056) (.057) (.021) (.014) (.017) (.018)
Aiph;, 4 237xxx 237 .228*** .194xx* .194xxx 187*x*
(.013) (.013) (.014) (.012) (.012) (.012)
f -.001 -.005 .005 .004
Mphis* bapTy, (024)  (.021) (018)  (.018)
Ayph;, * A hri;, -. 001+ -. 001+
(.0002) (.0001)
Constant 012+ 001 -.002* -.002* -.002** .009* .003** -.0003 -.0003 -.001
(.001) (.001) (.001) (.001) (.001) (.005) (.002) (.001) (.001) (.001)
Causality Test .000 .000 .000 .000 .000 .000
Regional Fixed Effects Yes Yes Yes Yes Yes
Time Fixed Effects No No No No No
No. Observation 720 720 708 708 708 720 720 708 708 708
Within R? .029 .790 .889 .889 .893 .072 .615 723 725 731
Prob > x? .000 .000 .000 .000 .000

Notes:A; means first difference. THeobust St. Dev. stands for White (1986pust standard deviation which controls for heteroskedasflgity.
interaction variables\;ph; ; * Alprift andA;ph;. * Ahri; ., are scaled down by multiplying 100. Values presented for the diagnostics ¢ests ar
p-values. The null hypothesis of Causality Testdg: Ba, pn;, = Ba,ph;,, = 0- Prob > x? tests for whether all the coefficients in the model are

jointly significant. Coefficient standard deviations are in parenghé®e ** and * standsfor statistical significance d@he 1%, 5% and 10% level,
respectively.
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Table5 Changesin Bubble cause Changesin HPI (Panel A): Fixed Effects Models

Dependent Variable

Ayph;,

UK (1996Q2-2000Q4)

Fixed Effects Models (Robust St. Dev.)

Fixed Effects Models (Robust St. Dev.)
UK (2001Q1-2006Q4)

Independent Variables

Alpr{t
Al hrii't
A1 bi,t

A1bie_q

Albi,t * Alpr{‘t
Aqb;; * Ajhri;,

Constant

Regional Fixed Effects
Time Fixed Effects
No. Observation

Within R?

Causality Test

Model 1.

- 0415
(.003)
070
(.077)

.015%**
(.001)
Yes
No
228
.539

Model 2.
-.031***
(.005)
.194*
(.105)
.941%**
(.082)

.005***
(.001)
Yes
No
228
.794

Model 3.
-.033***
(.005)
.266*
(.143)
1.087***
(.117)
-.325%**
(.079)

.007***
(.001)
Yes
No

216
.824
.000

Model 4.

-.036%
(.005)
230
(.136)
1.063%+*
(.125)

- 254%*
(.087)
004+
(.001)

.007***
(.001)
Yes
No
216
.834
.000

Model 5.

-.037***
(.005)
.353
(.212)
1.203***
(.131)
-.274%**
(.080)
.004**
(.002)
-.162
(.146)
.006***
(.002)
Yes

No

216
.836
.000

Model 1.

-.018*
(.002)
-.B29¥
(.169)

.038***
(.001)
Yes
No
288
107

Model 2.
-.014%**
(.003)
.189
(.128)
1.263***
(.116)

.001
(.003)
Yes
No
288
.759

Model 3.

-.018%**
(.005)
159
(.170)
1.592%%
(.261)

- 490**
(.218)

.005**
(.002)
Yes
No
276
.806
.000

Model 4.
-.015**
(.006)
152
(.170)
1.610%**
(.263)
-.504**
(.220)
-.0006
(.001)

.005**
(.002)
Yes
No
276
.806
.000

Model 5.
-.015**
(.006)
623***
(:\174)
1.742%**
(.269)
-.519**
(.-219)
-.001
(.001)
-.202%**
(.058)
.001
(.002)
Yes

No

276
.814
.000

Notes:A; means first difference. Thé&/hite (1980)robust standard deviatiazontrols for heteroskedasticity. The interaction variales;, *

Alprlft andA;b; . * A1hri; ¢, are scaled down by multiplying 100. Theued presented for the diagnostics testparelues. The null hypothesis
of Causality Test i8lo: Ba,p;, = Ba,p;,_, = 0. Coefficient standard deviations are in parentheses. ***, ** anaricstfor statistical significance
atthe 1%, 5% and Q% level, respectively.
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Table5 Changesin Bubble cause Changesin HPI (Panel B): Fixed Effects Models

Dependent Variable

Fixed Effects Models (Robust St. Dev.)

Aph;, UK (2007Q1-2011Q1)
Independent Variables Model 1. Model 2. Model 3. Model 4. Model 5.
Alpr'.c -.046%** - 027*** -027%%% - 024%* - 024***
Lt (.007) (.007) (.007) (.006) (.006)
Aqhrig, -.635* -.152 347 313 .359
(.312) (.295) (.269) (.249) (.347)
A1b;, 1.146**  1.450**  1.429***  1.406***
(.105) (.264) (.259) (.278)
Abieq -.469** -.434* -.432**
(.207) (.199) (.200)
f .004*** .004***
Babie* AapT, (.001) (.001)
Albi,t * Alhrii,t .031
(.118)
Constant -.007*** .003 -.001 .001 .001
(.002) (.002) (.002) (.001) (.002)
Regional Fixed Effects Yes Yes Yes Yes Yes
Time Fixed Effects No No No No No
No. Observation 204 204 192 192 192
Within R? .346 .784 .821 .831 .832
Causality Test .000 .000 .000

Notes:A; means first difference. Thé&/hite (1980)robust standard deviatiazontrols for heteroskedasticity. The interaction variales;, *
Alpr{t andA;b; . * A1hri; ¢, are scaled down by multiplying 100. The values presentdtidatiagnostics tests gwevalues. The null hypothesis
of Causality Test i8lo: Ba,p;, = Ba,p;,_, = 0. Coefficient standard deviations are in parentheses. ***, ** anaricstfor statistical significance
atthe 1%, 5% and 10% level, respedly.
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Table 6 Changesin HPI cause Changesin Bubble (Panel A): Fixed Effects Models

Dependent Variable Fixed Effects Models (Robust St. Dev.) Fixed Effects Models (Robust St. Dev.)
Aib;, UK (1996Q2-2000Q4) UK (2001Q1-2006Q4)
IndependenYariables Model 1. Model 2. Model 3. Model 4. Model 5. Modell. Model2. Model 3. Model 4. Model5.
A1pr’-t -.010** .014x*x .014xxx .015%** .018***  -.003 .007** .008** .008** .014xxx
Lt (.004) (.003) (.002) (.002) (.002) (.002) (.003) (.003) (.003) (.003)
Aqhri;, -132 -173 -.135 .007 -.059 -B648%rx - 284%kx 212 -.324* -.290
(.113) (.110) (.109) (.124) (.136) (.115) (.082) (.091) (.169) (.173)
Aph;, .586*** .623*** 713%** .698*** 578*** 533x** 512%** 539%**
(.080) (.073) (.068) (.066) (.083) (.059) (.060) (.060)
Aph;, 4 203*** .193*** 196*** .230%** 231 xxx 220
(.031) (.031) (.022) (.010) (.010) (.010)
f -.105** -.059 .035 .022
Mphis* bapTy, (041)  (.039) (041)  (.042)
Aph;, * Ayhri;, 0[O} R 0[O} R
(.0004) (.0003)
Constant .010*** .002** -003**  -004**  -004***  029*** .007** .001 .002 .0008
(.001) (.001) (.001) (.001) (.001) (.001) (.003) (.002) (.002) (.002)
Regional Fixed Effects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Time Fixed Effects No No No No No No No No No No
No. Observation 228 228 216 216 216 288 288 276 276 276
Within R? 112 .602 734 751 J77 .044 742 .857 .858 .865
Causality Test .000 .000 .000 .000 .000 .000

Notes:A; means first difference. Thé/hite (1980)robust standard deviatiaontrols for heteroskedasticity. The interaction varialfiegh; . *
Alpr{t andA;ph; . * Ay hri; ¢, are scaled down by multiplying 100. Vadueresented for the diagnostics testspavalues. The null hypothesis of
Causality Test i8lo: Ba, pn;, = Ba,pni,_, = 0- Coefficient standard deviations are in parentheses. ***, ** and * sthmdstatistical significace
atthe 1%, 5% and 109%ignificancdevel, respectively.
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Table 6 Changesin HPI cause Changesin Bubble (Panel B): Fixed Effects Models

Dependent Variable

Fixed Effects Models (Robust St. Dev.)

Aq1b;, UK (2007Q1-2011Q1)
Independent Variables Model 1. Model 2. Model 3. Model 4. Model 5.
Alpr’.c -017**  010*** .008*** .008*** .008***
Lt (.004) (.004) (.002) (.002) (.002)
Aqhrig, -.422 -.050 -.181 -.186 -.155
(.332) (.228) (.184) (.198) (.182)
Ayph;, 585*** 528*** 530*** 542%**
(.083) (.081) (.078) (.079)
Aphi 4 223%** 223*** 216%**
(.012) (.013) (.013)
f -.003 -.0001
Aphig» bapry, (.031) (.033)
Aiph;, x A hri;, -.0007**
(.0003)
Constant -.009***  -.005** -.003 -.003 -.004***
(.002) (.002) (.002) (.002) (.001)
Regional Fixed Effects Yes Yes Yes Yes Yes
Time Fixed Effects No No No No No
No. Obs 204 204 192 192 192
Within R? 126 712 .824 .824 .829
Causality Test .000 .000 .000

Notes:A; means first difference. Thé/hite (1980)robust standard deviatiaontrols for heteroskedasticity. The interaction varialfiegh; . *

Alprlft andA;ph; . * Ay hri; ¢, are scaled down by multiplying 100. Values presented for the diagrtestEsirg-values. The null hypothesis of
Causality Test i$ly: Ba, pn;, = Ba,pn;,_, = 0. Coefficient standard deviations are in parentheses. ***, ** and * standdtstatal significaceat
the 1%, 5% and 109%ignificance level, respectly.
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Figures

Figure 1 Changesin Regional House Price Bubble (dlbubble) vs. Regional House Price
Index (dlhpi)
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