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ABSTRACT

Advances in autonomous and connected vehicles bring new opportunities for intel-
ligent intersection control strategies. In this paper, we propose a centralised way to
jointly integrate an intersection control problem with vehicle trajectory planning. It
is formulated as a bilevel optimisation problem in which the upper level is designed
to minimise the total travel time by a mixed integer linear programming (MILP)
model. In contrast, the lower level is a linear programming (LP) model with an
objective function to maximise the total speed entering the intersection. The two
levels are coupled by the arrival time and terminal speed. By using the relationship
between the safe time headway and the process time, a novel platoon based method
is developed to reduce the computational burden. Finally, simulation tests are car-
ried out to investigate the control performance under different demands, intersection
lengths, communication ranges and traffic compositions.
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1. Introduction

Traffic control is one of the most important methods to organise vehicle movements
in urban networks. The purposes of traffic control may vary according to the traffic
demand and vehicle composition. Nevertheless, most of them still share a common
objective to create safe and efficient traffic operations at urban intersections. Various
traffic control methods are proposed, for example for a local intersection or a network,
using a fixed, actuated or adapted control strategy. Basically, the more advanced the
traffic control method is, the more precise the traffic information it requires. This usu-
ally indicates that new traffic detectors, such as loop detector, Bluetooth, Electronic
Vehicle Identification, need to be installed.

It is a common vision that many vehicles will be equipped with some kinds of
Vehicle Autonomous and Connected System (VACS) in the near future (Diakaki et al.
2015). The autonomous vehicle is considered not just a sensor but also an actuator.
From the aspect of sensor, it is possible to access much more detailed data about
the vehicle and the traffic flow than traditional traffic detectors. For example, such
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data include the acceleration limit of each vehicle and the driver’s desired speed and
value of time (Isukapati and Smith 2017). From the aspect of actuator, it is possible
to control some or all vehicles’ trajectories along the link for a pre-designed purpose
such as eco-driving (Ma et al. 2017; Zhao et al. 2018). These distinct properties of the
autonomous vehicle help to create a vehicle-based traffic control method rather than
the traditional flow-based method.

For an urban traffic control problem, the autonomous vehicle can receive and send
system dynamic information to the intersection controller or road-side infrastructure
and react precisely according to the control strategy. This provides the intersection
controller with more capabilities to optimise the traffic flow around the intersection,
which is the so-called autonomous intersection control strategy. In the autonomous
intersection control, the signal timing problem can be seen as a machine scheduling
problem. The conflict area in the intersection acts as a “server” or “machine” while
every approaching vehicle around the intersection is a “job”. The vehicles can negoti-
ate either with each other or with the intersection controller to allocate the priority
of passing sequence or the time window to avoid collisions and to achieve more effi-
cient operations at the intersection. In this control method, collision avoidance can be
obtained by either a pure signal timing or a pure trajectory planning. However, the
efficiency is an issue that is much more difficult to achieve at the same time. To this
end, our main motivation in this paper is to consider simultaneously signal timing and
trajectory planning in the autonomous intersection control method.

In the literature, little research considered the vehicle dynamics in the centralised
signal control. In the scheduling method, it is usually assumed that the time required
for a vehicle to pass the intersection (i.e. process time) is a constant. However, in
reality, the process time strongly depends on the speed crossing the stop line and the
travel time from the current position to the stop line. In this paper, a novel bilevel
programming method is proposed to optimise the vehicle passing sequence and the
vehicle trajectory. In our bilevel optimisation model, the upper level determines the
passing sequence which is seen as a job shop scheduling problem and modelled as a
mixed integer linear programming (MILP), whereas the lower level determines the
corresponding process time which is modelled as a linear programming (LP). Though
the model introduces many variables, due to the linear structure, it can be solved very
efficiently using existing commercial solvers such as CPLEX (IBM 2017) and Gurobi
(Gurobi Optimization 2017).

In summary, the main contributions of this paper are:

(1) To combine the intersection control optimisation and trajectory optimisation
which makes sure that the result of intersection control optimisation is achievable
and optimal.

(2) To consider explicitly the vehicle’s dynamics in the model in which there is no
need to assume the vehicle’s speed entering the intersection.

(3) To achieve a quick convergence in the optimisation problem via a linear pro-
gramming structure in each level of the proposed bilevel programming model.

(4) To propose a new platoon-based method to dynamically reduce the computation
burden and increase the efficiency of the intersection control problem.

We briefly review the state-of-the-art in intersection control problems with au-
tonomous vehicles in Section 2. Section 3 describes the notations used throughout
this paper and the structure of the proposed model. Furthermore, the formulation of
the model and a novel platoon split approach is proposed. Section 4 illustrates several



simulation tests in various scenarios. Finally, we conclude the paper in Section 5.

2. Literature review

The traffic control method can be classified as the centralised method (Diakaki, Papa-
georgiou, and Aboudolas 2002) and the distributed method (Bazzan 2005). Diakaki,
Papageorgiou, and Aboudolas (2002) developed a traffic-responsive network-wide sig-
nal control using store-and-forward modelling and linear-quadratic regulator theory.
Bazzan (2005) developed a decentralised coordinated traffic control in an arterial using
evolutionary game theory. Every intersection is modelled as an intelligent agent and
considers both local goal and global gain. In the ensuing paper, we will discuss the three
main approaches in autonomous intersection control: 1) centralised control method;
2) vehicle trajectory-based signal control; and 3) combined intersection control and
vehicle trajectory optimisation.

The first main approach is the centralised control method which usually needs to
collect every vehicle’s information within a certain range before the optimisation is
executed. Xie et al. (2012) developed a scheduling-based intersection control method
in which the vehicles are first aggregated into clusters and then the intersection control
problem is formulated as a scheduling model. A forward recursive algorithm was pro-
posed to solve this intersection control problem efficiently with some state elimination
criterion. Sun, Zheng, and Liu (2017) proposed an intersection operation method to
maximise the intersection capacity. This method considered all the through and turn-
ing movements, but the lane management is not fixed and can be dynamically changed.
The green duration and lane management are optimised together by a multi-objective
mixed-integer nonlinear programming model. Zhu and Ukkusuri (2015) proposed a
linear programming model to optimise traffic flows in the network accounting for the
dynamic departure time and dynamic route choice. Li and Zhou (2017) proposed a
novel phase-time-traffic hyper-network model to represent the heterogeneous traffic of
autonomous vehicles and traditional vehicles and used a mixed integer programming
model to minimise the total delay at an intersection. Guler, Menendez, and Meier
(2014) added a penalty term to the departure time calculation and took into account
the different passing time for connected vehicles because of the different passing se-
quences. However, this model still did not consider the passing velocity. In a similar
line, some other research also considered the intersection control with fully connected
vehicles (Goodall, Smith, and Park 2013) or partially connected vehicles (Feng et al.
2015).

Dresner and Stone (2004, 2005, 2006, 2008) studied extensively a reservation-
based autonomous intersection management. In this approach, every vehicle is an
autonomous agent and there is another intersection manager agent at each intersec-
tion. The vehicle agent sends a request to reserve a specific space and time in the
intersection, and the intersection agent will accept or reject the reservation based on
the intersection control policy. Therefore, in this method, the control policy is a black
box to the vehicle agent, and the vehicle agent cannot know when and what kind of
reservation will be accepted. The most widely used policy in the reservation-based
model is the first come first serve (FCFS) policy. Different levels of priority in the
reservation method were considered by Zhang et al. (2015). The main drawback of
the reservation-based rule is that it only accepts or rejects the request of the vehicle,
but does not provide the exact time of passing. So it cannot be employed to optimise
the vehicle trajectory. Levin, Boyles, and Patel (2016) showed that such reservation-



based intersection control methods may increase congestion or vehicle delay in some
situations.

The second approach is to coordinate the trajectories of vehicles around the inter-
section to avoid conflicts. Li and Wang (2006) developed a cooperative driving model
at blind crossings. The grouped vehicles used a decision tree generation model to get
a safe and efficient driving pattern. Then a virtual vehicle mapping technique was
used to get the safe vehicle trajectory. Lee and Park (2012) developed an optimisation
model to minimise the overlapping trajectory of vehicles from conflicting roads, thus to
ensure a safe manoeuvre for every vehicle. The main drawback of this method is that
the complex nonlinear constrained model makes it difficult to find a feasible solution,
and then it will fallback to a rule-based control method. Even though the method can
reduce the average delay, the main purpose of the model is to generate a safe trajec-
tory, while efficiency is not considered. Kamal et al. (2015) proposed a risk function
to quantify the risk of collision around the intersection and then used a model predic-
tive control method to avoid collision by considering all the vehicles’ states. Yang and
Monterola (2016) developed a decentralised intersection traffic control with no traffic
lights where some vehicles are equipped with a simple driver assistance system. The
method only controls vehicles to brake in a specific condition, so it is suitable for level
1 or above autonomous vehicles. This simple method can be adopted to mixed traffic
with both conventional and autonomous vehicles.

Besides the two approaches, some work has been conducted to combine the intersec-
tion control and trajectory planning. Li, Elefteriadou, and Ranka (2014) discussed the
vehicle’s trajectory under different travel times, however they assumed that all vehi-
cles except the first vehicle on the road can achieve the maximum velocity when they
enter the intersection and the model is strongly nonlinear. An enumeration method is
used to obtain best signal timing instead of an optimisation model. Miiller, Carlson,
and Junior (2016); Yang, Guler, and Menendez (2016); Xu et al. (2017) and Yu et al.
(2018) formulated the problem as a two-stages problem: solve intersection optimisa-
tion first, and then optimise the trajectory. Miiller, Carlson, and Junior (2016) and
Yu et al. (2018) assumed that every vehicle can achieve the maximum speed or desire
speed when entering the intersection which may not be possible for the vehicle close
to the intersection, or in high demand situation. Yang, Guler, and Menendez (2016)
assumed a piece-wise linear trajectory in the trajectory optimisation model which may
not be realistic, but unconnected vehicles are also considered in their model. Xu et al.
(2017) and Yu et al. (2018) combined traffic signal optimisation with phases and an
optimal control model for vehicle trajectory optimisation. However, they still use the
conventional duel ring signal structure for the case of autonomous vehicles and there is
no feedback between signal optimisation and vehicle trajectory optimisation. Besides,
Yu et al. (2018) also optimised the lane changing behaviour for autonomous vehicles.

3. Methodology

3.1. Problem formation

To simplify the problem, we only consider a simple intersection with two approaches as
shown in Figure 1 in which only one conflict zone exists (red shadowed area). This sim-
ple intersection is widely used in the development of autonomous intersection control,
such as in Li, Elefteriadou, and Ranka (2014); Guler, Menendez, and Meier (2014);
Yang, Guler, and Menendez (2016) and Yang and Monterola (2016). It is a good start



of developing complex vehicle-based intersection control methods. All the vehicles in
the system are autonomous vehicles that are able to communicate with the intersection
controller via Vehicle-to-Infrastructure (V2I) technology. No communication delay or
package loss is considered in this paper. The intersection control problem is formulated
in a centralised way, which is described as follows:

(1) When a vehicle enters a certain control range, it will send some necessary infor-
mation to the intersection controller in order to request a proper time to pass
the intersection. The information includes its current position, speed and other
characteristics such as the desired speed and acceleration limit.

(2) The intersection controller collects all the information from vehicles, then at-
tempts to optimise both intersection performance and vehicle trajectories.

(3) The vehicles receive the arrival time and trajectories from the intersection con-
troller and behave accordingly.

Another assumption is that the conflict zone can only be used by the vehicles
coming from the same direction simultaneously. This means that if the intersection is
already occupied by a vehicle from one approach, the vehicles coming from another
approach cannot enter the intersection anymore no matter how large the intersection
is. Consequently, they have to decelerate towards the stop line. However, it is possible
that multiple vehicles coming from the same approach appear in the conflict area
simultaneously if they can keep a safe time headway.

All the settings and assumptions in this problem are ideal in our proof of concept
study. Nevertheless, it is still beneficial to see how autonomous vehicles can improve
the performance of an urban traffic control strategy.
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Figure 1.: A simple intersection with two approaches

3.2. Notations

All the major symbols used throughout this paper are described in Table 1.



Table 1.: Notations

) Index for roads, in this paper ¢ = 1,2
j Index for vehicles
fu, f1 The objective function of the upper level (lower level) optimisation
n; Number of vehicles within the communication range on road i
T ; The arrival time to the stop line for vehicle j on road i
TZWJ””, 774 The minimum (maximum) arrival time to the stop line for vehicle j on road i
vf’ ; Speed for vehicle j on road i at time step k
v; j Terminal speed to enter the intersection for vehicle j on road i
vlo’ j The initial speed at the beginning of optimisation for vehicle j on road ¢
sf, i 32 j The distance to the stop line for vehicle j on road 7 at time step k
(at the initial time step)
li Vehicle length of vehicle j on road ¢
h Saturation headway
Dij Process time (the travel time from the stop line to exit the intersection)
Cjj Interchange time (the time difference of vehicle j entering the intersection
before vehicle j' from a conflict road)
0 Redundant time for safety in interchange time
lAzm Time headway for vehicle j on road ¢ entering the intersection
0j,j' Binary variable to denote the passing order for conflicting vehicle j and 5’
Szk,j Safe distance headway for vehicles j on road ¢ with the preceding vehicle
S0 Minimum safe distance (including vehicle length) at jam density
Ly Intersection length
L. Communication range

Omaxy Amin

Umazx s UVmin

Maximum acceleration (deceleration)

Maximum (Minimum) speed

T j The distance from the entrance of the road for vehicle j on road ¢

3.3. Model structure

Before formulating the model, a major issue needs to be addressed, why the intersection
control method should consider the trajectories of autonomous vehicles and what
benefits it can bring to the system?

(1) Vehicles’ arrival information is important for intersection control from both local
and global points of view. If there are no traffic detectors on the roads, the



intersection can only be operated in a fixed timing strategy. If there are loop
detectors located before the stop line, the arrival time of vehicles can be estimated
and the intersection will be operated in an actuated or even adaptive timing
strategy. If the vehicle position and speed information are available in real time,
a better green phase can be allocated and the wasted green time can be reduced.

(2) Usually, in a conventional intersection signal control, there should be some yellow
time or even all-red time between conflicting green phases to clear the remaining
vehicles in the intersection. For a large intersection, the yellow time and all-red
time are usually lengthy to enable the slowest vehicle to pass the intersection
safely. For example, a stationary vehicle needs 3.87s to cross the intersection
with a constant acceleration of 2m/s? when the length of intersection is 10m
and the vehicle length is 5m. But a vehicle running with 55km/h only needs
0.98 s. This does not even count the start-up loss time for human-driven vehicles.
In the environment of autonomous vehicles, every vehicle’s clearance time and
the intersection clearance time can be obtained accurately. This will greatly
reduce the inter-green time. Unfortunately, this issue has been ignored in the
previous research.

(3) The other reason for including yellow time in the conventional signal timing is
to reduce rear-end crashes in the dilemma zone. In most cases, the yellow time
is set to 4.2s on a 72km/h road (Rakha, Amer, and El-Shawarby 2008). The
time is even longer for higher-speed roads. With V2X communication capability,
the intersection controller can detect whether there are vehicles in the dilemma
zone and give priority to that road. So there is no need to set the yellow time
anymore. Actually, points (2) and (3) are also the main reasons why the phase
in conventional signal timing cannot be switched frequently.

The connection between intersection control and trajectory planning is the vehicle
state at the stop line including arrival time T;; and terminal speed v; . As there
is no need to stop at the stop line for an autonomous vehicle, the arrival time is
equal to the time entering the intersection. The terminal speed determines the time
required to pass the intersection which is called process time in the ensuing paper. Then
the autonomous intersection control problem is modelled as a bilevel programming
problem. Its main structure is shown in Figure 2 and the model can be seen as a master-
slave scheme (Lamorgese, Mannino, and Piacentini 2016; Sharon et al. 2015). The
master problem is the intersection control which minimises the total travel time for all
vehicles. It is then formulated as a mixed integer linear programming (MILP) problem
in this paper. The slave problem is the trajectory optimisation for every vehicle which
maximises its speed to enter the intersection. This problem is formulated as a linear
programming (LP) problem in this paper. The whole bilevel programming problem
is decoupled by a well-known Benders’ reformulation (Nemhauser and Wolsey 1999).
Please note that in this framework the lower level optimisation is not just following
the upper level intersection control. In addition, the optimised terminal speed v; j
which is the output of the lower level optimisation will be the input for the upper level
optimisation in the next iteration. To this end, the feedback structure and interaction
between the upper level and lower level can describe the relationship between the
intersection control and the trajectory planning more accurately.
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Figure 2.: Schematic of the bilevel programming structure

3.4. Upper level optimisation

The objective function for the upper level optimisation is minimising the total travel
time for all the vehicles in the communication range around the intersection. As the
minimum travel time can be pre-calculated, minimising the total travel time is equiv-
alent to minimising the average delay. That is:

2 n;
min fu:ZZTm’ (1)

1,55 95,5 i=1 j—=1

where every vehicle’s arrival time is bounded by the earliest arrival time T[Em and the
latest arrival time T77%%, i.e.

L <T; <T75* (2)

To achieve the earliest arrival time, the vehicle has to accelerate to the maximum
velocity as early as possible. In order to be consistent with the lower level optimisation,
the acceleration is also updated every 0.5s, which means that the velocity change only
happens at the beginning of an interval. Although the obtained minimum travel time
under such 0.5s-update-interval can be higher than the theoretical minimum travel
time without such assumption, usually the difference is less than 0.01s and can be
ignored. The earliest time to arrive at the stop line is fixed and can be calculated as
follows:

(1) If the vehicle cannot achieve the maximum speed because of the distance restric-
tion, i.e.

0 (Umaa:)2 - (U?,j)z
57',.] -

3)

2amaz



where s? j denotes the current distance to the stop line, then TZ";Z” can be calcu-

lated as

0 \2 0 0
min \/(%' )2+ 20ma0s); — Uy
i?j =

Omazx

(4)

(2) If it can achieve the maximum speed, the minimum travel time includes three
parts as shown in Figure 3, where 77"/ can be computed as:

Umaz — v)
h = f( >J (5)

Amazx

0ok t2 0
s1 = v;t1 + iam(w 1 ©)

1
Sg = 9 x 0.5 x (vlo,j + t1Gmaz + Umaac) (7)

0

S; . — 81— S92

ty = L A 8
' Umaz ( )
" =t +0.5 413 ©)

where |z | means the largest integer less than or equal to x.

VA
vmax
s, s, s,
w0 >
t] 0.5s t3 t

Figure 3.: Calculation of minimum travel time TZ’E””

To calculate the maximum arrival time, there are two situations:

(1) If the vehicle cannot stop before the stop line, then the maximum arrival time
is calculated by applying the maximum deceleration.

0 0 0
pmaz \/ (v3)* + 2amins;; — v
i?j =

Gmin

(10)

(2) If the vehicle can stop before the stop line, then the maximum arrival time is
calculated by setting a maximum delay f4eiqy. The maximum allowed delay can
be vehicle specific. For simplicity, we use a constant for every vehicle.

T = T + taelay (11)

9



For the vehicles running on the same road, the safe time headway should be main-
tained not only at the entering time but also at the exiting time due to the difference in
the process time. Constraint (12) below indicates the safety constraint at the entering
time while constraint (13) at the exiting time.

Tij+h<Tiger i=125=12...n—1 (12)

Tij+pij+h <Tj1+Dpij+1 (13)

where the safety headway h is set to 1.5 s. Various safety headways for autonomous
vehicles are used in the literature around 1 ~ 2 s (Yang, Guler, and Menendez 2016;
Ghiasi et al. 2017; Jia and Ngoduy 2016b).

In many studies, the process time for every vehicle is usually set to be a constant
value by assuming that the vehicle passes the intersection with the maximum velocity
or desired velocity (Miiller, Carlson, and Junior 2016; Yu et al. 2018), but this may
not be possible if the vehicle is too close to the intersection or the traffic volume is
high. So we define the process time as a function of the entering velocity. It can be
easily calculated by replacing vo to vj ; and 50 to Ls +1; ; in equations (3) - (9).

For the vehicles running on dlﬁerent roads, the safety constraints are much more
difficult to obtain due to the unknown passing sequence. We introduce a binary variable
0j» € {0, 1} to indicate the passing sequence: o; j; = 1 if vehicle j in approach 1 crosses
the conflict area before vehicle j' in approach 2, otherwise o; j; = 0. Then the safety
constrains are

Tijj+¢jgr < Ty + M(1 = 0j51) (14a)
T i —|—CJ J <T +M0j,j’ (14b)

where M is a large enough constant.
The interchange time is calculated by

¢y =iy +0 (15a)
¢jrj =Diry +06 (15b)

where 6 denotes the redundant safe time because of the sensor delay. We will use
6 = 0.2 s in the following simulations as it is likely ranging from 0.1 s to 0.3 s (Xiao
and Gao 2011; Wang et al. 2018).

3.5. Lower level optimisation

After each run of the upper level optimisation, every vehicle will have an allocated
arrival time. The objective of the lower level optimisation is to optimise every vehicle’s
trajectory to follow the allocated arrival time and maximise the terminal speed. The
necessity of the lower level optimisation is that the assumed process time in the upper
level may be overestimated or underestimated, which will make the signal timing plan
less efficient or infeasible. So the feedback structure is one of the key contributions of
this paper.

The objective function is to maximise the total vehicle’s speed entering the inter-
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section.

max fi= ZZ i =1,2,---,r (16)

i=1 j=1

where v j denotes the velocity of vehicle j on road i at the stop line.

To reduce the complexity in the trajectory planning, we assume that the vehicle
updates its acceleration at an interval of 0.5 s. So there are r = [T} ;/0.5] velocity
variables before arriving at the intersection where [z] indicates the smallest integer
value which is larger than or equal to x. » = 0 is not considered as it indicates the
vehicle already arrives at the stop line and there are no decision variables in this case.
The last time interval is ¢} ; = mod(7;;,0.5) where mod(z,y) denotes the remainder
of x divided by y. Then the total travel distance can be formulated easily as:

B (”zo,j + Uf,j) ifr=1
0 =305 (W0 4 vr—.l) + (vrfl i v;j) ifr=2  (17)
0

.5 r—2 ¢ o' 1 t; ; r—1 :
= ”—i—2zt LVt )—i— 5 (vm- +v£j> ifr>2

At every time step, the speed change is bounded by the acceleration restrictions,
which is:

—0.5amin < 0T —0f; <05amar k=0,1,...,r =1 (18)

At every time step, the vehicle should keep a safe distance from the preceding vehicle
as expressed in (19). These constraints are often ignored in the intersection signal
optimisation, even though they impact on both the speed profile and the intersection
access time.

sy =S>8 k=127 (19)

where Sk denotes the safe distance at time step k& which is calculated as:
S;fj = max(sg, vF "ih) (20)
where sy denotes the minimum space headway between adjacent vehicles, which is set

to 7m.
The distance to the stop line s ; at time step k is calculated by

S ith=0

0 0.5 0 1 . .
ko Sig 2 \Vij —|—v~7j> ifk=1 o)
W 0.5 k-1 k .

s — (v 2T v+ 7]) ifl<k<r

0 ifk=r

11



3.6. Heuristic algorithm

Bilevel optimisation problems are N"P-Hard problems and even the simplest bilevel
linear problems are nonconvex and nondifferentiable optimisation problems (Dempe
2002, 2003). For the proposed method, as the travel time is discretised in the lower
level optimisation and it is also the decision variable of the upper level optimisation,
the number of decision variables and constraints in the lower level optimisation are
determined by the upper level optimisation. This also causes difficulties in applying
KKT (Karush-Kuhn-Tucker) conditions on the lower level optimisation which is the
most popular and efficient method for solving bilevel problems (Bard 1998; Lu et al.
2016).

In the proposed method, the bilevel problem has a cooperative relationship that
the decision variables in the lower level help the upper level to achieve optimal goals
(Zhang, Lu, and Gao 2015). A heuristic pseudo code below is proposed to solve the
proposed master-slave problem:

e Step 1: In the first iteration of the upper level optimisation, the velocity entering
the intersection v] ;1s assumed to be the same as the initial velocity vg e

e Step 2: Fix the terminal velocity v;; and solve the upper level optimisation.
The optimised travel time to enter the intersection T;; from the upper level
optimisation is passed to the constraints in the lower level optimisation.

e Step 3: Fix the travel time T;; and solve the lower level optimisation. The op-
timised velocity entering the intersection v;; from the lower level optimisation
then becomes the constraints of the upper level optimisation in the next itera-
tion.

e Step 4: When the difference of the total travel time between two iterations be-
comes less than a threshold value, which is set to be 0.5s, the algorithm will
stop. Otherwise, continue the iteration between step 2 and 3.

3.7. Platoon-based scheduling

This section presents a novel platoon-based method to reduce the computation burden
of the proposed bilevel optimisation problem. Research on the platoon-based traffic
operations has been conducted widely in the literature (see Jia and Ngoduy (2016a);
Ngoduy (2013); Zhao et al. (2018) and references there-in). Allowing platoon-based
operations under the connected environment may increase the roadway capacity (Jia
and Ngoduy 2016a). Nevertheless, this is not always the case for the intersection. It
all depends on the relationship between the time headway iL” for the vehicles on the
same road and the process time p; ;.

Considering the following example in Figure 4, the earliest time for the vehicle
B to enter the intersection is the time headway hp, while the earliest time for the
vehicle C to enter the intersection is the interchange time co which is a function of
the process time of vehicle A according to Equation (15), denoted as cc,a = g(pa).
Whether vehicle B or vehicle C goes first depends on the relationship between hp
and cc 4 and can also be seen as the relationship between hp and p4 because 6 is a
constant in Equation (15). In other words, we only need to calculate h; ; and p; ; for
the vehicles on the same road in order to determine the passing sequence. Then we
have the following scenarios as shown in Figure 4:

o If hg < g(pa), there is no doubt that vehicle B enters the intersection before
vehicle C.

12



Figure 4.: The relationships among headway, process time and interchange time

e If hp > g(pa), then vehicle C enters the intersection earlier than vehicle B to
reduce the total delay.

e If hg = g(pa), then either vehicle B or C can go first as both cases have the
same total arrival time.

More generally,

e If hg < g(pa), the intersection control strategy should give priority to the pla-
toon on the same road to reduce the overall travel time.

e If hp > g(pa), vehicles close to the intersection have higher priority to pass the
intersection, which is similar to the first in first out (FIFO) principle.

e If hp = g(pa), which vehicle goes first depends on who gets closer to the stop
line. It is also the same as the FIFO principle.

It is clear that the platoon will only be active and beneficial to the entire traffic flow
when hp < g(pa). Please note that both hp and p4 are closely related to vehicles’
state at the stop line. When the vehicles are away from the stop line, it is essential
to determine the relationship between hp and pa. In order to reduce the delay, the
vehicle always attempts to keep a minimum time headway and achieve high speed
when entering the intersection.

Proposition 3.1. When the difference of the minimum arrival time to the stop line
of two adjacent vehicles is less than or equal to the minimum time headway, these two
vehicles will also keep the minimum time headway at the stop line no matter what the
passing sequence is. In a mathematical form: if T[’]”” — T[g”fl < h, then h; ; = h.

Proof. If the difference of the minimum arrival time of two adjacent vehicle is less
than or equal to the minimum time headway, there always exists a time instant that
the following vehicle has a minimum time headway to the preceding vehicle and keeps
the minimum time headway until it reach the stop line. O

Proposition 3.2. If 52]- > §; ; where §; j = (vgj)Q/(Qamm) + (Vmaz)?/ (20maz), then
no matter what the passing sequence is, the vehicle can always achieve the mazximum
speed at the stop line.

Proof. When the distance to stop line s?} j equals to s; j, then
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o If T;; = vgj /@min + Umaz/@maz, the vehicle can reach the maximum speed as
shown in Figure 5;

o IfT;; > fug ; / @min~+Vmaz /@maz, the vehicle can stop for a period after decelerating
to zero and then start to accelerate to the maximum speed;

o If T} ; < U?,j /@min + Umaz/Amaz, the vehicle can decelerate for a shorter time
than vg j /@min or even do not decelerate and start to accelerate to the maximum
speed.

When the distance to the stop line 32 ;s larger than s; ;, it can keep the same speed
pattern as shown in the Figure 5 but may use a different deceleration and acceleration,
and run with vy, finally.

VA

»

t"

0
Figure 5.: The speed pattern when S?,j =355 and T; j = ’U?’j/amm + Umaz/ Gmaz

O]

Proposition 3.3. If the intersection length Ls > (h—0)vpa: — 1, then for the vehicles
satisfying the condition in Proposition 3.1, no matter what the passing sequence is, the
platoon-based operations are always preferred to the vehicle-based operations in terms
of reduced delay.

Proof. According to the Proposition 3.1, ﬁ” = h. When Lg > (h — 0)vmae — [, then
Dij = % > h—0 and ¢; j» = p; j+0,s0 cj ;s > h. According to the previous discussions
about headway and interchange time in this section, the platoon-based operations are

preferred. Using the parameters in Table 2, (h — 0)vyqe — [ &= 14.9m O

Based on Propositions 3.1, 3.2 and 3.3, we can obtain the vehicle’s time headway iLU
and process time p; ; at the stop line before the upper level optimisation is executed.
This can also be used as the criteria to split the traffic low. When the following
vehicle’s headway is less than the process time of the preceding vehicle plus a small
non-negative safety tolerance, they will form a platoon. A platoon including n vehicles
will be seen as one “big vehicle” so that traffic flow is now considered to consist of many
platoons moving together rather than many vehicles (or particles) moving together
(Ngoduy 2013). All the vehicles in a platoon will pass the intersection sequentially
without disturbances from other roads. Therefore, the number of binary variables and
the total calculation time can be greatly reduced.
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4. Numerical studies

We developed a simulation environment using Matlab to test the performance of the
proposed method and compare it with other intersection control strategies. All simu-
lations are carried out in a simple intersection as shown in Figure 1. The algorithm is
solved using Gurobi 7.5.1 in Matlab. Typically, if there are 9 vehicles in one approach
and 15 vehicles in another, every run of the upper level optimisation usually takes
0.2 s and every run of the lower level optimisation takes 0.08 s. The whole algorithm
converges after two iterations, taking less than 0.5 s.

Table 2.: The basic parameters used in simulations

Parameter Description Value Unit

L, Simulation road length 600 m

L. Communication range 500 m

Ly Intersection length 10 m

l Vehicle length 5 m

h Saturation headway 1.5 S

hg safety time gap 0.8 S

0 Safety headway tolerance 0.2 S

S0 Minimum space headway at standstill 7 m
Cmax Maximum acceleration 2 m/s?
Amin Maximum deceleration 5 m/s?

b Comfortable braking deceleration 3 m/s?
Umnaz Maximum speed 55 km/h
Umnin Minimum speed 0 km/h
tdelay Maximum allowed delay for each vehicle 30 S

The basic simulation parameters are shown in Table 2, and some of them may be
changed in the simulations later when studying the impact of particular parameters
on the system performance. Meanwhile, a scenario is defined as a particular set of
parameters. In every scenario, the simulation will be run five times and the simulation
period is 20 min in every run. The time headway of vehicles entering the studied road
follows a truncated exponential distribution with minimum headway 1.5s. Four control
methods are considered in the following simulation tests.

e Bilevel model (Bilevel): the method proposed in Section 3.

e Conservative scheduling model (conservative): It is a two-stage model that is
similar to the bilevel model, but there is no feedback between the upper level
and the lower level, and the process time is calculated in a conservative way by
assuming that every vehicle may stop at the stop line. This is to ensure that
every vehicle has sufficient time to pass the intersection without conflicts when
the intersection controller does not know the entering speed.

e First in First out (FIFO): when a vehicle enters a predefined distance from the
stop line earlier than the others, it will also have a higher priority to pass the
intersection. A trajectory mapping method, which is the same as Li and Wang
(2006), is also used.

e Actuated control (Actuated): traditional actuated control method is considered
in the simulation. In this method, a loop detector is located at 40 m away from
the stop line on every road. The green time extension interval is 3s and the
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minimum and maximum green time is chosen by running multiple simulations
and selecting the best with the minimum average delay.

For simplicity, in the bilevel and conservative scheduling models, the Intelligent
Driver Model (IDM) (Treiber, Hennecke, and Helbing 2000) is used to update the
vehicles’” speed and location before they enter the communication range. This model
is chosen as it is widely used to model adaptive cruise control vehicles with a con-
stant time headway policy (Kesting et al. 2007). Nevertheless, the proposed framework
should work with other more advanced models for the connected environment, i.e. the
model of Jia and Ngoduy (2016a,b). After vehicles enter the communication range,
the optimisation is performed in a constant frequency which is once every 10s if there
is no special instruction and then every vehicle updates its trajectory according to the
optimisation results. We assume that every vehicle is autonomous and can follow the
optimisation results precisely. The IDM is also used in the FIFO and actuated control
method. Briefly, the IDM describes the acceleration of the follower via the following

equations:
4 * A 2
,Uivj S (’Ui’.j’ Ui’j)
ai i = a 11— =2 ) — (227 70)/ 22
I e < (Uma;v> ( Asi,j ( )

s*(vi g, Avg j) = ggj + v jhg + ——== (23)

where the distance gap between vehicles is calculated as As; ; = ;1 — i ; — l; j—1,
the speed difference Av; ; = v; ; — v; j—1 and the minimum gap ggj =50 — lij—1.

The most important performance index in the simulation is the average delay. It
is defined as the difference between the actual travel time from entering the studied
road to exiting the intersection area and the minimum travel time Tf;m calculated
by equation (3) - (9). So the conflicting distance for every vehicle is the sum of the
intersection length and the vehicle length. Another performance index used is the
percentage of the platoon. It is defined as the ratio of number of vehicles passing the
intersection in platoon to the total number of vehicles which passed the intersection
during the simulation period. Here, the platoon is defined as two or more vehicles
passing the intersection successively without the disturbance from the conflict roads.
So the percentage of platoon indicates the frequency of changes in the right of way.

4.1. Different demands

Demand is one of the most important factors affecting the performance of the control
strategy. Different demand levels varying from 400 to 1000 veh/h under the aforemen-
tioned four control methods are tested. The results are shown in Figure 6 and the
simulated trajectories are shown in Figure 7.

It is clear that the bilevel model has the best performance in terms of the average
delay compared to all the other control schemes under all demand levels. The proposed
bilevel model maintains a very low average delay and high capacity in all simulated
demands. It is mainly because the time headway of two vehicles from both the same
approach and conflict approaches are minimised by the model. The lower level optimi-
sation minimised the time for vehicles passing the intersection in the same approach
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and the upper level optimised the passing sequence to minimise the overall delay. The
main drawback of the conservative scheduling model is that it overestimates the time
required by the vehicle to pass the intersection because it does not use the maximum
possible speed arriving at the stop line. As a result, the conservative scheduling model
has more than five times average delay than the proposed bilevel method, but it still
works quite well in high demands compared to the FIFO and actuated control meth-
ods. In particular, the FIFO works well only in low demands which is also found by
Li and Zhou (2017); when the demand increases, the control performance deteriorates
quickly in both average delay and throughput. This is because even though the pri-
ority of passing is determined by the FIFO, the trajectory is not optimised according
to such priority. Even though the trajectory mapping technique is applied, and the
vehicle can avoid a complete stop at the stop line in most situations, it sometimes has
a low speed when crossing the stop line because it needs to wait for the vehicle with
a higher priority in the other approach. Such low speed causes negative impact on the
capacity and defers all the vehicles with lower priority. This can be clearly seen in
Figure 7c. The actuated control is the worst in the demand levels of 400 veh/h and
600 veh/h but works better than the FIFO method in higher demands. The reason is
that although some vehicles have to stop in front of the stop line in high demands, the
following vehicles can still accelerate and have higher speeds when crossing the inter-
section area. This implies that when there is no trajectory optimisation, the platoon
can increase the capacity in high demands.

The four control methods show different throughout in Figure 6b because of differ-
ent capacities. The throughput of the intersection in FIFO does not change when the
demand keeps increasing from 600 veh/h. This indicates that it already reaches its
capacity in the demand of 600 veh/h from each approach. However, the intersection
in all the other three methods are in unsaturated state in all the simulated traffic
demand levels. The throughput in the actuated control method is about 7% less than
that in other two optimisation-based methods in the high demand of 1000 veh/h be-
cause of the loss time of stop-and-go behaviour. Though the two optimisation-based
methods have similar throughout, they have quite different passing behaviours. Vehi-
cles in the conservative scheduling model tend to pass in platoons, and the percentage
of platoon in the conservative scheduling model is much higher than that in the bilevel
programming model. This is mainly because of the longer process time in the conser-
vative scheduling model. However, the percentage of platoon has the same trend of
increasing with respect to the demand in both models.

4.2. Different intersection lengths

Another important factor that is often ignored is the relationship between the min-
imum headway on the same road and the minimum process time in the conflict ap-
proach. Usually, the maximum allowed speed in the intersection area is the same, so
the factor that needs to be investigated is the intersection length. Simulation results
of intersection lengths varying from 10 m to 30 m are shown in Figure 8.

In these simulations, the demand is kept to 600 veh/h on each road. It is shown that
the longer the intersection, the larger the average delay in all four studied methods.
Nevertheless, the sensitivity varies greatly. Figure 8b shows the rate of change in the
average delay for the four methods with respect to different intersection lengths. In
this case, we use the result when the intersection length is 10m as the baseline. It
appears that the FIFO method is the most sensitive to the intersection length. A
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Figure 6.: Simulation results under different demands

possible reason is that the demand is already close to the intersection capacity and
the additional process time due to the longer intersection causes serious congestion on
the road and increases the average delay rapidly. The actuated control does not show
obvious sensitivity to the intersection length since the intersection length does not
affect the signal timing in the actuated control and some vehicles can achieve a much
higher speed entering the intersection compared to the FIFO method. The bilevel
model is more sensitive to the intersection length than the conservative scheduling
method because of their different ways in calculating the process time. It is worth
noticing that a longer intersection also prompts the vehicles to pass in platoons in
both bilevel method and conservative scheduling method, where the former is more
sensitive but the delay is significantly lower. This is due to the fact that the bilevel
method makes better use of the intersection conflict area through the feedback between
the signal optimisation and the trajectory optimisation. We can also observe a great
increase in the percentage of platoon when the intersection length increases from 10m
to 15m. This can be explained by the proposition 3.3. When the intersection length is
greater than a value (14.9 m using the data in this paper), more vehicles tend to pass

18



the intersection in platoons.

4.3. Different communication ranges

Different communication ranges varying from 100m to 500 m are tested for the pro-
posed model. The optimisation frequency increases from every 10 s to 5 s to avoid
unoptimised vehicles being too close to the stop line and cannot find a feasible solu-
tion. The demand is kept to 600 veh/h in every simulation. The simulation results are
shown in Figure 9.

We can see that the average delay keeps decreasing with the increasing communi-
cation range when the communication range is greater than 200 m. The average delay
when the communication range is 500m is more than 36% less than that when the
communication range is 100m. Nevertheless, the average delay is still quite small in
every case. When the communication range is 100 m, vehicles are too close to the
intersection and have little room to be optimised. The percentage of platoon are ex-
tremely higher than that in longer communication range. When the communication
range is 200 m, it becomes another extreme case that the priority of passing keeps
changing between two approaches. There are few number of vehicles available to be
optimised and the proposed method degenerates to a control scheme that is similar to
the reservation method. The throughput keeps the same among all scenarios. So the
suggested communication range should be at least 300 m to ensure the traffic flow op-
erates stably and the communication range of 500 m is preferred in terms of improving
the control performance.

4.4. Different traffic compositions

To model the performance of the proposed method under heterogeneous traffic com-
position, we assume the traffic consists of different shares of buses. More stochastic
vehicle characteristics are modelled in both cars and buses. As even in ACC or au-
tonomous vehicles, the drivers still have some preferences for the ACC or autonomous
vehicles that can be personalised, their characteristics may not be the same (Butakov
and Toannou 2016; Ghiasi et al. 2017). Instead of using identical maximum speed as
the desired speed for every vehicle, the desired speed of cars follows a truncated nor-
mal distribution N (50,22) within the interval [40, 55], while that of buses follows a
truncated normal distribution N (45,22) within the interval [40,55]. We use the same
bound for the desired speed of cars and buses to ensure that they are not too low
or too high that exceed the maximum allowed speed. Other properties of buses are
length (10 m), maximum acceleration (1.5m/s?), minimum deceleration (3m/s?). The
safety time headway of a car or bus following a bus is 2s. The total demand is kept to
600 veh/h on each road. Every vehicle’s distinct characteristics are considered in the
vehicle-based intersection control rather than to be assumed the same in the traditional
flow-based intersection control.

Remark 1. There is no bus stop near the intersection in our study in this proof of
concept case study.

The simulation results are shown in Figure 10. We can see that the average delay
increases with respect to the percentage of buses. That is rather obvious due to the
lower desired speed and lower maximum acceleration of the bus. Comparing to the
simulation in section 4.1 at the same demand level, the average delay with 0% bus
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increases by 71.8% from 0.85s/veh to 1.46 s/veh which implies that the traffic hetero-
geneity has a negative impact on the performance. In another aspect, even with 20%
of buses, the average delay is still quite small, and much lower than that given by the
other methods in Figure 6 at the same total demand level. On the other hand, the
vehicles are less likely to pass in a platoon with the increasing percentage of buses
because of the higher time headway of buses. Moreover, the percentages of platoons
under different percentages of buses are all greater than 20%, which implies that the
platoon-based operations help reduce the delay in the heterogeneous traffic flow. No
clear throughput changes are observed with the increasing percentage of buses.

5. Concluding remarks

This paper developed a novel way to jointly optimise the intersection control and the
trajectory. To relax the commonly used assumption of constant process time for the
vehicle to pass the intersection, the vehicle’s detailed trajectory has been considered
in the intersection control. This approach can fully utilise the available information
from the intersection controller and vehicles to increase the efficiency of the intersec-
tion. The problem was formulated as a bilevel programming model in which the upper
level optimisation is a mixed integer linear programming model to minimise the total
travel time. In contrast, the lower level optimisation is a linear programming model to
maximise the total speed entering the intersection. The coupled structure between the
upper level and the lower level is a major contribution of this paper. This proposed
method can achieve better intersection control performance, and the results are safe
and feasible for every vehicle. Moreover, after a discussion on the relationship between
the safe time headway and the process time, a novel platoon split method has been
developed to improve the performance of the model. We showed that integrating the
trajectory planning into the signal optimisation can significantly improve the inter-
section control performance. Platoon is not always beneficial to the intersection. We
discussed the condition how the platoon-based approach can be applied to reduce the
number of binary variables.

The models and findings established in this paper can be extended in the following
aspects in the future. First, although the number of binary variables is greatly reduced
due to the dynamic platoon formation, a more efficient heuristic method is still needed
to enable a real-time application in the future. One possible way is to apply signal
phases to reduce the number of binary variables (Xu et al. 2017; Yu et al. 2018), but
this also reduces the flexibility of the intersection control. Platoon-based approach is
not always beneficial for reducing the delay. Second, in this paper all vehicles were
assumed to be autonomous, so the obtained results provide the upper bounds of the
benefit of the autonomous vehicles to the urban intersection operations. However, this
assumption is not practical in the near future. A more realistic situation would be the
mixed traffic consisting of vehicles with different levels of automation and connectivity.
In this case, how to develop a robust and efficient intersection control method will be
an interesting research question (Yang, Guler, and Menendez 2016; Li and Zhou 2017),
which should be left in our future research. At last, we only applied the bilevel model
to a simplified intersection. If the intersection is complex, more conflict zones will
exist and it will require more binary variables. Note that the solver time also increases
with respect to the number of binary variables. Some simplified ways may be applied
to reduce the complexity of the problem, such as the aforementioned platoon-based
approach or reducing the communication range.
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Figure 8.: Simulation results under different intersection lengths
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Figure 10.: Simulation result under different traffic compositions
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