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ABSTRACT 

 

Eulerian-Eulerian two-fluid computational fluid dynamic (CFD) models are increasingly used 

to predict bubbly flows at an industrial scale. In these approaches, interface transfer is modelled 

with closure models and correlations. Normally, the lateral void fraction distribution is 

considered to mainly result from a balance between the lift and wall lubrication forces. 

However, and despite the numerous models available that achieve, at least in pipe flows, a 

reasonable predictive accuracy, agreement on a broadly applicable and accurate modelling 

approach has not yet been reached. Additionally, the impact of turbulence modelling on the 

lateral void fraction distribution has not, in general, been examined in detail. In this work, an 

elliptic blending Reynolds stress model (EB-RSM), capable of resolving the turbulence field 

in the near-wall region and improved to account for the contribution of bubble-induced 

turbulence, is evaluated against best-practice k-İ and high-Reynolds second-moment 

turbulence closures. Lift and wall lubrication forces are initially deliberately neglected in the 

EB-RSM. Comparisons for flows in pipes and a square duct show that the EB-RSM reproduces 

the lateral void fraction distribution, including the peak in the void fraction in the near-wall 

region, and reaches an accuracy comparable to the other two models noted above. In rod 

bundles, even if none of the models considered performs with sufficient accuracy, the EB-RSM 

detects features of the flow that are not predicted by the other two approaches. Overall, the 

results demonstrate a much more prominent role of the turbulence structure and the induced 

cross-sectional pressure field on the lateral void fraction distribution than is normally 

considered. These effects need to be accounted for if more physically-consistent modelling of 

bubbly flows is to be achieved. The lift force is added to the EB-RSM in the final part of the 

paper, to provide a two-fluid formulation that can be used as the basis for additional 

developments aimed at improving the accuracy and general applicability of two-fluid CFD 

models. 

 

Keywords: bubbly flow; two-fluid model; multiphase turbulence; Reynolds stress turbulence; 

elliptic blending; void fraction distribution. 

 



1. Introduction 

 

Multiphase gas-liquid bubbly flows are frequently encountered in nature and are common in 

industry and engineering applications, for example in heat exchangers, bubble column reactors, 

nuclear reactors and in many oil and gas applications. Bubbles strongly affect the flow of the 

continuous liquid phase and quantities such as the interfacial area concentration and the volume 

fraction of the gas phase drive the design and operation of industrial equipment. Therefore, 

research has been ongoing for many years to develop improved and more accurate models of 

bubbly flows. Over the years, numerous experiments have been conducted. The continual 

improvement of measurement techniques has made available progressively more detailed and 

accurate experimental data. Serizawa et al. (1975) studied experimentally air-water upward 

flows in a 60 mm inner diameter (ID) pipe at atmospheric pressure. Experiments in air-water 

bubbly upward flows were also made by Liu and Bankoff (1993a, b) in a 38 mm ID pipe. In 

both works, bubble velocity and diameter were measured with a two-sensor electrical resistivity 

probe and liquid velocity and turbulence by hot-film anemometer probes. Talley et al. (2015) 

measured bubble velocity, void fraction, interfacial area concentration and Sauter-mean 

diameter in a 38.1 mm ID horizontal pipe using a four-sensor conductivity probe. Kim et al. 

(2016) measured liquid and gas velocity and turbulent stresses in a 40 mm ID vertical pipe 

using the two-phase particle image velocimetry technique. A few decades ago, mathematical 

models were mainly limited to correlations or one-dimensional methods for predicting area-

averaged values of the interfacial area concentration or the void fraction (Ohkawa and Lahey, 

1980; Coddington and Macian, 2002; Woldesemayat and Ghajar, 2007; Vasavada et al., 2009). 

However, bubbly flows and multiphase gas-liquid flows in more general are multiscale in 

nature, which constrains the modelling approaches above to mainly empirical treatments and 

limited accuracy and applicability. To provide an example, coalescence of bubbles is governed 

by trap, drainage and rupture of liquid films of micrometer thickness (Prince and Blanch, 1990; 

Liao and Lucas, 2010). These microscale phenomena drive the formation of larger bubbles and 

the evolution of the bubble diameter distribution strongly affects the average flow and the gas-

phase concentration at the component-scale level. The ability to handle such  small-scale 

phenomena in large, component-scale simulations has driven the recent development of 

computational fluid dynamic (CFD) models, which has made possible the calculation of 

detailed three-dimensional void fraction and interfacial area distribution fields (Yao and Morel, 

2004; Nguyen et al., 2013; Rzehak and Krepper, 2013; Colombo and Fairweather, 2016). 

Interface tracking techniques even allow prediction of the behaviour of individual bubbles in a 



flow, though their applicability is still limited to a small number of bubbles due to run time 

constraints. Dabiri and Tryggvason (2015) simulated a turbulent bubbly flow in a channel at 

Reynolds numbers up to 5600 and with an imposed constant heat flux. 84 mono-dispersed 

bubbles were tracked with a front tracking technique, with the void fraction kept constant at 3 

% and with density ratio values up to 40. Feng and Bolotnov (2017) evaluated the bubble-

induced contribution to single-phase turbulence by resolving the interaction of a single bubble 

and homogenous turbulence by using direct numerical simulation (DNS) and the level set 

interface tracking method. Instead, for the prediction of industrial-scale flows, Eulerian-

Eulerian averaged two-fluid models have been the most frequent choice (Hosokawa and 

Tomiyama, 2009; Colombo and Fairweather, 2015; Liao et al., 2015). 

 

In Eulerian-Eulerian two-fluid models, the phases are treated as interpenetrating continua and 

details of the interface structure are lost in the averaging procedure. Therefore, closure relations 

are required to model interphase exchanges of mass, momentum and energy. In the majority of 

studies, drag, lift, wall lubrication and turbulent dispersion forces have been considered to be 

the dominant momentum coupling terms (Yao and Morel, 2004; Hosokawa and Tomiyama, 

2009; Rzehak and Krepper, 2013; Colombo and Fairweather, 2015). In closed ducts, bubbles 

have been repeatedly observed to obey two types of behaviour. Smaller spherical bubbles tend 

to migrate towards the duct walls, generating a near-wall peak in the void fraction distribution. 

Conversely, larger bubbles, whose shape is deformed by the inertia of the surrounding liquid, 

move towards the centre of the duct. This effect can be attributed to a change in the direction 

of the lift force, with the critical bubble diameter at which lift turns from positive to negative 

being in the region of 4 to 6 mm (Tomiyama et al., 2002b; Lucas et al., 2010). As a result, in 

most of the CFD studies performed to date, the lateral void fraction distribution is essentially 

obtained from a balance between the lift and wall lubrication forces, with the additional effect 

of turbulent dispersion working against void fraction gradients. Over the years, numerous lift 

models have been developed, and many were optimized to predict the wall-peak void fraction 

distribution observed in bubbly flow experiments in pipes (Serizawa et al., 1975; Liu and 

Bankoff, 1993a, b). Even so, no general consensus has been reached on the most accurate 

model, and an abundance of formulations exists (Hibiki and Ishii, 2007). This is because the 

performance of the lift model is unavoidably related to the value of the other forces present, 

and the wall lubrication force in particular. For the latter force, an even larger number of 

slightly different prescriptions is available, with wall lubrication being totally neglected by 

some authors. Antal et al. (1991) derived their wall force model from theoretical considerations 



and assuming a spherical bubble shape and an irrotational flow. Yao and Morel (2004) 

employed a constant lift coefficient equal to 0.5 and neglected any wall repulsive force. 

Hosokawa and Tomiyama (2009) adopted the Tomiyama et al. (2002b) model for the lift force 

and a model of the wall force they had developed a few years earlier (Hosokawa and 

Tomiyama, 2003). Rzehak and Krepper (2013) modelled the lift force with the Tomiyama et 

al. (2002b) model and for the wall force the Antal et al. (1991) model with coefficients modified 

accordingly to the ANSYS CFX implementation. Colombo and Fairweather (2015) employed 

a constant lift coefficient of 0.1 and the Antal et al. (1991) model with coefficients modified to 

fit a large database of bubbly flows. Therefore, it is more accurate to say that an abundance of 

coupled lift-wall lubrication force models exists. 

 

In some recent works, a different and more complex structure of interfacial momentum transfer 

has been identified and discussed. Ullrich et al. (2014) demonstrated the possibility of 

predicting the near-wall peak of the void fraction profile even when neglecting the lift and wall 

force contributions. In the authors� pipe flow simulations, the radial pressure gradient, induced 

by the continuous phase turbulence field, was sufficient to induce the near-wall peak in the gas 

phase void fraction. The authors employed a near-wall Reynolds stress model (RSM), able to 

capture the anisotropy of the turbulence structure and the strong effect this has on the radial 

distribution of the bubbles. This role of the continuous phase turbulence had been rarely 

considered in previous works, in which multiphase extensions of single-phase linear eddy 

viscosity models had generally been applied. To provide some examples, Troshko and Hassan 

(2001), Yao and Morel (2004) and Sugrue et al. (2017) have adopted multiphase extensions of 

the k-İ model, while Rzehak and Krepper (2013) and Liao et al. (2015) employed the SST k-Ȧ 

model. These works, in view of the intrinsic limitations of eddy viscosity-based turbulence 

models, were unable to correctly predict the three-dimensional turbulence structure and its 

influence on the void fraction distribution, in particular when, as is often done in single-phase 

simulations, the turbulence kinetic energy is added to the pressure field. An exception was the 

studies of Drew and Lahey (1982) and Lopez de Bertodano et al. (1990), which adopted a 

Reynolds stress model of the turbulence to successfully predict the radial void fraction 

distribution in circular pipes. Lahey et al. (1993) derived an algebraic RSM that predicted with 

accuracy bubbly flows in triangular ducts. Recently, Mimouni et al. (2010, 2011) developed an 

RSM for application in nuclear reactor thermal hydraulics. Comparison with bubbly flow 

experiments in a 2 × 2 rod bundle show the improved accuracy of the RSM with respect to a 

k-İ model in these conditions. More recently, Santarelli and Frohlich (2015) simulated a 



vertical bubbly flow in a channel using DNS and the immersed boundary method. A no-slip 

boundary condition was applied at the interphase, representing air bubbles rising in water 

contaminated with surfactants. From simulations of a fixed solid sphere in a shear flow, the 

authors found that, even with spherical bubbles, the lift force can become negative with an 

increase in the shear rate and the Reynolds number. This effect was attributed to the asymmetry 

of the wake behind the sphere in a shear flow. Therefore, the wall-peaked profiles of the void 

fraction distribution observed in bubbly flows were related to the action of the turbulence, and 

more specifically to the turbophoresis effect. In a later paper, Santarelli and Frohlich (2016) 

confirmed their findings with bubbles of different sizes. On increasing the bubble diameter, the 

void fraction radial distribution was found to assume a core-peaked shape that the authors 

attributed to a larger negative lift, high enough to overcome the action of turbophoresis. 

Lubchenko et al. (2018), starting from experimental (Hassan, 2014) and DNS (Lu and 

Tryggvason, 2013) evidence, questioned the physical basis of the wall lubrication force. Their 

model predicts the wall-peaked void fraction distribution in pipe flows even without accounting 

for wall lubrication, when a different formulation of the turbulent dispersion force is employed. 

 

In this paper, modelling of the interphase momentum exchange in a two-fluid Eulerian-Eulerian 

CFD model and the effect of the continuous phase turbulence field on the lateral void fraction 

distribution of the dispersed phase are analysed. With respect to the previous works cited above 

that employed high-Reynolds Reynolds-stress closures, a wall-resolved elliptic-blending 

Reynolds stress model (EB-RSM) is adopted. The model is coupled to an interphase 

momentum exchange closure where lift and wall lubrication forces are neglected and only 

turbulent dispersion is considered in addition to the drag force. Results are compared to more 

standard approaches based on high-Reynolds number k-İ and Reynolds stress turbulence 

models that include lift and wall force contributions. The models are tested not only in pipes, 

but also in a square duct and in a rod bundle. Compared to pipes, square ducts and rod bundles 

have received less attention in the literature, and the accuracy of lift and wall force models in 

these geometries is much less well established. A selection of experiments characterized by a 

mono-dispersed bubble size distribution allows the analysis to focus on turbulence and 

interphase closure modelling. The role of the different interphase forces in a two-fluid model, 

and of the lift-wall lubrication balance on the lateral void fraction distribution, are discussed. 

More specifically, the action of the turbulence structure on the void fraction distribution and 

the benefits of high order turbulence modelling for overall two-fluid model accuracy and 



generality are addressed. Finally, the addition of the lift force to the EB-based two-fluid model 

is evaluated as a basis for further developments in the CFD modelling of bubbly flows.  

 

2. Experimental data 

 

Numerical results are compared against air-water bubbly flow experimental data obtained in 

three geometries, namely a pipe, a square duct and a rod bundle. More specifically, two pipe 

flows are taken from Liu and Bankoff (1993a) and Hosokawa and Tomiyama (2009), the square 

duct flow from Sun et al. (2014) and the rod bundle flow from Hosokawa et al. (2014). 

 

Liu and Bankoff (1993a, b) investigated upward air-water bubbly flows inside a vertical pipe 

of 38 mm inside diameter. Liquid mean velocities and turbulent fluctuations were measured 

using one and two-dimensional hot-film anemometer probes, and bubble velocity, void fraction 

and frequency with an electrical resistivity probe. Measurements were taken for 48 flow 

conditions that covered the ranges 0.376-1.391 m s-1 for the liquid superficial velocity, 0.027-

0.347 m s-1 for the air superficial velocity and 0.0-0.5 for the void fraction. 

 

Hosokawa and Tomiyama (2009) studied air-water bubbly flows flowing upward in a vertical 

pipe having an inside diameter of 25 mm. Liquid velocities were measured with using laser 

Doppler velocimetry and two high-speed cameras were used to obtain stereoscopic images of 

the bubbles. From these images, the authors reconstructed the bubble number, size and shape, 

and the bubble velocity. Measurements were obtained in the ranges 0.5-1.0 m s-1 for the liquid 

superficial velocity, 0.018-0.036 m s-1 for the air superficial velocity, 0.0146-0.0399 for the 

void fraction and 3.21-4.25 mm for the bubble diameter. 

  

Sun et al. (2014) measured upward air-water bubbly flows in a vertical square duct having a 

side length of 0.136 m. X-type hot-film anemometry was used to measure the velocity of the 

liquid phase and a multi-sensor optical probe and a high-speed camera for measurements in the 

gas phase. Local values of the void fraction, the bubble diameter and frequency, the mean water 

velocity and the turbulence kinetic energy were measured for 11 two-phase flow conditions. 

Measurements were taken along parallel lines in the two directions perpendicular to the duct 

axis using a resolution of 121 measurement points in each quarter square area of the cross-

section. Measurements covered the ranges 0.5-1.0 m s-1 for the liquid superficial velocity, 0.045 

-0.226 m s-1 for the air superficial velocity and 0.069-0.172 for the void fraction. 

 



Hosokawa et al. (2014) experimentally studied upward air-water bubbly flow in a vertical 44 

rod bundle. The outer diameter of the rods was 10 mm and the pitch 12.5 mm. The rod bundle 

was contained inside a square box having a side length of 54 mm and a corner radius of 8.25 

mm. The void fraction distribution and bubble velocity in various sub-channels were measured 

by a double-sensor conductivity probe. Liquid velocity was measured using a laser Doppler 

velocimetry technique. Measurements covered the ranges 0.9-1.5 m s-1 for the liquid superficial 

velocity, 0.06-0.15 m s-1 for the air superficial velocity and 0.0-0.22 for the void fraction. 

 

Initially, results are compared with a pipe flow experiment from Hosokawa and Tomiyama 

(2009). To extend the comparison to higher void fractions, a pipe flow from Liu and Bankoff 

(1993a) is subsequently considered. Finally, comparison is made with a flow from the square 

duct database of Sun et al. (2014) and a flow from the rod bundle database of Hosokawa et al. 

(2014). Using the information available on the bubble diameter, specific experiments were 

selected to have bubbles characterized by a homogeneous mono-dispersed size distribution. 

Bubbles maintain a spherical or slightly deformed shape. Consequently, all the bubbles show 

a similar behaviour and the population can be effectively characterized by the average diameter 

of the mono-dispersed distribution (Besagni et al., 2018). This is confirmed by the measured 

bubble diameter distribution, when available (Liu and Bankoff, 1993b; Hosokawa and 

Tomiyama, 2009), and by the wall-peaked void profiles recorded in all four experiments. 

Experimental conditions are summarized in Table 1 and details on the selection of the average 

bubble diameter in the CFD simulations are provided later in Section 4. 

 

Table 1. Summary of experiments used to assess CFD simulations. 

 
Experiment jw [m s-1] ja [m s-1] Geometry Dh [m] 

Hosokawa and Tomiyama (2009) 1.0 0.036 Pipe 0.025 

Liu and Bankoff (1993a) 0.753 0.180 Pipe 0.038 

Sun et al. (2014) 0.75 0.09 Square duct 0.136 

Hosokawa et al. (2014) 0.9 0.06 4  4 Rod bundle 0.009 

 

3. CFD model 

 

In the two-fluid Eulerian-Eulerian approach, each phase is described by a set of averaged 

conservation equations. Adiabatic air-water flows are considered in this work, therefore only 

the continuity and momentum equations are necessary, with the phases treated as 

incompressible with constant properties: 

 



ݐ߲߲ ሺߙߩሻ  ݔ߲߲ ൫ߙߩ ܷǡ൯ ൌ Ͳ (1)

ݐ߲߲  ൫ߙߩ ܷǡ൯  ݔ߲߲ ൫ߙߩ ܷǡ ܷǡ൯ൌ െߙ ݔ߲߲   ݔ߲߲ ൫߬ǡߙൣ  ߬ǡோ ൯൧  ݃ߩߙ   ǡܯ

(2) 

 

In the above equations, Įk represents the volume fraction of phase k, whereas in the following 

Į is used to specify the void fraction of air. ȡ is the density, U the velocity, p the pressure and 

g the gravitational acceleration. Ĳ and ĲRe are the laminar and turbulent stress tensors, 

respectively, and Mk is the interfacial momentum transfer source. When using the EB-RSM, 

only the drag force and turbulent dispersion force are considered, and the lift and the wall 

lubrication forces are neglected. In contrast, when the high Reynolds number k-İ model and 

RSM are used, the lift and wall contributions are included.  

 

3.1. Interfacial momentum transfer  

 

The drag force is an expression of the resistance opposed to bubble motion relative to the 

surrounding liquid. The model of Tomiyama et al. (2002a), which accounts for the effect of the 

bubble aspect ratio, is used to predict the drag coefficient CD: 

ܥ  ൌ ͺ͵ ଶܧܧ ଷൗ ሺͳ െ ܧଶሻିଵܧ  ͳܧସ ଷൗ  ଶ (3)ିܨ

 

The drag coefficient is a function of the Eötvös number (Eo = ǻȡgdB / ı, where ı is the surface 

tension) and bubble aspect ratio E. F in Eq. (3) is an additional function of the bubble aspect 

ratio. The bubble aspect ratio is calculated from a correlation and it is function of the distance 

from the wall yw: 

ܧ  ൌ max ͳǤͲ െ ͲǤ͵ͷ ௪݀ݕ ǡ  ൨ (4)ܧ

 

Eq. (4) follows experimental evidence that shows that the aspect ratio increases and tends to a 

value of 1 (perfectly spherical bubble) as the wall is approached. As a consequence, the drag 

coefficient increases and a reduction in the relative velocity between the bubbles and the fluid 

is observed in the near-wall region (Hosokawa and Tomiyama, 2009). The reference value E0 

is obtained from the correlation of Welleck et al. (1966). An additional correction is also 

included to account for drag reduction due to bubble swarm (Tomiyama et al., 1998): 



ܥ  ൌ  Ǥହ (5)ିߙǡܥ
 

Each bubble moving in a shear flow experiences a lift force perpendicular to its direction of 

motion. Therefore, the lift force influences the lateral movement of the bubbles and the void 

fraction distribution. Generally, a positive value of the lift coefficient characterizes spherical 

bubbles, which are therefore pushed towards the wall. Larger bubbles that are deformed by 

inertial forces experience a change of sign in the lift force and are pushed towards the centre 

of the flow (Ervin and Tryggvason, 1997; Tomiyama et al., 2002b). Over the years, numerous 

models have been proposed. Amongst others, the correlation from Tomiyama et al. (2002b) is 

frequently used (Rzehak and Krepper, 2013; Liao et al., 2015): 

ܥ  ൌ ቐ݉݅݊ሾͲǤʹͺͺ݄݊ܽݐሺͲǤͳʹͳܴ݁ሻǡ ݂ሺܧௗሻሿ ௗܧ ൏ Ͷ݂ሺܧௗሻ Ͷ ൏ ௗܧ ൏ ͳͲെͲǤʹ ௗܧ  ͳͲ ቑ (6) 

 

In Eq. (6), ReB is the bubble Reynolds number (ReB = ȡcUrdB / ȝc, where the density and 

viscosity of the continuous phase c are used, and Ur is the magnitude of the relative velocity). 

Eod is a modified Eötvös number where the maximum horizontal dimension of the bubble, 

obtained using the aspect ratio from Welleck et al. (1966), is employed. f (Eod) is a function of 

the modified Eötvös number: 

 ݂ሺܧௗሻ ൌ ͲǤͲͲͳͲͷܧௗଷ െ ͲǤͲͳͷͻܧௗଶ െ ͲǤͲʹͲͶܧௗ  ͲǤͶͶ (7) 
 

In this work, results are compared against data using a constant value of the lift coefficient CL 

= 0.1, adopted by other researchers who reported good agreement with experimental 

measurements (Lopez de Bertodano et al., 1994; Lahey and Drew, 2001; Colombo and 

Fairweather, 2015). In the past, agreement with data has been reported for values of the lift 

coefficient ranging from 0.01 (Wang et al., 1987; Yeoh and Tu, 2006) to 0.5 (Mimouni et al., 

2010), and it is therefore difficult to make further comments on the accuracy of different lift 

force models. Clearly, however, the use of constant lift coefficient forces the choice to be made 

between a wall- or a core-peaked void fraction profile before any simulation. However, the 

present study is limited to flows exhibiting wall-peaked void fraction profiles. 

 

A bubble depleted region characterizes the portion of a flow very close to the wall. Normally, 

this has been modelled using the influence of the wall lubrication force, generated by the 



asymmetric flow distribution around the bubbles flowing close to a solid wall (Antal et al., 

௪ࡲ :(1991 ൌ max ൬Ͳǡ ௪ǡଵܥ  ௪ǡଶܥ ݀ݕ௪൰ ߩߙ ȁ࢘ࢁȁଶ݀  (8) ࢝

 

In the previous equation, nw is the normal to the wall, and Cw1 and Cw2 modulate the strength 

and the region of influence of the wall force. If numerous values and models of the lift 

coefficient can be found in literature, even more have been proposed for Cw1 and Cw2. Often, 

their values depend on the experimental data set being predicted and the lift force model used 

and, consequently, a lot of uncertainty exists.  In this work, values are taken from Colombo 

and Fairweather (2015), where numerous bubbly flows in pipes were predicted using Cw1 = -

0.4 and Cw2 = 0.3 with a k-İ turbulence model, and Cw1 = -0.65 and Cw2 = 0.45 with a Reynolds 

stress turbulence model.  

 

The turbulent dispersion force is modelled after Burns et al. (2004) who derived an expression 

by applying Favre-averaging to the drag force: 

௧ௗࡲ  ൌ Ͷ͵ ȁ݀ࢁȁߩߙܥ ఈߪ௧ǡߥ ൬ͳߙ  ͳሺͳ െ ሻ൰ߙ  Ƚ (9)

 

Here, Ȟt,c is the turbulent kinematic viscosity of the continuous phase and ıĮ the turbulent 

Prandtl number for the volume fraction, assumed equal to 1.0. 

 

3.2. Multiphase turbulence modelling 

 

Turbulence is resolved in the continuous phase using Reynolds-averaged Navier-Stokes 

(RANS) turbulence models. Three models are used: a high-Reynolds number k-İ model and 

RSM, and the EB-RSM that allows solution of the flow field up to the near-wall region.  

   

The k-İ model uses a multiphase formulation of the standard model from Jones and Launder 

(1972), and balance equations for the turbulence kinetic energy k and the turbulence energy 

dissipation rate İ are given as (CD-adapco, 2016): 

ݐ߲߲  ൫ሺͳ െ ݇൯ߩሻߙ  ݔ߲߲ ቀሺͳ െ ߩሻߙ ܷǡ݇ቁൌ ݔ߲߲ ሺͳ െ ሻߙ ൬ߤ  ߪ௧ǡߤ ൰ ߲߲݇ݔ ൨  ሺͳ െ ሻ൫ߙ ܲǡ െ ൯ߝߩ ሺͳ െ  ሻܵூߙ
(10)

 



ݐ߲߲ ൫ሺͳ െ ൯ߝߩሻߙ  ݔ߲߲ ቀሺͳ െ ߩሻߙ ܷǡߝቁൌ ݔ߲߲ ሺͳ െ ሻߙ ൬ߤ  ఌߪ௧ǡߤ ൰ ൨ݔ߲ߝ߲  ሺͳ െ ሻߙ ݇ߝ ൫ܥఌǡଵ ܲǡ െ ൯ߝߩఌǡଶܥ ሺͳ െ  ሻܵఌூߙ
(11)

 

In Eqs. (10) and (11), Pk,c is the production term due to shear and Sk
BI and SİBI the source terms 

due to bubble-induced turbulence. The turbulent viscosity ȝt,c is evaluated from the single-

phase k-İ formulation: 

௧ǡߤ  ൌ ߩఓܥ ݇ଶߝ  (12)

 

Turbulence in the dispersed phase is not explicitly resolved, but it is obtained from the 

continuous phase turbulence field: 

௧ǡௗߤ  ൌ ߩௗߩ ௧ǡ (13)ߤ௧ଶܥ

 

with Ct assumed equal to 1. This approximation, valid for dispersed two-phase flow, is justified 

in view of the very low value of the density ratio in air-water flows, which causes the Reynolds 

stress in the gas to be much smaller than in the liquid (Gosman et al., 1992; Behzadi et al., 

2004). 

The bubble contribution to the turbulence is accounted for by considering the conversion of 

energy lost by the bubbles to drag into turbulence kinetic energy in the bubble wakes (Kataoka 

and Serizawa, 1989; Troshko and Hassan, 2001; Rzehak and Krepper, 2013). The turbulence 

kinetic energy equation source term Sk
BI is expressed as: 

 ܵூ ൌ (14) ࢘ࢁࢊࡲூܭ

 

Fd is the drag force and KBI is introduced to account for the modulation of the turbulence source. 

In the turbulence energy dissipation rate equation, the bubble-induced source is expressed as 

the corresponding turbulence kinetic energy source term, but multiplied by the timescale of the 

bubble-induced turbulence ĲBI: 

 ܵఌூ ൌ ఌǡூ߬ூܥ ܵூ (15)

 



In shear-induced single-phase turbulence modelling, the turbulence timescale corresponds to 

the lifetime of a turbulent eddy before it breaks up into smaller structures. In multiphase 

turbulence, the situation is more complex and the bubble-induced turbulence timescale should 

also be related to the bubble length and velocity scales. At the present time, a generally accepted 

formulation is yet to emerge. In this work, the recent proposal of a mixed timescale from 

Rzehak and Krepper (2013) is adopted. Consequently, the velocity scale is derived from the 

square root of the liquid turbulence kinetic energy and the length scale from the bubble 

diameter. In addition, a value of KBI = 0.25 is used in Eq. (14), this value having been arrived 

at through optimization by Colombo and Fairweather (2015) when predicting a large database 

of bubbly flows.  

 

The multiphase Reynolds stress turbulence model formulation adopted is based on the single-

phase transport equations of the Reynolds stresses, Rij = Ĳi,jRe / ȡc (CD-adapco, 2016): 

ݐ߲߲  ቀሺͳ െ ܴቁߩሻߙ  ݔ߲߲ ቀሺͳ െ ߩሻߙ ܷǡܴቁൌ ݔ߲߲ ൣሺͳ െ ோǡ൧ܦሻߙ  ሺͳ െ ሻ൫ߙ ܲ  ߔߩ െ ൯ߝߩ  ሺͳ െ ሻߙ ܵூ (16)

 

Here, Pij is the turbulence production. The Reynolds stress diffusion DR,ij is modelled 

accordingly to Daly and Harlow (1970), whilst the isotropic hypothesis is used for the 

turbulence dissipation rate term İij. Ȱij is the pressure-strain model accounting for pressure 

fluctuations that redistribute the turbulence energy amongst the various Reynolds stress 

components. The pressure-strain relation is modelled using the so-called �SSG model� 

(Speziale et al., 1991), which is quadratically non-linear in the turbulence anisotropy tensor: 

ߔ  ൌ െሾܥଵߝ  ሺܲሻሿܽݎݐଵܥ  ߝଶܥ ൬ܽܽ െ ͳ͵ ܽܽߜ൰ ቂܥଷ െ ଷ൫ܽܽ൯Ǥହቃܥ ݇ ܵ ସ݇ܥ ൬ܽ ܵ  ܽ ܵ െ ʹ͵ ܽܵߜ൰  ହ൫ܽܥ ܹ  ܽ ܹ൯ 

(17)

 

Here, aij are components of the anisotropy tensor, and Sij and Wij are the strain rate and the 

rotation rate tensors, respectively. The bubble-induced turbulence source term is calculated 

using Eq. (14). The source is then split amongst the normal Reynolds stress components  

according to Colombo and Fairweather (2015), who apportion a higher fraction of the bubble-

induced turbulence source to the streamwise direction (Lopez de Bertodano et al., 1990):  



 

ܵூ ൌ ͳǤͲ ͲǤͲ ͲǤͲͲǤͲ ͲǤͷ ͲǤͲͲǤͲ ͲǤͲ ͲǤͷ൩ ܵூ (18)

 

A high Reynolds number wall treatment, where the velocity in the first near-wall computational 

cell is imposed from the single-phase law of the wall, is used with both the k�İ model and the 

RSM. The EB-RSM (Manceau and Hanjalic, 2002; Manceau, 2015), in contrast, blends the 

quasi-homogeneous SSG model from Eqs. (16) and (17) with a near-wall formulation that 

reproduces the correct asymptotic behaviour of the turbulent stresses near the wall. In the 

vicinity of a wall the turbulence field is strongly anisotropic and the impermeability 

requirement at the wall exerts a kinematic blockage effect on the wall-normal velocity 

fluctuations. At the same time, the wall reflects pressure fluctuations, the so-called wall echo 

effect, which, in opposition to wall blockage, favours the redistribution of energy to the wall-

normal component of the turbulence. The correct asymptotic behaviour of the pressure-strain 

relation near a wall is modelled using the following relation: 

௪ߔ  ൌ െͷ ߝ݇ ݑపݑതതതതതത ݊݊  തതതതതത݊݊ݑఫݑ െ ͳʹ തതതതതത݊݊൫݊ݑݑ ݊  ൯൨ (19)ߜ

 

In the previous equation, n are the components of the wall-normal vector. Transition from the 

near-wall model in Eq. (19) to the weakly inhomogeneous behaviour away from the wall is 

ensured by the elliptic relaxation function ĮEB: 

	ߔ  ൌ ሺͳ െ ாଷߙ ሻߔ௪  ாଷߙ ߔ  (20)

 

The elliptic relaxation function is obtained by solving the following elliptic relaxation equation 

with the ĮEB = 0 wall boundary condition: 

ாߙ  െ ாߙଶ௧ܮ ൌ ͳ (21)

 

The turbulent length scale Lt then follows from: 

௧ܮ  ൌ ݔ݉ܽܥ ቆܥఎ ଷߥ ସΤߝଵ ସΤ ǡ ݇ଷ ଶΤߝ 	ቇ (22)

 

Similarly, the near-wall behaviour of the turbulence energy dissipation rate is imposed using 

the elliptic relaxation function: 

 



ߝ ൌ ሺͳ െ ாଷߙ ሻ ఫതതതതത݇ݑపݑ ߝ  ʹ͵ ாଷߙ  (23)ߜߝ

 

At the wall, the following boundary condition is used for the turbulence energy dissipation rate: 

ߝ  ൌ ߥʹ lim௬ೢ՜ ௪ଶݕ݇  (24)

 

Values of all the model coefficients used can be found in Table 2. The model for the bubble-

induced contribution to the continuous phase turbulence (Eqs. (14) and (15)) has been 

implemented in the EB-RSM, this being vital to obtaining accurate predictions of the 

turbulence intensity in bubbly flows (Colombo and Fairweather, 2015). The bubble-induced 

contribution is partitioned among the normal turbulent stress components using Eq. (18).  

A summary of the turbulence and interfacial closures used in the different models is provided 

in Table 3, together with the experiments predicted with each model. 

 

Table 2. Coefficients used in the various turbulence models. 

 

Cȝ Cİ,1 Cİ,2 ık ıİ KBI Cİ,BI C1a 

0.09 1.44 1.92 1.0 1.3 0.25 1.0 1.7 

C1b C2 C3a C3b C4 C5 Cl CȘ 

0.9 1.05 0.8 0.65 0.625 0.2 0.133 80 

 

  



Table 3. Summary of the model settings and experiments predicted. 

 EB-RSM RSM k - İ k - İ Tomiyama 

Turbulence 

SSG RSM (Speziale 

et al., 1991).  

Elliptic Blending 

near-wall treatment 

SSG RSM (Speziale et 

al. 1991). 

High-Reynolds number 

wall treatment 

k - İ (Jones and 

Launder, 1972). 

High-Reynolds 

number wall 

treatment 

k - İ (Jones and 

Launder, 1972). 

High-Reynolds 

number wall 

treatment 

Bubble-

induced 

turbulence 

Colombo and 

Fairweather (2015) 

Colombo and 

Fairweather (2015) 

Colombo and 

Fairweather (2015) 

Colombo and 

Fairweather (2015) 

Drag 
Tomiyama et al. 

(2002a) 

Tomiyama et al. 

(2002a) 

Tomiyama et al. 

(2002a) 

Tomiyama et al. 

(2002a) 

Lift Neglected 
Constant coefficient. 

CL = 0.1 

Constant coefficient. 

CL = 0.1 

Tomiyama et al. 

(2002b) 

Wall 

Lubrication 
Neglected 

Antal et al. (1991).  

Cw1 = -0.4 

Cw2 = 0.3 

Antal et al. (1991). 

Cw1  = -0.65 

Cw2  = 0.45 

Antal et al. (1991). 

Cw1 = -0.4 

Cw2 = 0.3 

Turbulent 

Dispersion 
Burns et al. (2004) Burns et al. (2004) Burns et al. (2004) Burns et al. (2004) 

Experiments* HT, LB, Sun, Hos HT, LB, Sun, Hos HT, LB, Sun, Hos HT, LB 

*In relation to Table 1: HT: Hosokawa and Tomiyama (2009); LB: Liu and Bankoff (1993a); Sun: Sun et al. (2014); Hosokawa 

et al. (2014). 

 

3.3. Numerical settings 

Numerical simulations were performed using the STARCCM+ code (CD-adapco, 2016). Pipe 

flows were simulated in a two-dimensional axisymmetric geometry, whereas 1/4 sections were 

used for both the square duct and the rod bundles. Constant inlet phase velocity and void 

fraction boundary conditions were imposed. Pressure was fixed on the outlet section. Flow 

conditions were fully-developed and a zero gradient condition was imposed on all other flow 

quantities. The no-slip boundary condition was imposed at the wall. For the high-Reynolds 

number wall treatment, velocity in the near-wall cell was imposed from the single-phase law 

of the wall. For the EB-RSM model, the velocity field was finely resolved in the near-wall 

region. Turbulence in this region was handled by modelling the asymptotic behaviour of the 

pressure-strain relation and the turbulence dissipation rate using the elliptic blending approach 

(Section 3.2). At the wall, zero values of the turbulent stresses were imposed. For the turbulence 

dissipation rate, the limit İ = 2Ȟ(k / yw)ywĺ0 was imposed.  

Uniform profiles of water and vapour velocity, and the void fraction, were obtained from 

superficial velocities (Table 1) from the experiments and imposed at the inlet section. A small 

amount of turbulence (intensity ~ 1%) was also imposed. The same values of velocity, void 



fraction and turbulence intensity were used for the initial condition. Results were recorded at a 

sufficient distance from the inlet to ensure the flow had reached fully-developed conditions and 

any influence of the inlet conditions had disappeared. Detailed measurements of the bubble 

diameter distribution at different heights after bubble injection are a rarity in the literature and 

no measurements of this kind are available for the experiments considered. However, 

experiments were selected from mono-dispersed bubble size distribution tests that can be 

characterized reasonably-well with a single average bubble diameter. In addition the bubble 

diameter in the simulations was fixed using averaged values or local lateral profiles that were 

available at the measurement plane for all 4 experiments. This, in conjunction with the mono-

dispersed size distribution, ensured that simulations were representative of local experimental 

conditions at the measurement plane, even without accounting for break up and coalescence 

through, for example, a population balance equation. Specifically, the bubble diameter was set 

to dB = 3.66 mm for Hosokawa and Tomiyama (2009) and dB = 3.0 mm for Liu and Bankoff 

(1993a), based on the bubble diameter distributions available. Values for Sun et al. (2014) and 

Hosokawa et al. (2014) were obtained from averaging the lateral profile at the measurement 

plane. These profiles show an almost constant average bubble diameter across the cross-

section, with values dB = 4.25 mm for Sun et al. (2014) and dB = 3.0 mm for Hosokawa et al. 

(2014). For Sun et al. (2014) the value is slightly higher and approaches the transition region 

where the behaviour of the bubbles (and the direction of the lift force) change, driven by the 

deformation of their shape. However, wall-peaked void fraction profiles from the experiment 

reasonably suggest that the bubbles still preferentially accumulate towards the wall and the 

mono-dispersed approximation (and a positive lift coefficient) still holds. Using CFD results, 

values of the bubble Reynolds, Eötvös and Morton numbers have been calculated and are 

reported in Table 4. The Reynolds number range is representative of bubbles in the wall region 

(low value) and in the centre of the duct (high value). According to the classification of Clift 

et al. (1978), the bubble shape is on the boundary between spherical (at the wall) and slightly 

deformed-ellipsoidal bubbles (in the centre). Even in the centre, however, deformation does 

not approach the cap-bubble shape that determines the change of bubble behaviour 

(accumulation in the centre driven by the lift force). 

Table 4. Bubble characteristics in the four experiments 

Experiment dB [m] ReB [-] Eo [-] Mo [-] 

Hosokawa and Tomiyama (2009) 0.00366 300-675 1.8 1.36ͼ10-13 

Liu and Bankoff (1993a) 0.003 130-640 1.21 1.36ͼ10-13 

Sun et al. (2014) 0.00425 545-1120 2.42 3.623ͼ10-14 

Hosokawa et al. (2014) 0.003 330-650 1.21 8.48ͼ10-14 

 



Pressure-velocity coupling was solved using a multiphase extension of the SIMPLE algorithm 

and second-order upwind schemes were used to discretize the velocity, volume fraction, 

turbulent stresses, turbulence kinetic energy and dissipation rate convective terms. Under-

relaxation factors of 0.5 for the momentum equations, 0.4 for the pressure, 0.25 for the void 

fraction and 0.6 for the turbulence where found sufficient to ensure a smooth convergence of 

the results. Simulations were advanced in time with a second-order implicit scheme. The 

Courant number was kept under a maximum value of 2 and, after an inlet development region, 

fully developed steady-state conditions were reached before recording the results. Strict 

convergence of residuals (pressure, velocity, volume fraction and turbulence quantities) was 

ensured (< 10-5) and the mass balance was checked to have an error always less than 0.1 % for 

both phases.  

 

Structured meshes were employed and sensitivity studies were made to ensure mesh-

independent solutions. For the high Reynolds number turbulence models, care was taken to 

ensure the first near-wall grid point was always located at a non-dimensional distance from the 

wall y+ greater than 30, in the region of validity of the law of the wall. In contrast, the EB-RSM 

model requires a much more refined mesh in the near-wall region. In this region, solutions of 

the transport equations away from the wall are blended with a near-wall model for the 

turbulence stresses and the turbulence energy dissipation rate. Results of the mesh sensitivity 

study are reported in detail for the Hosokawa and Tomiyama (2009) pipe flow experiment. 

Three different meshes were tested, with the number of elements equal to 20  500, 26  800 

and 40  1500. Radial profiles of the water mean velocity, void fraction, radial turbulent stress 

and Reynolds shear stress are provided in Figure 1. The void fraction and velocity profiles do 

not show any meaningful differences between the three meshes considered. For the turbulence 

parameters, the solution changes from the least-refined to the medium grid, with additional 

refinement then showing no significant changes in the radial profiles given in Figure 1. 

Consequently, the medium mesh (20,800 cells) was selected for the simulations employing the 

EB-RSM. Similar studies were made for the Liu and Bankoff (1993a), Sun et al. (2014) and 

Hosokawa et al. (2014) experiments, and mesh-independent solutions were obtained using 

44,800 (in two-dimensional axisymmetry), 1,280,000 and 369,600 cells, respectively. In all the 

meshes, the centre of the near-wall cell was located at a wall distance y+ in the range 1 � 1.5, 

sufficient for the application of the elliptic blending modelling strategy. Corresponding meshes 

for the high Reynolds models employed 3,750, 129,375 and 146,825 cells, with 3000 used for 

the experiment of Hosokawa and Tomiyama (2009).  



 

Figure 1. Mesh sensitivity study for the Hosokawa and Tomiyama (2009) experiment: (a) 

water mean velocity; (b) air void fraction; (c) radial turbulent stress; and (d) Reynolds shear 

stress (--- 175 × 500; � 276 × 800; � - � 700 × 1500). 

 

4. Results and discussion 

 

4.1. Pipe flows 

 

The Hosokawa and Tomiyama (2009) experiment was simulated first with the EB-RSM and 

the predicted void fraction profile is shown in Figure 2. Interestingly, the wall-peaked void 

profile that characterizes bubbly flows in pipes is clearly visible, even if the lift force and wall 

lubrication are neglected. Although, the value of the peak is underestimated and too high values 

of the void fraction are predicted in the centre of the pipe. At steady-state, and in the absence 

of lift and wall forces, in a pipe the momentum balance in the radial direction for the liquid and 

the gas phase reduces to:  

ߩߙ  ݎ߲߲ ൌ ߩ௧ௗǡܨ െ ݎതതതതതത߲ݑݑߙ߲  ݎߙ ൫ݑఏݑఏതതതതതതത െ തതതതതത൯ (25)ݑݑ

 



ߩߙ ݎ߲߲ ൌ െ ߩ௧ௗǡܨ െ ݎതതതതതത߲ݑݑߙ߲  ݎߙ ሺݑఏݑఏതതതതതതത െ തതതതതതሻ (26)ݑݑ

 

As anticipated in Ullrich et al. (2014), the pressure gradient can be eliminated to obtain an 

equation for the radial void fraction distribution: 

ݎ߲ߙ߲  ቈߩߙ തതതതതതݑݑ  ߙߩ തതതതതതݑݑ
ൌ െ ߙ௧ௗǡܨ െ ߙ௧ௗǡܨ െ ߩ ݎതതതതതത߲ݑݑ߲  ߩ ݎതതതതതത߲ݑݑ߲ ݎߩ ሺݑఏݑఏതതതതതതത െ തതതതതതሻݑݑ െ ݎߩ ൫ݑఏݑఏതതതതതതത െ  തതതതതത൯ݑݑ

(27)

 

Turbulence quantities are proportional to the phase density. In gas-liquid bubbly flows, where 

the density ratio ȡg / ȡl can be as low as 10-3, the turbulence stresses in the gas phase can be 

neglected. Rearranging, the following equation can be obtained: 

ߙ  ݎ߲ߙ߲ ൌ െ തതതതതതݑݑߩ௧ௗǡܨ  ൫ͳߙ െ തതതതതതݑݑ൯ߙ ߲ݑݑതതതതതത߲ݎ  ൭ݑݑതതതതതത െ ݎఏതതതതതതതݑఏݑ ൱൩ (28)

 

Clearly, from Eq. (28), turbulence in the liquid phase strongly impacts the phase distribution 

and is responsible for the preferential accumulation of bubbles near the wall in Figure 2 in the 

absence of lift and wall forces, with turbulent dispersion from Eq. (9) working against flow 

property gradients. More specifically, because of the very low density of the bubbles, the inertia 

of the bubbles is negligible with respect to the inertia of the fluid and turbophoresis is not 

sufficient to explain the wall-peaked void fraction profile. This is in contrast to solid particle 

flows, where the density of the dispersed phase is at least comparable and often higher than 

that of the carrier phase, such that the inertia of the particles and turbophoresis have a much 

more important impact on particle preferential distribution.  

 

In gas-liquid bubbly flows, from Eq. (25) the continuous phase turbulence, and in particular 

the gradient in the radial turbulent stress, generates a radial pressure gradient in the flow. This 

pressure gradient pushes the bubbles towards the lower pressure region near the wall. There, 

pressure reaches a minimum and the subsequent increase as the wall is approached prevents 

the bubbles reaching the very near-wall region, shaping the wall-peaked void fraction profile 

of Figure 2. This effect is clearly visible in Figure 3, where the radial profile of the radial 

turbulent normal stress and the pressure are shown. Between the right-hand side terms in Eq. 



(28), the first and second are dominant and comparable. Most importantly, a detailed 

specification of the void fraction profile near the wall needs the turbulence field in that region 

to be finely resolved. To do so, a turbulence model able to resolve the flow field down to the 

viscous sub-layer is necessary. When this is the case, the peak in the void fraction distribution 

can be predicted, as well as the subsequent decrease to zero towards the wall, even when 

neglecting any repulsive force such as wall lubrication. These results are compared against 

predictions of the high-Re turbulence models in Figure 4. Good accuracy is obtained using the 

k-İ and RSM models for the liquid mean velocity profile (Figure 4a). Distinctive features of 

the void fraction profile (Figure 4b) are well-reproduced by all the models, although the high-

Re RSM is more accurate. However, the results obtained from the EB-RSM model suggest that 

the impact of turbulence on the phase distribution is at least as significant as lift and wall 

lubrication. Although radial changes in the pressure values are not dramatic (Figure 3b), the 

small radial distance results in a significant contribution from the pressure gradient term in Eq. 

(2). Its impact is comparable to that of the lift force (from high Reynolds number simulations) 

away from the wall and reaches values as high as 50 N m-3 near the wall. In the near-wall region 

itself, the pressure gradient contribution is significant when compared to that of the lift and 

wall forces, which was observed to reach 80-90 N m-3. It is, however, worth mentioning that 

quantitative values of the lift and wall forces are unavoidably strongly coupled with each other 

and arbitrarily related to the coefficients used in the respective models. It is possible that the 

same void profile would have been obtained by reducing the contribution from both forces by 

a similar amount.  

 

Comparison of the void fraction profiles from the high-Re k-İ and RSM in Figure 4b confirms 

the role of the pressure gradient. The impact of the lift force is similar between the two models. 

However, the RSM model correctly predicts the radial pressure gradient, at least away from 

the near-wall region, and shows a higher and more accurate peak. This suggests the EB-RSM 

model can still be improved with the addition of a proper lift force contribution, which will be 

investigated in the last section of this paper. Thanks to the resolution in the near-wall region, 

however, the wall lubrication contribution required by the high-Re models seems unnecessary 

with the EB-RSM model.  

 



 

Figure 2. Radial void fraction profile using the EB-RSM model compared against the 

Hosokawa and Tomiyama (2009) experiment (Ƒ data; � EB-RSM). 

 

 

Figure 3. Radial variation of (a) r.m.s. of turbulent radial velocity fluctuations in water and 

(b) pressure using the EB-RSM model compared against the Hosokawa and Tomiyama 

(2009) experiment (Ƒ data; � EB-RSM). 

 

The near-wall capabilities of the EB-RSM are also shown in the accurate prediction of the peak 

in the turbulence kinetic energy near the wall in Figure 4c.  Turbulence levels are well-predicted 

by including the contribution to turbulence from the bubbles. Anisotropy of the turbulence field 

and the behaviour of the turbulent stresses close to the wall are also well-predicted by the EB-

RSM in Figure 4d, where radial profiles of the r.m.s. (root-mean-square) of the velocity 

fluctuations are compared against data from the Hosokawa and Tomiyama (2009) experiment. 

Good agreement is obtained, except for an overestimation of the azimuthal fluctuations in the 

near-wall region.  

  



 

Figure 4. Radial predictions of (a) water mean axial velocity, (b) void fraction, (c) water 

turbulence kinetic energy and (d) r.m.s. of water velocity fluctuations compared against the 

Hosokawa and Tomiyama (2009) experiment (In (a)-(c): Ƒ data; � EB-RSM; � - � RSM; --- 

k � İ; � � k � İ with Tomiyama lift. In (d): EB-RSM predictions against data in: Ƒ,� axial 

direction; ż,--- radial direction; ×,� - � azimuthal direction). 

 

In Figure 4, k-İ results are shown for both a constant lift coefficient and the Tomiyama et al. 

(2002b) correlation. The constant lift model provides satisfactory accuracy, in line with 

experiments and other model predictions. In contrast, the Tomiyama et al. (2002b) correlation 

predicts too high a void fraction peak near the wall that rapidly diminishes to negligible values 

towards the centre of the pipe. The contribution of bubbles to the continuous phase turbulence 

in the latter region is therefore absent and, consequently, turbulence kinetic energy is under 

predicted. These findings confirm similar results reported in Colombo and Fairweather (2015). 

Therefore, and despite the relatively higher accuracy found for the other pipe flow experiment 

presented below, the Tomiyama et al. (2002b) model has not been used with the RSM, and in 

the following simulations with the k-İ model. 

 



The Hosokawa and Tomiyama (2009) experiment was carried out at relatively low void 

fraction. Therefore, comparisons were extended to a higher void fraction pipe flow using the 

experiment data from Liu and Bankoff (1993a), with comparisons reported in Figure 5. Good 

predictions of the peak in the void fraction are obtained with all the models considered. 

However, in the centre of the pipe, the EB-RSM predicts a wavy behaviour in the void fraction 

instead of the flat profile obtained with the alternative approaches. Although not completely 

flat, the experimental data confirm the high Reynolds number results. An increase in the liquid 

mean velocity towards the centre of the pipe predicted by the EB-RSM reflects the similar 

increase in the void fraction, whilst the other models again predict a flat velocity profile. 

Unfortunately, no experimental data on the liquid mean velocity are available for this 

experiment. Although the behaviour towards the centre of the pipe is not well-predicted by the 

EB-RSM, the qualitative features of a wall-peaked void fraction profile are again obtained 

without considering the lift and wall lubrication contributions. As noted, better results are 

shown by the other models in regards to the void fraction towards the centre of the pipe, 

including that based on the Tomiyama et al. (2002b) approach, although the near-wall peak 

obtained using the latter is not in agreement with the data. As already mentioned, because of 

inconsistencies in the results obtained with the Tomiyama et al. (2002b) model, it was not used 

with the RSM or in all other following simulations using the k-İ turbulence model. 

 

 

Figure 5. Radial predictions of (a) water mean axial velocity and (b) void fraction compared 

against the Liu and Bankoff (1993a) experiment (Ƒ data; � EB-RSM; � - � RSM; --- k � İ;  
� � k � İ with Tomiyama lift). 

 

Turbulence generates a radial pressure gradient (Figure 6), similar to that observed in the 

Hosokawa and Tomiyama experiment (2009), which is responsible for the bubble preferential 



accumulation. Comparisons between data and EB-RSM predictions for the radial profiles of 

the streamwise and radial r.m.s. of the velocity fluctuations are also given in this figure. 

Although turbulence anisotropy is predicted, the accuracy is not as high as for the low void 

fraction case (Figure 4). More specifically, the streamwise turbulent fluctuations are under 

predicted in the centre of the pipe and over predicted in the near-wall region. For comparison, 

the high-Re RSM predictions are also included in Figure 6a. Similar discrepancies are found, 

although the high-Re RSM also under predicts the streamwise r.m.s. in the near-wall region. 

The radial pressure profile shows a low-pressure region near the wall, with the pressure initially 

increasing but then slightly decreasing again in moving towards the pipe centre. This decrease 

promotes void fraction accumulation near the pipe centre. It is difficult to assess whether this 

occurs due to the absence of other momentum transfer terms, such as those due to lift and wall 

forces, or to inaccuracies in the prediction of the turbulence field. The effect on the oscillating 

behaviour of the addition of other radial forces such as lift is investigated further below. 

   

 

Figure 6. Radial predictions of (a) r.m.s. of turbulent radial velocity fluctuations in water and 

(b) pressure compared against the Liu and Bankoff (1993a) experiment (In (a): Ƒ axial 

direction; ż radial direction; � EB-RSM; --- RSM ). 

 

4.2. Square duct 

 

Previous research has mostly focused on pipe flows, and it is therefore interesting to extend the 

present analysis to other geometrical configurations, such as the square duct flow studied 

experimentally by Sun et al. (2014). Cross-sectional views of the pressure and void fraction 

distribution predicted by the EB-RSM are given in Figure 7, which shows a 1/4 cross-sectional 

view of the square duct. Similarly to what occurs in pipes, the pressure is lower in the near-

wall region with respect to the centre of the duct. The pressure is at a minimum in the corner 



of the duct. Driven by the pressure, the void fraction peaks along the two lateral walls and has 

a distinctive maximum in the corner.  

  

 

Figure 7. Pressure (left) and void fraction (right) in the square duct cross-section calculated 

using the EB-RSM model. 

 

Void fraction (and pressure) distributions in the near-wall region are predicted in great detail 

due to the fine resolution near the walls allowed by the EB-RSM. Comparison of predictions 

with experimental data is given in Figure 8 for data gathered on the duct diagonal and on a line 

parallel to the duct wall (in the plots, results are presented as a function of the distance from 

the centre line along the diagonal d normalized by the diagonal half-length D, and the distance 

from the centre on a line parallel to the wall x normalized by the duct side half-length L). 

Predictions of the RSM and k-İ models are also included. Velocity and void fraction profiles 

from the EB-RSM show the same wavy behaviour already noted above, with an increase in the 

void fraction and, consequently, of the liquid mean velocity occurring towards the centre of the 

duct. In contrast, the RSM and k-İ based model predictions show a flat mean velocity profile 

away from the duct walls, and a wall-peaked void profile that becomes flat towards the duct 

centre. Agreement with experiment is good using the same lift and wall force models employed 

for the pipe flows considered earlier. The EB-RSM predicts the near-wall peak in the velocity 

profiles, unlike the other models, and the peaks in the void fraction profiles with reasonable 

accuracy. On the duct diagonal, the EB-RSM is also the only model to predict the slight 

decrease in void fraction after the near-wall peak and the subsequent increase towards the 

centre of the duct. However, the drop in velocity and void fraction after the peaks is generally 

over predicted, and in some cases not supported by experimental evidence. The EB-RSM also 

predicts excessive turbulence kinetic energy near the duct wall but, in the centre of the duct, 

agreement with data is comparable to that of the other models on the diagonal and significantly 

improved parallel to the wall. Overall, all the models demonstrate a reasonable accuracy.



 

 

 

Figure 8. Predictions of (a, b) water mean axial velocity, (c, d) void fraction and (e, f) 

turbulence kinetic energy compared against the Sun et al. (2014) experiment. Profiles are 

shown on the diagonal (a, c and e, where d is the distance from the centre line along the 

diagonal and D the diagonal half-length) and on a line parallel to the wall (b, d and f, where x 

is the distance along a line from the central plane perpendicular to the line and L the duct half 

side length) (Ƒ data; � EB-RSM; � - � RSM; --- k � İ). 
 

The results in Figure 8 demonstrate how distinctive features of the flow in a square duct can be 

reproduced, even when lift and wall lubrication forces are neglected. Discrepancies are 



observed towards the centre of the duct, with a wavy behaviour of the void fraction and velocity 

profiles that was also observed in the pipe flow of Liu and Bankoff (1993a). As noted earlier, 

the presence of additional interfacial forces such as lift may smooth out this wavy behaviour. 

It is worth mentioning that the aim at this stage is not to prove that the pressure gradient is the 

only determinant of the radial void fraction distribution, because the lift force also plays a major 

role. However, the impact of the multiphase turbulence field and the induced pressure field are 

comparable and need to be properly accounted for to permit accurate modelling. An additional 

interesting aspect is depicted in Figure 9, which shows flow recirculation in the same quarter 

of the duct cross-section used in Figure 8. Recirculation is presented as a percentage of the 

ratio between the cross-sectional velocity magnitude and the streamwise velocity. It is well-

known how the anisotropy of the turbulence field in ducts generates recirculation zones in 

single-phase flows (Brundrett, 1964; Sun et al., 2014), with two counter-rotating vortices in 

each duct corner. This recirculation is normally well-predicted in single-phase flow by using 

Reynolds stress turbulence models. Corner recirculation, which amounts to around 2% of the 

mean streamwise velocity, is predicted by the EB-RSM model. In the left hand side of Figure 

9, recirculation is clearly visible in the lower right corner of the figure that identifies the corner 

in the 1/4 duct cross-section. However, in the same cross-section, recirculation is not predicted 

by the high-Re RSM that includes lift and wall lubrication forces (right hand side of Figure 9). 

Even though observations in single-phase flows support the presence of a recirculation pattern, 

unfortunately no measurements are available for two-phase bubbly flows and additional 

experimental work on such flows is therefore necessary to further elucidate this specific topic. 

 

 

Figure 9. Secondary flow in the square duct cross-section calculated using the EB-RSM and 

the high Reynolds number RSM (left to right). 

 

 

 



4.3. Rod bundles 

 

With respect to the previous cases considered, rod bundles involve a much more complicated 

flow pattern that includes mixing and recirculation between the channels. Therefore, testing of 

CFD models against data on rod bundles is interesting and challenging, and of particular 

relevance when addressing nuclear reactor thermal-hydraulics flows. Profiles of water and gas 

mean velocities, void fraction and the r.m.s of velocity fluctuations are presented in Figure 10 

for the experiment of Hosokawa et al. (2014), where x represents the distance from the wall of 

the channel box on a line perpendicular to the wall and L is the side half-length of the box. 

Cross-sectional distributions of the void fraction are shown in Figure 11.  

 

None of the models successfully predicts the void fraction distribution. In Figure 11, the RSM 

and k�İ model predictions shows peaks in the void fraction distribution in the gaps between 

two neighbouring rods. In contrast, experimental measurements show a minimum in the void 

fraction distribution in the same regions (Hosokawa et al., 2014). The void fraction distribution 

in the sub-channels is well-predicted, as confirmed by the profiles in Figure 10. These profiles 

correspond to a vertical line between the rods in Figure 11. In Figure 11, where the experiments 

show a minimum, the RSM and k�İ model predictions show maximum values of the void 

fraction. Similarly, from Hosokawa et al. (2014), the corner region in Figure 11 is a low void 

fraction region, whereas these models predict the maximum value of the void fraction to be 

located in the corner. Therefore, although the coefficients appearing in the lift and wall force 

models have been tested and validated over a wide range of flow conditions in pipes and in a 

square channel, the same coefficients are not entirely applicable when much more complex 

geometries such as a rod bundle are considered. On the other hand, the minimum void regions 

are well-reproduced by the EB-RSM, although the void fraction distribution in the sub-

channels is not predicted with any degree of accuracy, this probably being due to it not 

accounting for any other interfacial force other than the turbulent dispersion. It must also be 

remembered that, although bubbles are not rigid spheres and can deform, the minimum void 

fraction regions were attributed by Hosokawa et al. (2014) to geometrical constraints rather 

than flow conditions. By including confinement effects in the closure models, the authors were 

indeed able to improve the accuracy of their model. Therefore, further validation against 

experiments using smaller bubbles, whose preferential distribution is not affected by any 

geometrical constraints, is desirable. 

  



Velocity profiles are in reasonable agreement with experiment for all the three models, 

although the EB-RSM provides a more accurate estimation of the liquid velocity in the gaps 

between neighbouring rods. Consequently, the bubble velocity is over predicted in the same 

regions. However, this might not have a significant effect on the flow since practically no 

bubbles are found in these regions. Similarly to the square duct case, the EB-RSM predicts 

higher turbulence levels which are more in agreement with experimental data. In the wall 

region, however, the EB-RSM may be over predicting the turbulence peak, even if detailed 

measurements are not available in this region.    

 

 

 

Figure 10. Predictions of (a) water mean velocity, (b) bubble mean velocity, (c) void fraction 

and (d) r.m.s. of streamwise water velocity fluctuations compared against the Hosokawa et al. 

(2014) experiment in a 4  4 rod bundle ((Ƒ data; � EB-RSM; � - � RSM; --- k � İ). In the 

plots, x is the distance from the wall of the channel box along a line perpendicular to the wall 

and L is the side half-length of the box. 

 

 

 



 

Figure 11. Void fraction distribution in the rod bundle cross-section calculated with the EB-

RSM, RSM and k�İ models, respectively (left to right). 

 

5. Lift force modelling with the EB-RSM 

 

In the previous section, the accuracy achieved by the EB-RSM was obtained in the absence of 

any lift and wall lubrication contribution. Although the robustness, if not the physical basis, of 

available wall lubrication models is questionable (Lubchenko et al., 2018), the lift force is still 

expected to decisively impact the void fraction distribution. Therefore, any bubbly flow model 

that aims at being accurate as well as comprehensive has to account for the action of the lift 

force. In view of this, the results of the previous section set the stage for the development of a 

more advance CFD model based on the EB-RSM for the modelling of turbulence. In this 

section, the lift force is added to the EB-RSM in a preliminary investigation. Fine resolution of 

the near-wall region prevents available lift models being directly applicable. Very high lift 

values are predicted in the small numerical cells adjacent to wall at a distance from the wall 

much smaller that the bubble diameter. Clearly, a model of this kind is not entirely physically 

consistent. In the absence of a physically based approach, the correlation introduced by Shaver 

and Podowski (2015) is adopted. The lift force is damped near the wall and approaches zero as 

soon as the distance from the wall becomes smaller than the bubble radius: 

 

ܥ ൌ 	 ۔ە
ۓ Ͳܥ ቈ͵ ൬ʹ ௪݀ݕ െ ͳ൰ଶ െ ʹ ൬ʹ ௪݀ݕ െ ͳ൰ଷܥ

௪ݕ ݀ ൏ ͲǤͷΤͲǤͷ  ௪ݕ ݀  ͳΤݕ௪ ݀  ͳΤ  (29)

  

The value of the lift coefficient CL0 has been kept equal to 0.1, consistently with the lift 

coefficient used for the high-Reynolds turbulence models. Comparisons for the EB-RSM with 

and without the lift contribution are shown in Figure 12 for the pipe flows of Hosokawa and 

Tomiyama (2009), Figure 12a, and Liu and Bankoff (1993a), Figure 12b. The accuracy of the 

model is remarkable and the impact of lift significant. The wall-peak is well predicted and the 

addition of lift removes the wavy behaviour in the void fraction in the centre of the pipe. It is 

worth mentioning that the model in Eq. (29) was also adopted in the recent work of Lubchenko 



et al. (2018). However, the latter authors introduced a modification in the turbulent dispersion 

force to reproduce the void peak in the absence of any wall lubrication contribution. Otherwise, 

the void profile remained flat after the peak and towards the wall. In contrast, the resolution of 

the near-wall region by the EB-RSM allows reproduction of the wall peak without any 

additional modification. 

 

 

Figure 12. Void fraction profiles for (a) Hosokawa and Tomiyama (2009) and (b) Liu and 

Bankoff (1993a) experiments (Ƒ data; � EB-RSM; � - � EB-RSM with lift). 

 

Void fraction and velocity profiles for the square duct on the diagonal and parallel to the duct 

wall are presented in Figure 13. The accuracy of the void fraction distribution is improved and 

the wavy behaviour in the void fraction and velocity in the centre of the duct, which is a major 

drawback when lift is not accounted for, is no longer apparent when lift is included. With the 

addition of the lift force, flat velocity profiles similar to those predicted with the high-Re 

models in Figure 8 are obtained, although the velocity peak in the corner of the duct is under 

predicted to some extent. In the experiments, larger bubbles were found in the corner region. 

Therefore, improvements can be expected with the addition of a population balance model able 

to correctly predict the distribution of the bubble diameter in the duct cross-section. 

 

Finally, the void fraction distribution in the rod bundle is shown in Figure 14 for the EB-RSM 

model with and without lift. In this case, quantitative improvement is not obtained, except for 

a small portion of the profile at x / L around 0.5. However, the accurate prediction of negligible 

void fraction in the spaces between the rods is maintained.  

 

 



 
 

 

Figure 13. Predictions of (a, b) void fraction and (c, d) water mean velocity compared against 

the Sun et al. (2014) experiment. Profiles are shown on the diagonal (a, c) and on a line 

parallel to the wall (b, d) (Ƒ data; � EB-RSM; � - � EB-RSM with lift). 

 

 

Figure 14. Predictions of void fraction compared against the Hosokawa et al. (2014) 

experiment in a 4  4 rod bundle ((Ƒ data; � EB-RSM; � - � EB-RSM with lift). 

 

  



6. Conclusions 

 

Bubbly flows have been predicted with an Eulerian-Eulerian CFD two-fluid model closed 

using three turbulence models. High Reynolds number k�İ and RSM approaches, which 

represent current best-practice in industry and often research, using RANS approaches at least, 

are compared with an EB-RSM that resolves the near-wall region. The high Reynolds number 

models employed a common set of closures for momentum transfer, with mainly lift and wall 

lubrication forces determining the lateral void fraction distribution. However, lift and wall 

lubrication forces are neglected within the EB-RSM, with only drag and turbulent dispersion 

considered. The EB-RSM turbulence model has also been improved with the addition of a 

bubble-induced turbulence contribution to successfully predict the continuous phase turbulence 

field in bubbly flows. Other than for the normal pipe geometry, the accuracy of the models was 

additionally tested in square duct and rod bundle flows.  

 

The main features of the flows and the void fraction distribution are well-reproduced by all 

three models, and even by the EB-RSM that does not account for lift and wall lubrication 

forces. Overall, good agreement against data is obtained, except for the rod bundle experiment. 

Therefore, the lift and wall force models, although having been extensively validated in pipe 

flows, and showing good accuracy in the square duct, are not easily extendable to a more 

complex geometry such as a rod bundle. Additionally, even if the accuracy of model 

predictions is unsatisfactory in this case, the EB-RSM predicts features of the flow which are 

not reproduced by the other two models. 

 

As demonstrated by the EB-RSM predictions, the turbulence structure in the continuous phase 

and the induced lateral pressure distribution have a strong effect on the lateral void fraction 

distribution. The lift force still has a significant impact, and substantial improvements are 

obtained when it is added to the EB-RSM based predictions. In contrast, the wall lubrication 

model is unnecessary when the near-wall region is properly resolved. Overall, the present 

results suggest the action of turbulence has to be accurately taken into account and the near-

wall region properly modelled to improve the accuracy and reliability of two-fluid models. 

Second-moment closures are to be preferred to two-equation, eddy viscosity-based approaches 

and, specifically, major improvements can be expected from the development of near-wall 

treatments specifically designed for two-phase flows. The present model can be used as the 

basis for further improving the accuracy and general applicability of CFD two-fluid models. 



Inaccuracies in the prediction of the rod bundle flow suggest further improvement of the lift 

model that is used with the EB-RSM is necessary. Extension of the lift model to cap-bubbles, 

and the addition of a population balance model, will be the subject of further work to extend 

the model to poly-dispersed bubbly flows.  
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Nomenclature 

 

a  anisotropy tensor [-] 

CD  drag coefficient [-] 

CL  lift coefficient [-] 

D  diagonal [m] 

Dh  hydraulic diameter [m] 

DR  Reynolds stress diffusion flux [J m-2 s-1] 

d  distance from the duct corner 

dB  bubble diameter [m] 

E  bubble aspect-ratio [-] 

Eo  Eötvös number (ǻȡgdB / ı) [-] 
Fd  drag force [N] 

Ftd  turbulent dispersion force 

Fw  wall force 

g  gravitational acceleration [m s-2] 

k  turbulence kinetic energy [m2s-2] 

j  superficial velocity [m s-1] 

L  length [m] 

Lt  turbulent length scale [m] 

M  interfacial momentum transfer source [N m-3] 

Mo  Morton number (gʅc4ǻȡ / ȡc
2ı3) [-] 

P, Pk  production of shear-induced turbulence kinetic energy [J m-3 s-1] 

p  pressure [Pa] 

r  radial coordinate [m] 

R  radius [m] 

Rij  turbulent stress [m2s-2] 

ReB  bubble Reynolds number (ȡcUrdB / ȝc) [-] 

r  radial coordinate [m] 

S  strain rate [s-1] 

SBI  bubble-induced turbulence source term [J m-3s-1] 

t  time [s] 

U  velocity [m s-1] 

Ur  relative velocity [m s-1] 

u  instantaneous turbulence velocity fluctuation [m s-1] 

x  spatial coordinate [m] 

yw  wall distance [m] 

W  rotation rate tensor [s-1] 



 

Greek symbols 

Į  volume fraction [-] 

ĮEB  elliptic-blending function [-] 

İ  turbulence dissipation rate [m2s-3] 

ȝ  molecular dynamic viscosity [Pa·s] 

ȝt  turbulent dynamic viscosity [Pa·s] 

Ȟt  turbulent kinematic viscosity [m2s] 

ȡ  density [kg m-3] 

ı  surface tension [N m-1] 

ıĮ, ık, ıİ turbulent Prandtl number for the void fraction, turbulence kinetic energy and 

turbulence dissipation rate [-] 

Ĳ  laminar stress tensor [Pa] 

ĲRe  turbulent stress tensor [Pa] 

ĲBI  bubble-induced turbulence timescale [s] 

ĭ  pressure-strain correlation [m2s-3] 

 

 

Subscripts 

 

a  air 

c  continuous phase 

d  dispersed phase 

g  gas 

k  phase k 

l  liquid 

r  radial direction 

w  water 

ș  angular direction 

 

Superscripts 

 

g  gas 

h  standard away from the wall model 

l  liquid 

w  wall model 
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