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Scalings and fractals in information geometry:

Ornstein-Uhlenbeck processes

William Oxley and Eun-jin Kim

School of Mathematics and Statistics,

University of Sheffield, Sheffield, S3 7RH, UK

Abstract

We propose a new methodology to understand a stochastic process from the perspective of infor-

mation geometry by investigating power-law scaling and fractals in the evolution of information.

Specifically, we employ the Ornstein-Uhlenbeck process where an initial Probability Density Func-

tion (PDF) with a given width ǫ0 and mean value y0 relaxes into a stationary PDF with a width

ǫ, set by the strength of a stochastic noise. By utilizing the information length L which quantifies

the accumulative information change, we investigate the scaling of L with ǫ. When ǫ = ǫ0, the

movement of a PDF leads to a robust power-law scaling with the fractal dimension DF = 2. In

general when ǫ 6= ǫ0, DF = 2 is possible in the limit of a large time when the movement of a PDF

is a main process for information change (e.g. y0 ≫ ǫ ≫ ǫ0). We discuss the physical meaning of

different scalings due to PDF movement, diffusion and entropy change as well as implications of

our finding for understanding a main process responsible for the evolution of information.
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I. INTRODUCTION

Stochastic processes play a crucial role in different disciplines [1–3]. In particular, a

stochasticity in complex systems leads to a random trajectory, which is not smooth in space,

possibly leading to fractals and scaling laws that are invariant under the magnification of

scale. Furthermore, stochasticity and a fractal trajectory in complex systems suggest a

potential utility of considering a resolution-dependent variable (e.g. see [4]). This paper

aims to generalize this concept to a statistical space and to investigate scalings and fractals

in the evolution of information, as described below.

While the geometry is usually referred to physical spaces, it can be extended to a sta-

tistical space by endowing a stochastic process with a metric structure [5]. Formally, the

application of a differential geometry to a probability theory is the information geometry,

and has attracted a great attention in both classical and quantum systems (see e.g. [6–9]

and references therein). In particular, if zi (i = 1, 2..., d) are the parameters of a Probability

Density Function (PDF) of a stochastic variable x, a statistical manifold is the d dimen-

sional (parameter) space spanned by zi in which the Riemannian metric is given by the

Fisher information metric gij [10] with an infinitesimal distance dl

dl = gijdz
idzj,

gij =

∫

dx
1

p(x, t)

∂p(x, t)

∂zi
∂p(x, t)

∂zj
, (1)

where t represents the time. As an example, for a Gaussian PDF

p(x, t) =

√

β(t)

π
e−β(t)(x−〈x〉)2 , (2)

d = 2 and the two parameters are the mean value 〈x〉 and the inverse temperature β related

to the variance as β = 1
2〈(x−〈x〉)2 . Therefore, for Eq. (2), gij (i, j = 1, 2) is given by [11]

gij =
∫

dx1
p

∂p
∂zi

∂p
∂zj

=





1
2β2 0

0 2β



 , (3)

where i, j = 1, 2, z1 = β and z2 = 〈x〉.
A statistical manifold in the parameter space zi enables us to quantify similarity and dis-

parity between any two PDFs; l is dimensionless and measures the number of statistically

different states between two PDFs. For instance, exactly the same two PDFs have exactly
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the same parameter values and the same coordinates in this statistical manifold, with zero

distance in between. The distance between two PDFs increases with the disparity between

the two [9, 12–17]. To understand this quantitatively, it is useful to consider a Gaussian

PDF where the width of a PDF gives the uncertainty in measuring the peak position. Con-

sequently, the two Gaussian PDFs (i.e. 〈x〉) which have the same width need to differ in

their peak positions by the PDF width for them to be statistically distinguishable. Interest-

ingly, the utility of scaling behaviour in the statistical space was demonstrated through the

curvature (the gradient of gij) for the singularity in phase transitions or critical phenomena

(see e.g. [7, 9]), or the information dimension [18] for the rate at which the information

contained in a PDF scales with resolution (under coarse-graining).

Far from equilibrium where a PDF continuously changes, we can use time t as a parameter

and generalize dl in Eq. (1) above to dL [11, 19–28] by considering an infinitesimal distance

between the two PDFs at time t and t+ dt as dL = dt/τ(t) where τ(t) is (time-dependent)

correlation time of p(x, t)

1

τ 2
=

∫

dx
1

p(x, t)

[

∂p(x, t)

∂t

]2 [

= gij
∂zi

∂t

∂zj

∂t

]

. (4)

Here, the last equality can be used only if parameters zi of a PDF are known. When zi is

unknown, as is often the case where a PDF is constructed from data [20], Eq. (4) can be

computed directly from ∂tp(x, t). For this reason, we use dL for this general case instead of

dl. dL quantifies the infinitesimal information change along the trajectory or alternatively,

the infinitesimal rate at which new information is generated during the evolution of a PDF.

The total distance between PDFs at time 0 and t then defines the information length [11, 19–

28]

L(t) =

∫ t

0

dt1
τ(t1)

=

∫ t

0

dt1

√

∫

dx
1

p(x, t1)

[

∂p(x, t1)

∂t1

]2

. (5)

Note that in a statistically stationary state, ∂tp(x, t) = 0 and thus L = 0. L depends on

the time history of p(x, t) and is a Lagrangian distance between PDFs at time 0 and t.

Furthermore, L is invariant under the coordinate transformation of x. Representative of the

accumulative change in information, L quantifies the evolution of information.

The main purpose of this paper is to investigate how L scales with the strength of a

stochastic noise responsible for a random trajectory. To this end, we consider a relaxation

problem where a PDF starting from a given initial value evolves in time until it reaches its
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stationary PDF as t → ∞. Thus, τ(t) in Eq. (4) depends on the time (e.g. τ(t) → ∞ as

t → ∞) and an initial condition. We will investigate a fractal in the evolution of information

by examining scalings of L(t) during this relaxation problem. Since an initial condition can

introduce a scale that affects the scalings for small time, it is likely that the scaling changes

with time, the examination of which could give us a better understanding of the dominant

process responsible for the evolution of information. To gain a key insight, we employ

an analytically solvable model given by the Ornstein-Uhlenbeck (O-U) process, which is

a popular model for a noisy relaxation system (e.g. [2]). The remainder of this paper

is organized as follows. Section II provides the background in scalings in diffusion versus

relaxation problems. Section III introduces scalings in information length. Sections IV-V

present detailed scaling analysis. Discussions and Conclusions are found in Section VI.

II. BACKGROUND: DIFFUSION VS RELAXATION PROBLEM

In phase-transition [7] or fully developed fluid turbulence [29], fluctuations appear on a

broad range of scales. Thus, the scaling relation under the different coarse graining reveals

self-similarity in scale, implying a physical law invariant across scale. Renormalization in

quantum field theory utilizes a similar coarse graining in physical space. To elucidate scaling

relation in a stochastic process, it is worth reviewing diffusion and relaxation problems. As

the simplest example, let us consider a random walk (Brownian motion) driven by a short

(delta) correlated stochastic noise ξ as

dx

dt
= ξ, (6)

where x is a variable of interest undergoing the random walk, and

〈ξ〉 = 0, 〈ξ(t)ξ(t′)〉 = 2Dδ(t− t′). (7)

Here, the angular brackets denote the average over ξ; D is the strength of ξ. The solution

to Eq. (6) is simply

x(t) = x0 +

∫ t

0

ξ(t1)dt1, (8)
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where x0 = x(t = 0) is the initial value of x. Thus, Eqs. (7)–(8) give us the mean value and

variance of x as

〈x〉 = 〈x0〉, (9)

l2rms = 〈(x− 〈x〉)2〉 = 〈(x0 − 〈x0〉)2〉+ 2Dt, (10)

where lrms =
√

〈(x− 〈x〉)2〉 is the Root Mean Square (RMS) displacement. If x0 is fixed as

〈x0〉 = x0, 〈(x0 − 〈x0〉)2〉 = 0 and thus l2rms = 2Dt in Eq. (10), lrms increases linearly with

D1/2 and t1/2.

To understand how this scaling is affected by an initial condition, let us consider that x0

is not a single value but is given by the following Gaussian PDF

p(x0) =

√

β0

π
e−β0(x0−µ)2 , (11)

where µ = 〈x0〉 is the mean value of x0 and (2β0)
−1 = 〈(x0 −µ)2〉 is the variance. Then, the

mean value remains the same as 〈x(t)〉 = µ, and the marginal PDF of x at t is given by the

Gaussian PDF

p(x, t) =

√

β∗
π
e−β∗(x−〈x〉)2 , (12)

where 〈x〉 = µ and 1
2β∗

is related to the variance as

l2rms = 〈(x− 〈x〉)2〉 = 1

2β∗
=

1

2β0

+ 2Dt. (13)

Obviously, Eq. (13) has the contribution from the two terms, the first, constant initial

variance 〈(x0 − µ)2〉 = 1
2β0

and the second term proportional to Dt due to the stochastic

noise. For small time, Eq. (13) is dominated by the initial variance, independent of D, while

for large time t ≫ 〈(x0 − µ)2〉/2D, the second dominates. The critical time determining

the transition from D0 to D1/2 scaling of lrms is t ∼ 〈(x0 − µ)2〉/2D. This simple exercise

elucidates that the length scale set by the initial condition can control the scaling of lrms

with D (for small time).

However, at any time, the dependence on D of Eq. (13) can be isolated by considering

∂lrms

∂ lnD
=

Dt

lrms

. (14)

For small time, ∂lrms

∂ lnD
∝ Dt while for large time, ∂lrms

∂ lnD
∝

√
Dt ∝ lrms.
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For the diffusion process given by Eq. (6), the variance of PDF in Eq. (12) keeps

increasing in time, and there is no stationary PDF. To model a relaxation problem where a

system settles into a stationary PDF in the long time limit, we can include a linear frictional

term −γx in Eq. (6) so that
dx

dt
= −γx+ ξ, (15)

where γ > 0 is a positive frictional constant. Eq. (15) is the O-U process (e.g. [2]) noted in

Section I. The solution to Eq. (15) is

x(t) = x0e
−γt +

∫ t

0

e−γ(t−t1)ξ(t1)dt1, (16)

where x0 = x(t = 0) is the initial value of x. Thus, when D is constant and x(t = 0) = x0,

Eqs. (7) and (16) give us

〈x〉 = 〈x0〉e−γt = µe−γt, (17)

l2rms = 〈(x− 〈x〉)2〉 = 1

2β∗
=

D0

γ
e−2γt +

D

γ

[

1− e−2γt
]

, (18)

where D0

γ
= 1

2β0
= 〈(x0 − 〈x0〉)2 is the variance of the initial PDF given by Eq. (11). Eqs.

(17)-(18) completely determine p(x, t) in Eq. (12).

The scaling of lrms in Eq. (18) again depends on β0, D/γ and t. Specifically, as t → ∞,

Eq. (18) approaches a constant variance l2rms → D
γ
, p(x, t → ∞) settling into its stationary

distribution with the PDF width determined by lrms ∝
√

D
γ
∝ D

1

2 . This could be obtained

from the diffusion case in Eq. (6) by replacing t by γ−1 in the long time limit. Considering

that the width of a PDF is representative of the uncertainty in measuring the mean position,

D/γ determines the smallest scale (resolution) that a physical distance can be measured in

the limit of large time. On the other hand, for small time, Eq. (18) is dominated by the

initial condition (β0) or the length scale at the initial time, and is thus independent of D.

The dependence on D can be pulled out again by considering

∂lrms

∂ lnD
=

D

2γlrms

(1− e−2γt). (19)

For a sufficiently small time t ≪ D0

2Dγ
, ∂lrms

∂ lnD
∝ Dt, similar to the scaling for the diffusion

problem. That is, ∂lrms

∂ lnD
∝ D is due the effect of an initial condition and diffusion for small

time. On the other hand, ∂lrms

∂ lnD
∝

√
D, again similar to the scaling

√
D in the diffusion

problem (apart from the factor of time).
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These observations suggest the utility of examining scalings using ∂
∂ lnD

. The latter is

linked to a dilatation operator, discussed in more detail in Section III. Our goal is to inves-

tigate the scaling in the evolution of information by using this dilatation operator.

III. SCALING AND FRACTALS IN INFORMATION LENGTH

A dilatation provides a convenient tool for understanding fractals under the change of

the resolution. Specifically, we define a dilatation operator Z

Z =
∂

∂ ln ǫ
= ǫ

∂

∂ǫ
, (20)

where ǫ is the resolution scale or coarse graining scale. As an example, let us consider the

case [4]

ZL = a+ bL, (21)

where a and b are constant. If we let a = L0τF and b = −τF , we have a+ bL = −τF (L−L0)

so that the solution to Eq. (21) can be written as

L = L0 + cǫ−τF = L0

[

1 +

(

λ

ǫ

)τF
]

, (22)

where c is an integral constant, which is expressed in terms of another constant λ as c =

λτFL0. Physically, λ is the critical length scale that determines the existence of a fractal;

when ǫ exceeds λ, L approaches a constant value L → L0 with no scaling region. In

comparison, when the resolution ǫ is much smaller than λ, L ∼ L0

(

λ
ǫ

)τF , exhibiting a

scaling regime where the decrease in ǫ increases L as a power-law. This is a manifestation of

a fractal, and τF is related to the fractal dimension DF as τF = DF − 1 for one dimensional

system where the topological dimension is 1. Despite the constant term in Eq. (22), the

power-law scaling of L is readily obtained for ZL as

ZL = −L0λ
τF τF ǫ

−τF . (23)

As will be shown later, the entropy change causes L ∝ ln ǫ, leading to a constant ZL.
Alternatively, ZL ∝ constant would imply a log dependence of L on ǫ.

We now formalize the idea above to understand scalings and fractals in information length

for the O-U process. In the O-U process, there are three length scales – the width of the
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initial PDF, the width of the stationary PDF, and the peak position (mean value) of the

initial PDF, given by ǫ0 =
√

D0

γ
, ǫ =

√

D
γ
, and y0, respectively. As the strength of the

stochastic noise sets ǫ and thus the uncertainty in measuring the (peak) position of a PDF

for a large time, we are interested how L is transformed when ǫ is rescaled and how the

scaling of L with ǫ is affected by the relative magnitude of ǫ, ǫ0 and y0 and time. For our

purpose, it is more convenient to consider

ZL = 2D
∂L

∂ lnD
. (24)

IV. TWO SIMPLE CASES OF THE O-U PROCESS

To elucidate the meaning of L, let us start by examining the two simples cases.

A. D = D0

When D = D0, a time-dependent PDF maintains the same width throughout its entire

evolution, and thus the only change in p(x, t) is due to the movement of the peak position

(advection) as an initial PDF relaxes to a stationary PDF. L(t) in this case was shown to

be [11, 21]

L =

√
γy0√
D

[1− e−γt] =
y0 − y(t)

ǫ
, (25)

where y(t) = y0e
−γt. Eq. (25) shows that L is the total distance that a PDF moves in unit

of ǫ so that L < 1 for ǫ > y(0)− y(t). Furthermore, L is self-similar. Specifically, Eq. (25)

gives us

D
∂L
∂D

=
1

2
ZL = −

√
γy0

2
√
D
[1− e−γt] = −y0 − y

2ǫ
, (26)

which is proportional to D− 1

2 or ǫ−1. Comparing Eq. (25) or (26) with Eq. (22) or (23), we

find τF = 1 and the fractal dimension DF = 2.

B. Entropy change: y0 = 0

When y0 = 0, we can show [11, 21]

L =

[

1√
2

|r|
r

ln

(

T

T + r

)]t=t

t=0

. (27)
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Here

r = γ

(

D

D0

− 1

)

, T = γ

[

D

D0

(e2γt − 1) + 1

]

. (28)

In this case, L is caused by the change in the width of a PDF. We now show that L in Eq.

(27) is related to entropy change. To this end, we recall that the differential entropy S(t) is

given by

S(t) = −
∫

dx p(x, t) ln p(x, t) =
1

2

[

1− ln
β∗
π

]

, (29)

for a Gaussian PDF in Eq. (12). It is important to notice that unlike L, S(t) is independent
of the peak position (〈x〉) of a PDF. From Eq. (29), it simply follows that S(t) − S(0) =

1
2
ln β∗(0)

β∗(t)
, again independent of 〈x〉. Thus, the appearance of the log in L in Eq. (27) is

indicative of the change in S(t).

Now, from Eq. (27), we have

∂L
∂D

=

[ |r|
r
√
2

( −D0

D [D(e2γt − 1) +D0]

)]t=t

t=0

. (30)

Evaluating (30) at the limits t = t and t = 0, and multiplying it by D gives us

D
∂L
∂D

=
|r|
r
√
2

( −D0

[D(e2γt − 1) +D0]

)

+
|r|√
2r

. (31)

The dependence of Eq. (31) on D is a bit more complicated compared with Eq. (26).

To understand scalings, it is useful to identify the leading order behaviour of Eq. (31) by

looking at the limits of large and small time.

1. Large t

In the limit of a large time where t ≫ ln (D0
D )

2γ
if D < D0 (or for all t if D > D0), Eq. (31)

becomes

D
∂L
∂D

≈ − |r|D0

r
√
2De2γt

+
|r|√
2r

, (32)

with the first two leading order bahavior ∝ D0 and D−1. The leading order term ∝ D0

stems from the log dependence of L on D (due to the entropy change), as noted above.
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2. Small t

For t ≪ D0

2Dγ
, Eq. (31) becomes

D
∂L
∂D

≈ |r|
r
√
2

( −D0

(D(2γt) +D0)

)

+
|r|√
2r

. (33)

Expanding Eq. (33) out to leading order gives

D
∂L
∂D

≈ |r|
√
2γDt

rD0

, (34)

which is ∝ D1. This scaling ZL ∝ D1 is due to the spreading of the PDF width (diffusion)

due to the stochastic noise for small time, as seen in Section III. In contrast to a fractal with

DF = 2 for D = D0 in Section IV.A, q = y0 = 0 case does not give DF > 0. This shows

that the PDF movement could be crucial for DF > 0 and will be confirmed by investigating

a more general case in Section V.

V. GENERAL CASES OF THE O-U PROCESS

In general when D 6= D0 and y0 6= 0, both PDF movement and entropy change contribute

to L, making it more difficult to understand the scaling behaviour. In the following, we

present the results case by case depending on the signs, relative magnitude of D, D0 and y0,

and time t. After presenting the detailed analyses, we summarize our results in Table 1 and

interpret them. Readers who are interested mainly in final results can directly go to §V.D.
We start by writing down the general expression [11, 21] for L as follows

L =

[

1√
2

(

ln

(

Y − r

Y + r

))

+

√
2

r
H

]t=t

t=0

, (35)

where

H =























√

qr − r2 tan−1

(

Y
√

qr − r2

)

if qr − r2 > 0, (36)

−
√

r2 − rq

2
ln

(

Y −
√

r2 − rq

Y +
√

r2 − rq

)

if qr − r2 < 0, (37)

and

q =
γ2y20
2D0

, Y =
√

r2 + qT . (38)
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Differentiating Eqs. (28) and (38) with respect to D, we have

r′ =
γ

D0

, T ′ =
γ

D0

(

e2γt − 1
)

, Y ′ =
2rr′ + qT ′

2Y
, (39)

where the prime denotes the derivative with respect to D. From Eqs. (35) and (38)-(39),

we have

∂L
∂D

=

[

1√
2

(

2

qT
(rY ′ − r′Y )

)

+

√
2

r

(

H ′ − H

D −D0

)

]t=t

t=0

, (40)

where H ′ = ∂H
∂D

.

In order to calculate H ′, we need to consider the two cases according to the sign of qr−r2.

First, when qr − r2 > 0, Eq. (36) gives us

H ′ =
F ′H

F
+

F (FY ′ − F ′Y )

q(T + r)
, (41)

where F =
√

qr − r2, and F ′ = qr′−2rr′

2F
.

On the other hand, when qr − r2 < 0, Eq. (37) gives us

H ′ =
G′H

G
− G(GY ′ −G′Y )

q(T + r)
, (42)

where G =
√

r2 − rq and G′ = 2rr′−qr′

2G
. In the following subsections, we investigate different

cases.

A. q > r > 0

In this case qr − r2 > 0, so we use Eqs. (40) and (41) to obtain

∂L
∂D

=

[

1√
2

(

2

qT
(rY ′ − r′Y )

)

+

√
2

r

(

F ′H

F
+

F (FY ′ − F ′Y )

q(T + r)
− H

D −D0

)

]t=t

t=0

, (43)

where H is given by Eq. (36), and F =
√

qr − r2.

For q ≫ r, or more precisely y20 ≫ 2(D−D0)
γ

, Eq. (43) becomes

∂L
∂D

≈
[

− γ2

√
2TY D0

(

D

D0

(e2γt − 1) + e2γt + 1

)

+
D0

√
2

γ(D −D0)

(

− H

2(D −D0)
+

γ2(D −D0)
2

2D2
0Y e2γtD

− qγ

2Y D

)

]t=t

t=0

.

(44)
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Since q > r > 0 implies D > D0, for simplicity, we consider the limit D ≫ D0 to recast Eq.

(44) to

∂L
∂D

≈
[

− γ2

√
2TY D0

(

D

D0

(e2γt − 1) + 2

)

+
D0

√
2

γD






−
√
qr tan−1

√
r2+qT
√
qr

2D
+

γ2D

2D2
0Y e2γt

− qγ

2Y D







]t=t

t=0

.

(45)

Evaluating Eq. (45) at the lower and upper limit of time, we obtain

∂L
∂D

≈ − γ2

√
2TY D0

(

D

D0

(e2γt − 1) + 2

)

+
γ
√
2

√

r2 + qγD0

+
D0

√
2

γD






−
√
qr tan−1

√
r2+qT
√
qr

2D
+

γ2D

2D2
0Y e2γt

− qγ

2Y D






.

− D0

√
2

γD






−
√
qr tan−1

√
r2+qγ
√
qr

2D
+

γ2D

2D2
0

√

r2 + qγ
− qγ

2
√

r2 + qγD






.

(46)

In order to isolate the leading order behaviour in Eq. (46), we look at the behaviour for

both large and small time in the following.

1. Large t

For t ≫ ln 2
2γ

we have e2γt ≫ 1, T ≈ γDe2γt

D0
and Y ≈ √

qT , reducing Eq. (46) to

∂L
∂D

≈ −
√
γ√

2DD0qeγt
+

√
2

√

D2 +
γy2

0
D0

2

+
D0

√
2

γD



−
√
qγ

2
√
DD0

tan−1(eγt)−
√
qγD0

2D
3

2 eγt
+

γ
3

2

√
D

2D
3

2

0 e
3γt

√
q





− D0

√
2

γD



−
√
qγ

2
√
DD0

tan−1

(

√

r2 + qγ√
qr

)

+
γ
(

D2 − D0γy20
2

)

2DD0

√

D2 +
D0γy20

2



 .

(47)
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Using tan− 1(eγt) ≈ π
2
for large t and keeping only the three leading terms in Eq. (47), we

have (the three leading order terms come from terms 2,3,6 in Eq. (47))

∂L
∂D

≈
√
2

√

D2 +
γy2

0
D0

2

− π
√
2qD0

4
√
γD

3

2

−

(

D2 − D0γy20
2

)

√
2D2

√

D2 +
D0γy20

2

. (48)

Simplifying Eq. (48) further, and multiplying by D, gives

D
∂L
∂D

≈ −π
√
2qD0

4
√
γ
√
D

+

√

D2 +
D0γy20

2√
2D

. (49)

It is difficult to simplify much further from here, so we look at the following two cases:

i) When D2 ≫ D0γy20
2

, (49) becomes

D
∂L
∂D

≈ −π
√
2qD0

4
√
γ
√
D

+
1√
2
, (50)

with the leading order behaviour ∝ D− 1

2 , D0.

ii) When D2 ≪ D0γy20
2

, (49) becomes

D
∂L
∂D

≈ −π
√
2qD0

4
√
γ
√
D

+

√
D0γy0
2D

, (51)

with the leading order behaviour ∝ D− 1

2 , D−1.

2. Small t

For t ≪ D0

2Dγ
we have e2γt ≈ 2γt+ 1 and T ≈ γ. Eq. (46) becomes

∂L
∂D

≈ γ√
2
√

r2 + qγD0

[

2−
(

D

D0

2γt+ 2

)]

+
D0

√
2

γD







√
qr tan−1

√
r2+qγ
√
qr

2D
−

√
qr tan−1

√
r2+qT
√
qr

2D






.

+
D0

√
2

γD

(

γ2D

2D2
0Y e2γt

− qγ

2Y D
− γ2D

2D2
0

√

r2 + qγ
+

qγ

2
√

r2 + qγD

)

.

(52)

If we also use tan−1x ≈ x for small x, and simplify further, Eq. (52) becomes

13



∂L
∂D

≈ −
√
2γDt

√

D2 +
y2
0
γD0

2
D0

− γ2y20t

2
√
2D

√

D2 +
y2
0
γD0

2

−
tγ2y20

(

D2 − D0γy20
2

)

2
√
2D
(

D2 +
D0γy20

2

) 3

2

−
√
2γt

√

D2 +
y2
0
γD0

2

.

(53)

Multiplying Eq. (53) by D and simplifying gives

D
∂L
∂D

≈ −
√
2γD2t

√

D2 +
y2
0
γD0

2
D0

− tγ2y20D
2

√
2
(

D2 +
D0γy20

2

) 3

2

. (54)

By simplifying this further, we arrive at

D
∂L
∂D

≈ −
√
2γD2t

(

D2 +
D0γy20

2

)

3
2

[

D2

D0

+ γy20

]

. (55)

It is difficult to simplify much further from here, so we look at the following two cases:

i) When D2 ≫ D0γy20
2

, (55) becomes

D
∂L
∂D

≈ −
√
2γDt

D0

, (56)

with the leading order behaviour ∝ D1.

ii) When D2 ≪ D0γy20
2

, (55) becomes

D
∂L
∂D

≈ −4
√
γD2t

y0D
3

2

0

, (57)

with the leading order behaviour ∝ D2.

B. r < 0

In this case qr − r2 < 0, so we use Eqs. (40) and (42) to obtain

∂L
∂D

=

[

1√
2

(

2

qT
(rY ′ − r′Y )

)

+

√
2

r

(

G′H

G
− G(GY ′ −G′Y )

q(T + r)
− H

D −D0

)

]t=t

t=0

, (58)

where H is given by Eq. (37), and G =
√

r2 − rq.

For q ≫ |r|, or more precisely y20 ≫ 2|(D−D0)|
γ

, Eq. (58) becomes

∂L
∂D

≈
[

− γ2

√
2TY D0

(

D

D0

(e2γt − 1) + e2γt + 1

)

+
D0

√
2

γ(D −D0)

(

− H

2(D −D0)
+

γ2(D −D0)
2

2De2γtY D2
0

− qγ

2DY

)

]t=t

t=0

.

(59)
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Recalling r < 0 implies D0 > D, we now take D0 ≫ D in Eq. (59) to obtain

∂L
∂D

≈
[

− γ2

√
2TY D0

(

e2γt + 1
)

−
√
2

γ

(

H

2D0

+
γ2

2De2γtY
− qγ

2DY

)

]t=t

t=0

. (60)

In this case, we have r2 ≪ qT for all time. Using this, and substituting our limits for t in

(60), we obtain

∂L
∂D

≈ − γ2

√
2T

3

2

√
qD0

(

e2γt + 1
)

+

√
2γ√
qD0

+
q − γ

e2γt√
2D

√
qT

+
γ − q√
2D

√
qγ

+

√
q

2
√
2γD0



ln



1−
2
(

1− D
2D0

)

√

1 + D
D0

(e2γt − 1) +
(

1− D
2D0

)



− ln

(

D

4D0

)



 . (61)

We will now look at behaviour for both large and small time.

1. Large t

For t ≫ ln (D0
D )

2γ
, we have e2γt ≫ 1. Eq. (61) thus gives us

∂L
∂D

≈ −
√
γD0

D
3

2

√
2qeγt

+

√
γ
√
2

√
qD0

+

(

q − γ
e2γt

)√
D0√

2D
3

2

√
qγeγt

+
γ − q√
2D

√
qγ

+

√
q

2
√
2γD0

[

ln

(

1− 2
√
D0√

Deγt

)

− ln

(

D

4D0

)]

. (62)

Simplifying Eq. (62) further, and multiplying by D, we have (the three leading terms come

from terms 2,4,6 in Eq. (62))

D
∂L
∂D

≈ 2D√
γD0y0

+

√
γy0D

4D
3

2

0

ln

(

4D0

D

)

−
√
γy0

2
√
D0

, (63)

with the leading order behaviour ∝ D lnD, D1, D0.

2. Small t

For t ≪ 1
2γ

we have e2γt ≈ 1 + 2γt and T ≈ γ. Thus, we can show that Eq. (61) leads to

∂L
∂D

≈
√
γ√

2qD0

(2− 2γt− 2) +

√
q

2
√
2γD0

[

ln

(

D(1 + 2γt)

4D0

)

− ln

(

D

4D0

)]

+
1

2D
√
qγ

(

q − γ

1 + 2γt
+ γ − q

)

. (64)
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Simplifying Eq. (64) further, and multiplying by D, we arrive at

D
∂L
∂D

≈ −2D
√
γt√

D0y0
+

2t
√
γD0

y0
+

D
√
γy0

4D
3

2

0

ln(2γt+ 1), (65)

with the leading order behaviour ∝ D1, D0.

C. r > q > 0

In this case qr − r2 < 0, so we use Eqs. (40) and (42) to obtain

∂L
∂D

=

[

1√
2

(

2

qT
(rY ′ − r′Y )

)

+

√
2

r

(

G′H

G
− G(GY ′ −G′Y )

q(T + r)
− H

D −D0

)

]t=t

t=0

, (66)

where H is given by (36) and G =
√

r2 − rq.

For q ≪ r, or more precisely y20 ≪ 2(D−D0)
γ

, Eq. (66) becomes

∂L
∂D

≈
[

− γ2r√
2TY D0(T + r)

(

D

D0

(e2γt − 1) + e2γt + 1

)

]t=t

t=0

. (67)

Since r > q > 0 implies D > D0, we look at D ≫ D0 in Eq. (67) to obtain

∂L
∂D

≈
[

− γ2r√
2TY D0(T + r)

(

D

D0

(e2γt − 1) + 2

)

]t=t

t=0

. (68)

By evaluating Eq. (68), and using r2 ≫ qγ, we obtain

∂L
∂D

≈ − γ2

√
2TY D0e2γt

(

D

D0

(e2γt − 1) + 2

)

+

√
2

D
. (69)

We will now look at behaviour for both large and small time.

1. Large t

For t ≫ ln 2
2γ

we have e2γt ≫ 1 and we rewrite Eq. (69) as

∂L
∂D

≈
√
2

D
− 1

e2γt
√

2D2 + γy20De2γt
. (70)

Multiplying Eq. (70) by D gives

D
∂L
∂D

≈
√
2− D

e2γt
√

2D2 + γy20De2γt
. (71)
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It is difficult to simplify much further from here, so we look at the following two cases.

i) When D ≫ γy2
0
e2γt

2
, Eq. (71) becomes

D
∂L
∂D

≈
√
2− 1

e2γt
√
2
, (72)

with the leading order behaviour ∝ D0.

ii) When D ≪ γy2
0
e2γt

2
, Eq. (71) becomes

D
∂L
∂D

≈
√
2−

√
D

e3γt
√
γy0

, (73)

which is ∝ D0, D
1

2 to leading order.

2. Small t

If we take t ≪ D0

2Dγ
and use e2γt ≈ 1 + 2γt, Eq. (69) becomes

∂L
∂D

≈ −(
√
2γt)

(

1

D0

− 2

D

)

. (74)

Multiplying Eq. (74) by D, and using D ≫ D0 gives

D
∂L
∂D

≈ −(
√
2γt)

(

D

D0

)

, (75)

which is ∝ D1 to leading order.

D. A summary of the results

Table 1 summarizes our results of scalings of ZL for the various limits that were considered

in Sections III-IV. The leading order term is marked by an underline.

To understand Table 1, it is useful to translate the limits involving q, r, D and D0 into

three length scales y0, ǫ =
√

D
γ
, ǫ0 =

√

D0

γ
, introduced in Section III. To this end, we begin

by noting that
D

D0

=

√

ǫ

ǫ0
,

q

r
=

y20√
2ǫ2

,
r√
γq

=

√
2ǫ2

y0ǫ0
. (76)

From Eq. (76), we can find that

q ≫ r ≫ √
qγ =⇒

√
2
ǫ2

ǫ0
≫ y0 ≫

√
2ǫ, (77)

q ≫ √
qγ ≫ r =⇒ y0 ≫

√
2
ǫ2

ǫ0
≫

√
2ǫ, (78)

q ≪ r =⇒ y0 ≪
√
2ǫ. (79)
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Case

P
P
P
P
P
P
P

P
P

P
P

P
PP

Limits taken

Time
t ≫ ln 2

2γ t ≫ ln
D0
D

2γ t ≪ 1
2γ t ≪ D0

2Dγ all time

q > r > 0
q ≫ r ≫ √

qγ,D ≫ D0 D− 1

2 , D0 - - D1 -

q ≫ √
qγ ≫ r,D ≫ D0 D− 1

2 , D−1 - - D2 -

r < 0 q ≫ |r|, D0 ≫ D - D0, D1, Dln(D) D1, D0 - -

r > q > 0

q ≪ r,D ≫ D0 - - - D1 -

q ≪ r,D ≫ D0, D ≫ γy2
0
e2γt

2 D0 - - - -

q ≪ r,D ≫ D0, D ≪ γy2
0
e2γt

2 D
1

2 , D0 - - - -

q = 0 none - D−1, D0 - D1 -

r = 0 none - - - - D− 1

2

TABLE I: Summary of the scalings of L in different limits. The leading order term is

underlined.

We recall from Section IV, ZL ∝ D− 1

2 for r = 0 for all time, supporting a fractal with

DF = 2; the case of q = y0 = 0 does not support a fractal with DF > 0. These cases are

also included in Table 1 for completeness.

By examining Table 1 for all other cases and Eqs. (77)-(79), we can conclude that a

necessary condition for DF = 2 is (i) y0 ≫ ǫ (when y0 exceeds the uncertainty introduced

by the stochastic noise); (ii) the limit of large time so that the effect of the movement of a

PDF dominates over the entropy change, with no effect of an initial condition. In particular,

it is interesting to see that the cases of Eqs. (77) and (78) shown in the first two rows in

Table 1 have the same leading order term ∝ D− 1

2 with DF = 2 in the limit of large time.

The difference between these two cases appears at the second order. Specifically, for the

case of Eq. (77), the second order term ∝ D0 is due to the entropy change. In comparison,

for the case of Eq. (78), the second order term ∝ D−1 ∝ ǫ−2 suggests a scaling region with

DF = 3. This additional fractal scaling arises from the fact that the width of an initial PDF

is sufficiently small with a well-separated length scale between y0, ǫ and ǫ0; the intermediate

length scale
√
2 ǫ2

ǫ0
(≪ y0) is responsible for the appearance of DF = 3 at the second order.

In comparison, when ǫ ≫ y0, the leading order term in Table 1 is ∝ D0 in the limit of

large time, reflecting that L is due to the change in entropy. Almost similar behaviour is
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seen for the case of r < 0 (D0 > D) where the width of an initial PDF introduces a scale

that is much larger than the uncertainty associated with ǫ due to the stochastic noise. These

observations suggest that there are two critical length scales for a fractal scaling region; the

upper limit λ in Eq. (22) is y0 while the lower limit is given by ǫ0.

Finally, for a sufficiently small time, the leading order behaviour in almost all cases in

Table 1 exhibits the scaling ∝ D1, which is due to the initial diffusion, as noted in Section

IV.B. The exceptional scaling D2 appears due to the existence of the intermediate length

scale
√
2 ǫ2

ǫ0
(≪ y0) for the case of Eq. (78).

VI. DISCUSSIONS AND CONCLUSIONS

We proposed a new methodology to understand a stochastic process from the perspective

of information theory by investigating power-law scalings and fractals in the evolution of

information. Specifically, we employed the Ornstein-Uhlenbeck process where an initial

Probability Density Function (PDF) with a given width ǫ0 and mean value y0 relaxes into

a stationary PDF with a width ǫ, set by the strength of a stochastic noise D. We utilized

the information length L which quantifies the accumulative information change, ǫ playing

the role of the unit of information or resolution in the long time limit, and investigated the

scaling of L with ǫ by calculating ∂
∂ ln ǫ

L. When ǫ = ǫ0, a robust power-law scaling with

the fractal dimension DF = 2 results from the movement of a PDF. In general, L exhibits

DF = 2 when the movement of a PDF was a main process. In particular, when D 6= D0, a

power-law scaling with DF = 2 is possible when y0 ≫ ǫ ≫ ǫ0. Physically, DF = 2 represents

the increase in information as the uncertainty is reduced, or alternatively, the decrease in

information as the uncertainty increased. This is similar to the result in [16] where the Fisher

information was shown to decrease under the process of coarse-graining. We also discussed

the meaning of different scalings of ZL; ZL ∝ D due to the diffusion while a constant ZL
due to entropy change. It is useful to contrast our proposed fractal dimension of L with the

information dimension D1 = limǫ→0
S(t)
ln ǫ

(e.g. see [18]), defined based on the entropy S(t) in

Eq. (29) where ǫ is a coarse-graining scale. For a Gaussian PDF, S(t) is independent of 〈x〉,
and D1 thus does not tell us anything about the movement of a PDF. This endorses that

our proposed method is new, with a potential to contribute to understanding the evolution

of information.
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For a nonlinear process, the scaling analysis is much harder due to the unavailability

of an exact analytical solution. In [22, 28], we utilized both semi-analytical and numerical

approaches to study an nth order nonlinear process governed by ∂tx = −γxn + ξ (n =

3, 5, 7) and showed that L(t → ∞) ≡ L∞ ∝ D− n−1

3n−1 in the limit of D0 ≫ D. If we use

p(x, t → ∞) ∝ exp [− γ
(n+1)D

xn+1] and let ǫ be the width of the stationary PDF, we obtain

ǫ ∝ D
1

n+1 and thus L∞ ∝ ǫ−
n2

−1

3n−1 . This implies that DF ∼ 1 + n2−1
3n−1

, which increases with n

for n ≫ 1. This suggests that a nonlinear force generates a more complex fractal structure

in the information evolution. How L(t) scales in general is yet to be studied in future.

We note that there are nonlinear processes where an exact time-dependent non-Gaussian

PDF can be found from a Gaussian PDF by a change of variables. Example include the

logistic and Gompertz equations with a delta-correlated multiplicative noise in [25] (and

also the motion of a quantum particle in [26]). As the information length is invariant under

the change of the coordinates, it can be conveniently calculated by using the Gaussian

PDF. It will be of interest to investigate scalings and fractals in these cases as well as in

the case of more general non-Gaussian PDFs.
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