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Symmetric and asymmetric discrimination of bosonic loss:

Toy applications to biological samples and photo-degradable materials

Gaetana Spedalieri,1, 2 Stefano Pirandola,1 and Samuel L. Braunstein1

1Computer Science & York Centre for Quantum Technologies, University of York, York YO10 5GH, United Kingdom
2Research Laboratory of Electronics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA

We consider quantum discrimination of bosonic loss based on both symmetric and asymmetric hypothesis

testing. In both approaches, an entangled resource is able to outperform any classical strategy based on coherent-

state transmitters in the regime of low photon numbers. In the symmetric case, we then consider the low-

energy detection of bacterial growth in culture media. Assuming an exponential growth law for the bacterial

concentration and the Beer-Lambert law for the optical transmissivity of the sample, we find that the use of

entanglement allows one to achieve a much faster detection of growth with respect to the use of coherent states.

This performance is also studied by assuming an exponential photo-degradable model, where the concentration

is reduced by increasing the number of photons irradiated over the sample. This investigation is then extended

to the readout of classical information from suitably-designed photo-degradable optical memories.

I. INTRODUCTION

Today we use classical or semi-classical sources of radia-

tion for a plethora of practical applications. A natural question

to ask is how far we can improve these applications by resort-

ing to the laws of quantum mechanics and the new framework

of quantum information [1–8]. In fact, nonclassical states rep-

resent a completely new resource for future quantum tech-

nology, once their generation and manipulation becomes rou-

tinely possible outside quantum labs. Examples of nonclas-

sical states are number states, squeezed states and entangled

states. In particular, quantum entanglement is one of the key

properties exploited in many quantum information tasks, e.g.,

in protocols of quantum teleportation [9–11], quantum metrol-

ogy [12–17], and quantum cryptography [18]. In the bosonic

case, entanglement is usually present in the form of Einstein-

Podolsky-Rosen (EPR) correlations [19], where the quadra-

ture operators of two bosonic modes are so correlated to beat

any possible classical description.

Entanglement and, more generally, quantum correlations

have already led to non-trivial improvements in information

tasks that are based on quantum hypothesis testing [20–28],

such as the detection of targets or quantum illumination [29–

37], and the readout of digital optical memories or quantum

reading [38–51]. These enhancements are particularly evi-

dent when the number of photons involved in the process is

relatively low. A very important scenario where low energy

matters is in the context of fragile material in biological sam-

ples. In this case, faint quantum light may effectively probe

the material without destroying it.

In this paper, we consider this context. We study the de-

tection of bosonic loss in fragile photo-degradable materi-

als. First, we review the theory of quantum discrimination

of bosonic loss by extending previous results from symmetric

to asymmetric hypothesis testing. Then, we show how quan-

tum entanglement can effectively be used to discriminate the

presence or absence of bacterial growth in a biological sam-

ple. The advantage is quantified in terms of speed of detection

with respect to the use of a coherent-state transmitter under the

same (relatively-low) number of mean photons irradiated over

the sample. We show energy regimes where this advantage be-

comes non-trivial, and how it can also be used to build fragile

memories where information remains hidden to standard op-

tical readers (extending previous ideas from Ref. [50]).

The manuscript is structured as follows. In Sec. II we pro-

vide a brief review of quantum hypothesis testing consider-

ing its symmetric and asymmetric formulation. In Sec. III,

we consider the quantum discrimination of bosonic loss and

its connection with the detection of non-zero concentration in

samples. In Sec. IV, we discuss the classical benchmark asso-

ciated with coherent-state transmitters. While this is known

for symmetric testing, here we also provide its expression

for the asymmetric case. In Sec. V, we then consider the

entanglement-based quantum transmitter, providing its perfor-

mance for both symmetric and asymmetric testing. In Sec. VI,

we explicitly compare classical and quantum transmitters un-

der the two different types of testing, and consider single- and

multi-copy (asymptotic) discrimination. In Sec. VII we apply

the tools to bacterial growth in a sample assuming an expo-

nential growth model and a toy model of photo-degradability.

In Sec. VIII, we extend the treatment to digital memories. Fi-

nally, Sec. IX is for conclusions.

II. QUANTUM HYPOTHESIS TESTING

A. Bayesian cost

We start by providing a brief survey of the concept of

Bayesian cost and its connection with symmetric and asym-

metric hypothesis testing. For simplicity, we consider the spe-

cific case of a binary hypothesis test, but the notion can easily

be generalized and formulated for N ≥ 2 different hypotheses.

Let us consider a binary test with hypotheses H0 (null) and

H1 (alternate), occurring with some a priori probabilities p0

and p1, respectively. In the quantum setting, these hypotheses

are associated with two possible states, ρ0 and ρ1, taken by

some quantum system, i.e., we may write

H0 : ρ = ρ0 , (1)

H1 : ρ = ρ1 . (2)
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Associated with the test, there is the conditional probability

p(k|i) of choosing the hypothesis Hk when the actual hypothe-

sis is Hi, with i, k ∈ {0, 1}. In a quantum test, this probability is

determined by the quantum measurement which is performed

on the system. In particular, it is always sufficient to consider

a dichotomic quantum measurement, described by a positive

operator-valued measure (POVM) with two operators M0 ≥ 0

and M1 = I − M0. Thus, we may write the Born rule

p(k|i) = Tr (Mkρi) . (3)

For k , i, we have error probabilities, known as false-

negative probability p(0|1), and false-positive probability

p(1|0). In general, we can also introduce a cost matrix C,

whose generic element Cki represents the ‘cost’ associated

with conditional probability p(k|i). Thus, the goal of the bi-

nary test is to minimize the following Bayes’ cost function

CB :=
∑

i,k

Cki pi p(k|i) . (4)

In particular, we may choose

C =

(

0 C01

C10 0

)

, (5)

so that

CB = C10 p0 p(1|0) +C01 p1 p(0|1). (6)

Depending on the choice of C01 and C10, we may have a

symmetric or asymmetric hypothesis test. When the costs are

the same (C01 = C10 = 1), we retrieve symmetric hypothesis

testing. Here the cost function simply becomes the mean error

probability of the test

CB = p̄ := p0 p(1|0) + p1 p(0|1). (7)

By contrast, in case of completely unbalanced costs, such as

C01 = 1 or C10 = 0, we have asymmetric hypothesis testing,

with the cost function collapsing into the false-negative error

probability, i.e., CB = p(0|1).

B. Symmetric Testing

Here we describe the main tools used in the symmetric

testing of two quantum hypotheses, considering (for simplic-

ity) the case of a uniform a priori probability distribution

p0 = p1 = 1/2. The mean error probability associated with

the test is minimized by the Helstrom POVM [20] and is given

by the Helstrom bound

p̄ =
1 − D(ρ0, ρ1)

2
, (8)

where D(ρ0, ρ1) is the trace distance between the two quantum

states [1, 2].

In general, the two states can be a tensor product of M

single-copy states, i.e.,

ρi = σ
⊗M
i := σi ⊗ · · · ⊗ σi

︸         ︷︷         ︸

M

. (9)

In this multi-copy discrimination setting, a very useful tool

is the quantum Chernoff bound (QCB) [52–54]. This is an

upper-bound p̄QCB ≥ p̄, which is defined as

p̄QCB :=
CM

2
, C := inf

s∈(0,1)
Cs, (10)

where Cs := Tr(σs
0
σ1−s

1
) is the s-overlap between the two

single-copy states σ0 and σ1. The QCB is asymptotically

tight, meaning that we have p̄QCB ≃ p̄ for M → +∞ [52, 53].

Other computable bounds can be considered satisfying

p̄F ≤ p̄ ≤ p̄QCB ≤ p̄QBB , (11)

where

p̄QBB :=
1

2
CM

1/2 (12)

is the quantum Battacharyya bound (QBB) [54] and we

have [55]

p̄F :=
1 −
√

1 − FM

2
, (13)

with F := Tr

√√
σ0σ1

√
σ0 being the single-copy fidelity [56,

57] between σ0 and σ1 (note that, more precisely, this is

known as the “Bures fidelity”).

In the specific case where σ0 and σ1 are Gaussian states,

one can easily compute their fidelity F and their overlap Cs,

starting from their statistical moments [54, 58]. One can there-

fore derive all the above bounds p̄F, p̄QCB, and p̄QBB (see Ap-

pendix A).

C. Asymmetric Testing

In the regime of many copies M, we can write the follow-

ing asymptotic behaviors for the error probabilities associated

with the test

p(1|0) ≃ 1

2
exp(−αRM) , (14)

p(0|1) ≃ 1

2
exp(−βRM) , (15)

where αR is the error-rate exponent of the false-positive prob-

ability, and βR is the error-rate exponent of the false-negative

probability.

In asymmetric quantum discrimination, we aim to maxi-

mize the error-rate exponent of the false negatives βR while

constraining the error-rate exponent of the false positives

αR ≥ r with a positive parameter r. By optimizing over all the

possible quantum measurementsM, the maximum error-rate

max
M
βR is given by the quantum Hoeffding bound (QHB) [59],

which is defined as

H(r) = sup
0≤s<1

P(r, s), P(r, s) :=
−rs − ln Cs

1 − s
. (16)

In case of Gaussian states σ0 and σ1, the QHB can be com-

puted from their statistical moments [60] (see Appendix A).
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D. Discriminating a pure state from a mixed state

In the specific case where one of the two states is pure, say

σ0 = |ϕ〉 〈ϕ|, we have some simplifications in the above tools.

First of all, the QCB can be directly computed from the quan-

tum fidelity as

C = F = 〈ϕ|σ1 |ϕ〉 , (17)

so that we can write

p̄QCB =
FM

2
. (18)

Then, the QHB satisfies the inequality

H(r) ≥ − ln F . (19)

As a result, we may write

p(0|1) ≃ 1

2
exp(−HM) ≤ p̄QCB . (20)

This is intuitively expected because it is surely easier to min-

imize the false-negative error probability p(0|1), constraining

the false positive error probability p(1|0), rather than mini-

mizing their average p̄. However, if the control on the false-

positives is good, here meaning that r ≥ − ln F, then the QHB

and the QCB coincides. In fact, we have

H(r) = − ln F for r ≥ − ln F, (21)

which clearly implies p(0|1) ≃ p̄QCB.

The proof of Eqs. (19) and (21) is easy. First, from the

definition of the QHB, we note that we can generally write

the inequality

H(r) ≥ lim
s→0

P(r, s) = lim
s→0

(− ln Cs) (22)

= − ln

(

lim
s→0

Cs

)

. (23)

Now, if σ0 = |ϕ〉 〈ϕ|, then we have [58]

lim
s→0

Cs = F (|ϕ〉 , σ1) , (24)

which provides Eq. (19). Furthermore, in this case of one pure

state, Ref. [60] proved the following upper-bound

H(r) ≤ HF(r) :=






− ln F for r ≥ − ln F ,

+∞ for r < − ln F .

(25)

By combining Eq. (19) and (25), we then derive the result of

Eq. (21).

E. Discriminating two pure states

In the stronger case where both the states are pure, i.e., σ0 =

|ϕ0〉 〈ϕ0| and σ1 = |ϕ1〉 〈ϕ1|, we have further simplifications.

For the multi-copy Helstrom bound, we can write

p̄ =
1 − D

(

|ϕ0〉⊗M , |ϕ1〉⊗M
)

2
, (26)

where the trace distance D can be here computed from the

fidelity as

D =

√

1 − F
(

|ϕ0〉⊗M , |ϕ1〉⊗M
)

(27)

=

√

1 − F (|ϕ0〉 , |ϕ1〉)M , (28)

where

F(|ϕ0〉 , |ϕ1〉) = |〈ϕ0 |ϕ1〉|2 . (29)

Then, for the QHB we can write [60]

H(r) = HF(r) . (30)

In particular, for bad control on the false positives (r < − ln F)

we have H(r) = +∞, which means that the asymptotic de-

cay of the false-negative error probability p(0|1) is super-

exponential [60].

III. QUANTUM DISCRIMINATION OF LOSS

The above tools of quantum hypothesis testing can also be

employed to solve problems of quantum channel discrimi-

nation. Here, an unknown quantum channel, E0 or E1, is

prepared inside an input-output black-box and passed to a

reader [5, Sec. V.H], whose aim is to distinguish the two chan-

nels by probing the input port and measuring the output. In the

bosonic setting, this problem can be further constrained by

considering Gaussian channels [5], in particular, lossy chan-

nels Eτ which are characterized by a single transmissivity pa-

rameter τ ∈ [0, 1]. These channels can be dilated into beam-

splitters subject to vacuum noise (see Appendix B for more

details on lossy channels).

In this paper we are interested in sensing the presence of

loss, which corresponds to the discrimination between a loss-

less channel (i.e., the identity channel I) from a lossy channel

with some transmissivity τ < 1. In other words, we consider

transmissivity τ0 = 1 as our null hypothesis H0, and transmis-

sivity τ1 := τ < 1 as our alternative hypothesis H1.

This problem is relevant in biological problems, such as

the detection of small concentrations of cells or bacteria. The

connection is established by the Beer-Lambert law [61]. Ac-

cordingly to this law, the concentration c of species within a

sample can be connected with its absorbance or transmissivity

τ by the formula

τ = 10−εlc, (31)

where ε is an absorption coefficient (for that species), and l

is the path length. From an optical point of view, the sample

is therefore equivalent to a lossy channel with concentration-

dependent transmissivity τ = τ(c). Our problem can be

mapped into the discrimination between non-growth (c = 0)

and growth (c > 0) within a biological sample.

An important issue is related with the amount of energy

employed to probe the black-box or, equivalently, the sample

in the biological setting just described. First of all, a problem
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of Gaussian channel discrimination makes sense only if we

assume an energetic constraint for the optical mode probing

the box, otherwise any two different channels can always be

perfectly distinguished (using infinite energy).

Second, we assume that this constraint imposes an effective

regime of few photons, so that the box is read in a noninvasive

way, which fully preserves its content. This is particularly im-

portant from a biological point of view, since bacteria may be

photo-degradable and DNA/RNA extracts in samples can eas-

ily be degraded by strong light (especially, in the UV regime).

Thus, in our quantum sensing of loss, we assume suitable

energetic constraints at the input, which may be of two kinds:

(1) Local energetic constraint, where we fix the mean number

of photons employed in each single readout of the box;

in particular, we are interested in the use of a single

readout and in the limit of many readouts (e.g., using a

broadband signal).

(2) Global energetic constraint, where we fix the mean num-

ber of photons which are used in totality, i.e., over all

the readouts of the box.

Imposing one of these constraints and a suitable regime of few

photons, our work aims to prove the superiority of quantum-

correlated sources with respect to classical sources for nonin-

vasive sensing of loss.

As shown by the setups of Fig. 1, we first consider a clas-

sical strategy where a single-mode S , prepared in a classical

state (in particular, a coherent state), is irradiated through the

sample and detected at the output by an optimal dichotomic

POVM. Then, we compare this approach with the quantum

strategy where two modes, signal S and reference R, are pre-

pared in a quantum correlated state, in particular, a two-mode

squeezed vacuum (TMSV) state, which is a finite-energy ver-

sion of an Einstein-Podolsky-Rosen (EPR) state [5]. Only the

signal mode is irradiated through the sample, while the ref-

erence mode is directly sent to the measurement setup where

it is subject to an optimal dichotomic POVM jointly with the

output mode S ′ from the sample.

The readout performance of these two setups are compared

by constraining the energy of the signal mode S , by fixing the

mean number of photon n̄ per mode (local constraint), or the

total mean number of photons N̄ = Mn̄ in M probings of the

sample. The performance is evaluated in terms of minimum

error probability considering both symmetric and asymmetric

hypothesis testing.

IV. CLASSICAL BENCHMARK

In the classical setup of Fig. 1(a), the input signal mode S

is prepared in a coherent state |α〉 and transmitted through the

sample. At the output, the receiver may be a photon count-

ing detector, which is then followed by post-processing of the

outcomes. The performance of this receiver can always be

bounded by considering an optimal dichotomic POVM (e.g.,

the Helstrom POVM [20] in symmetric testing and other suit-

able dichotomic POVMs in the asymmetric case [59]).

S 

R 

r Transmitter 

(source) 

Sample 

S Receiver 

(detector) 
r 

(a) 

(b) 

Transmitter 

(source) 

Receiver 

(detector) 

Sample 

S’ 

S’ 

FIG. 1: Configurations for sensing the presence of loss in a sample

via a transmitter (source) and a receiver (detector). Panel (a). In

the classical setup, a signal mode S is prepared in a coherent state

and irradiated through the sample, with the output mode S ′ subject

to optimal detection. Panel (b). In the quantum setup, the transmitter

is composed of two quantum-correlated modes, S and R. Only S is

irradiated through the sample. The output S ′ is combined with R in

a joint optimal quantum measurement.

Let us solve this problem in the general multi-copy sce-

nario, where the sample is probed M times, so that the input

state is given by the tensor product

|α〉⊗M = |α〉 ⊗ · · · ⊗ |α〉
︸           ︷︷           ︸

M

. (32)

It is clear that the output states will be either |α〉⊗M (under

hypothesis H0) or
∣
∣
∣
√
τα

〉⊗M
(under hypothesis H1).

Since the two possible outputs are pure states, we can easily

compute the Helstrom bound (for symmetric testing) and the

QHB (for asymmetric testing) according to Sec. II E. In fact,

we just need to compute the fidelity between the single-copy

output states

F
(

|α〉 ,
∣
∣
∣

√
τα

〉)

= exp

(

−
∣
∣
∣α −

√
τα

∣
∣
∣
2
)

(33)

= exp[−n̄(1 −
√
τ)2], (34)

where n̄ = |α|2 is the mean number of photons of the single-

copy coherent state at the input.

Then, using Eqs. (26)-(28), one derives the following Hel-

strom bound for the coherent-state transmitter [38]

p̄coh =
1 −

√

1 − e−N̄(1−
√
τ)2

2
. (35)

We can see that the minimum error probability depends on

the total mean number of photons N̄ = Mn̄. This means that

it makes no difference to use: (i) either M identical faint co-

herent states each with n̄ mean photons, (ii) or a single ener-

getic coherent state with N̄ mean photons. Also note that, for

N̄(1 −
√
τ)2 ≪ 1, we have p̄coh ≃ 1/2, i.e., random guessing.

Discrimination becomes therefore challenging at low photon

numbers.
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Note that it is also easy to compute the QCB. Since the two

states are pure, we can write it in terms of the quantum fidelity

as specified by Eq. (18), which here becomes

p̄
QCB

coh
=

1

2
exp[−N̄(1 −

√
τ)2]. (36)

One can easily check that this is an upper-bound to the mini-

mum error probability of Eq. (35), becoming tight in the limit

of a large number of copies M ≫ 1.

In the case of asymmetric quantum discrimination, we aim

to minimize the probability of false negatives p(0|1). In a bi-

ological sample, this means one should minimize the proba-

bility of concluding that there is no growth of bacteria when

there actually is. More precisely, we aim to derive the QHB

which maximizes the error-rate exponent βR of p(0|1) in the

regime of many copies M, while constraining the error-rate

exponent for the false positives αR ≥ r. By using Eq. (30), we

derive

Hcoh(r) =






− ln F = n̄(1 −
√
τ)2, for r ≥ n̄(1 −

√
τ)2

+∞, for r < n̄(1 −
√
τ)2

(37)

Here we note that for bad control of the false positives r <

n̄(1 −
√
τ)2, the QHB has a super-exponential decay in M. In

contrast, for good control of the false positives r ≥ n̄(1−
√
τ)2,

the QHB has the following asymptotic exponential decay

pcoh(0|1) ≃ 1

2
exp[−M H(r)] (38)

≃ 1

2
exp

[

−N̄(1 −
√
τ)2

]

, (39)

which is the same as the QCB in Eq. (36). This an intuitive

result because in the case of good control, besides Eq. (39),

we also have

pcoh(1|0) ≃ 1

2
exp[−M r] (40)

≤ 1

2
exp

[

−N̄(1 −
√
τ)2

]

. (41)

Thus, by replacing Eqs. (39) and (41) in the average error

probability of Eq. (7), we retrieve

p̄coh .
1

2
exp

[

−N̄(1 −
√
τ)2

]

. (42)

V. QUANTUM TRANSMITTER

In the quantum setup of Fig. 1(b), we consider a transmitter

composed of two quantum-correlated modes, the signal S and

the reference R. The signal mode, with n̄ mean photons, is

irradiated through the sample and its output S ′ is combined

with the reference mode in an optimal quantum measurement.

For a fixed state ρS R of the input modes S and R, we get two

possible states

σ0 = (I ⊗ I)(ρS R) = ρS R, (43)

σ1 = (Eτ ⊗ I)(ρS R), (44)

for the output modes S ′ and R at the receiver. In general,

for multi-copy discrimination, the input tensor product ρ⊗M
S R

is

transformed into either σ⊗M
0

or σ⊗M
1

.

As an example of a single-copy state ρS R let us consider a

TMSV state (or realistic EPR source). This is a zero-mean

pure Gaussian state |µ〉S R with covariance matrix (CM) [5]

V(µ) =

(

µI
√

µ2 − 1Z
√

µ2 − 1Z µI

)

,
Z := diag(1,−1),

I := diag(1, 1),
(45)

where µ ≥ 1 quantifies both the mean number of thermal pho-

tons in each mode, given by n̄ = (µ − 1)/2, and the amount of

signal-reference entanglement [5].

Using such a state at the input, we get two possible zero-

mean Gaussian states at the output: One is just the input

TMSV state σ0 = |µ〉S R 〈µ|, while the other state σ1 is mixed

and has CM (see Appendix C)

V1(µ, τ) =

(

(τµ + 1 − τ)I
√

τ(µ2 − 1)Z
√

τ(µ2 − 1)Z µI

)

. (46)

Since one of the output states is pure, we can exploit the tools

of Sec. II D.

For symmetric testing we compute the QCB, which can

be directly derived from the quantum fidelity, as specified in

Eq. (18). The multi-copy minimum error probability p̄quant is

upper-bounded by

p̄
QCB
quant =

FM

2
, (47)

where the fidelity F = 〈µ|σ1 |µ〉 is determined by the CMs of

the two Gaussian states [58]. This is equal to

F =
4

√

det[V(µ) + V1(µ, τ)]
=

[

1 + n̄
(

1 −
√
τ
)]−2
. (48)

Thus, we have [38]

p̄quant ≤ p̄
QCB
quant =

1

2

[

1 + n̄
(

1 −
√
τ
)]−2M

. (49)

For asymmetric testing we compute the QHB. From

Eq. (19), we may write

Hquant(r) ≥ − ln F = 2 ln
[

1 + n̄
(

1 −
√
τ
)]

. (50)

More precisely, according to Eq. (21), we have

Hquant(r) = 2 ln
[

1 + n̄
(

1 −
√
τ
)]

, (51)

for r ≥ 2 ln
[

1 + n̄
(

1 −
√
τ
)]

. Then, we have numerically

checked that for r < 2 ln
[

1 + n̄
(

1 −
√
τ
)]

, the QHB Hquant(r)

can become infinite. This can be checked by computing the

QHB Hquant(r) directly from Eq. (16) and using the Gaussian

formula for the s-overlap (see Appendix D for more details).



6

VI. COMPARISON AND QUANTUM ADVANTAGE

In this section, we compare the classical and quantum

strategies for noninvasive sensing of loss, showing how the

use of quantum correlations enables us to outperform the

classical benchmark achieved with coherent-state inputs. For

symmetric testing, we consider the difference (or gain)

∆ := p̄coh − p̄
QCB
quant ≤ p̄coh − p̄quant, (52)

using the expressions in Eqs. (35) and (49). Its positivity is a

sufficient condition for the superiority of the quantum trans-

mitter (while ∆ ≤ 0 corresponds to an inconclusive compari-

son). In particular, for ∆ close to 1/2, we have that p̄quant ≃ 0

and p̄coh ≃ 1/2, which means that the quantum strategy allows

for perfect sensing while the classical strategy is equivalent to

random guessing.

We start by considering a single probing of the sample, i.e.,

M = 1. Then, we plot ∆(n̄, τ) considering the regime of small

photon numbers (n̄ ≤ 10) and for 0 ≤ τ < 1. As we can see

from Fig. 2, the quantum transmitter is better in most of the

parameter plane, with very good performances for τ close to 1

(which corresponds to sensing an almost transparent growth).

To better explore this region we consider the expansion for

τ ≃ 1. By setting τ = 1 − ε, we get the first-order expansion

p̄coh ≃
1

2

(

1 +

√
n̄

2
ε

)

, p̄
QCB
quant ≃

1

2
(1 − n̄ε) , (53)

so that

∆ ≃
( √

n̄ + 2n̄

4

)

ε, (54)

which is always positive.
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FIG. 2: Comparison between the quantum transmitter (EPR source)

and the classical transmitter (coherent state) for single-copy probing

M = 1. We contour-plot the gain ∆ in the range 0 ≤ τ < 1 and

n̄ ≤ 10. In most of the range, we have ∆ > 0 proving the superiority

of the EPR transmitter, with better performances for τ ≃ 1.

We then analyze the multi-probing case where the samples

are queried M times where we fix the mean number of photons

per signal mode n̄ (local energy constraint). We then specify

the gain ∆(M, n̄, τ) for M = 20, and we plot the results in

Fig. 3. We see that the good region where ∆ approaches the

optimal value of 1/2 is again for transmissivities τ ≃ 1.
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FIG. 3: Comparison between the quantum transmitter (EPR source)

and the classical transmitter (coherent state) for multi-copy probing

M = 20. We contour-plot the gain ∆ in the range 0 ≤ τ < 1 and

n̄ ≤ 10. In a good fraction of the range, we have ∆ > 0 proving

the superiority of the EPR transmitter, with better performances oc-

curring for τ ≃ 1. Despite the fact they are not visible in the figure,

for n̄ ≃ 0 we have ∆ = 0 as expected. Similarly, we have ∆ = 0 at

exactly τ = 1.

A. Asymptotic multi-copy behavior

Here we keep the local energy constraint, i.e., we fix the

mean number of photons per signal mode n̄, and we compare

the two transmitters in the limit of a large number of copies

M ≫ 1. In this limit the mean error probability in the sym-

metric test is well approximated by the QCB, so that, from

Eqs. (36) and (49), we can write

p̄coh ≃ p̄
QCB

coh
=

1

2
e−Mκcoh , (55)

where κcoh := n̄(1 −
√
τ)2, and

p̄quant ≃ p̄
QCB
quant =

1

2
e−Mκquant , (56)

where κquant := 2 ln[1+ n̄(1−
√
τ)]. Thus, the asymptotic gain

can be measured by the ratio

R =
κquant

κcoh

. (57)

It is clear that for R > 1, the error probability of the EPR trans-

mitter goes to zero more rapidly than that of the coherent-state
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transmitter (while R ≤ 1 corresponds to the opposite behav-

ior). This ratio is shown in Fig. 4. We see that for high values

of the transmissivity, the EPR transmitter has an error expo-

nent κquant which becomes orders of magnitude higher than the

classical one κcoh.
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FIG. 4: Plot of the asymptotic ratio R = κquant/κcoh in terms of trans-

missivity τ and mean number of photons in the signal mode n̄. Note

that R > 1 in almost all the plane and R becomes of the order of 103

close to the region τ ≃ 1 (even though we have a discontinuity at

exactly τ = 1, where R must be 1).

B. Asymptotic multi-copy behavior: Asymmetric testing

Assuming a local energy constraint we now compare the

quantum and the classical coherent transmitter from the point

of view of asymmetric testing. We consider the ratio between

the two QHBs, i.e., for any control r we define

RQHB(r) =
Hquant(r)

Hcoh(r)
. (58)

According to Eqs. (37) and (50), we have

Hcoh(r) =






rcoh for r ≥ rcoh

+∞ for r < rcoh

(59)

and






Hquant(r) = rquant for r ≥ rquant

Hquant(r) ≥ rquant for r < rquant

(60)

where

rcoh := n̄(1 −
√
τ)2, rquant := 2 ln

[

1 + n̄
(

1 −
√
τ
)]

. (61)

If we assume good control on the false positives, i.e., r ≥
max{rcoh, rquant}, then we find that the false negative probabil-

ity is well approximated by the QCB, i.e., p(0|1) ≃ p̄QCB (see

Sec. II D). As a result, the ratio in Eq. (58) asymptotically co-

incides with the previous ratio in Eq. (57), i.e., RQHB(r) ≃ R,

and the same result shown in Fig. 4 also applies to asymmetric

testing.

Let us now study what happens in the presence of moderate

control of false positives. Let us consider the case rcoh < rquant

which happens in a delimited region of the plane (n̄, τ) cor-

responding to the non-black area in Fig. 5. Then, we as-

sume r = rcoh, so that Hcoh(r) remains finite, while Hquant(r)

can become infinite. As we see from Fig. 5, there is a wide

area where RQHB(r) = +∞, meaning that the quantum EPR

transmitter provides a super-exponential decay for the false-

negative probability, while it remains exponential for the clas-

sical transmitter.
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FIG. 5: Contour-plot of the ratio RQHB(r) for r = rcoh < rquant in the

plane (n̄, τ). The black area has to be ignored since it is not compati-

ble with the condition rcoh < rquant. We can see that there is a region

where the ratio is finite and a wider one where it becomes infinite.

If we consider the opposite case r = rquant < rcoh, which

may only occur in the black area of Fig. 5, then we see that

Hcoh(r) becomes infinite while Hquant(r) remains finite. In

other words, we have RQHB(r) = 0 in all the black region.

Finally, for r < min{rcoh, rquant} there are indeterminate forms

which do not allow us to provide a simple description of the

situation.

From these results it is clear that, for low photon numbers

per mode (n̄ . 10) and high transmissivities (here τ & 0.5),

the quantum EPR transmitter greatly outperforms the classical

transmitter in the asymmetric quantum discrimination of loss.

C. Comparison under the global energy constraint

In order to study the case of the global constraint we set

n̄ = N̄/M in the QCB in Eq. (49), so that it can expressed as

p̄
QCB
quant(τ, N̄/M,M). As we show in Fig. 6, the value of p̄

QCB
quant

decreases for increasing M, at fixed total energy N̄ and trans-

missivity τ. In other words, it is better to use a large number

of copies (M ≫ 1) of the TMSV state with vanishingly small
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number of photons per copy (n̄ ≪ 1), instead of a single en-

ergetic TMSV state with N̄ mean photons . Remarkably the

asymptotic behavior is rapidly reached after a finite number

of copies, e.g., M ≃ 5 for N̄ = 1.
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FIG. 6: Behaviour of p̄
QCB
quant in terms of τ and M at fixed total energy

N̄. We see that at any fixed transmissivity τ, the QCB of the EPR

transmitter is optimized by increasing the number of copies M. This

plot refers to N̄ = 1 but the behavior is generic for any N̄.

For large M, we find the optimal asymptotic expression

lim
M→+∞

p̄
QCB
quant(τ, N̄/M,M) =

1

2
exp

[

−2N̄(1 −
√
τ)

]

, (62)

and we find the optimal gain is

∆opt := p̄coh(τ, N̄) − 1

2
exp

[

−2N̄(1 −
√
τ)

]

. (63)

As shown in Fig. 7, we can see that for relatively small num-

bers of photons N̄ ≤ 50, globally irradiated over the sample

the EPR transmitter clearly outperforms the classical strategy,

especially for high transmissivities τ ≃ 1. In other words,

the use of a quantum source has non-trivial advantages for the

noninvasive detection of small concentrations. Luckily, we

do not have to consider the limit of M → ∞ for approaching

the optimal performance of the EPR transmitter since, as we

have already seen in Fig. 6, this performance is approximately

reached with small finite M. Indeed, we have numerically

checked that M = 5 already provides a good approximation

of the asymptotic behavior.

VII. BIOLOGICAL GROWTH AND

PHOTODEGRADABILITY

A. Non-invasive detection of growth in biological samples

As discussed in Sec. III, the concentration c of species

within a sample can be connected with its transmissivity τ by

the formula τ(c) = 10−εlc, where ε is an absorption coefficient

and l is the path length. Thus, the sample is a lossy chan-

nel with concentration-dependent transmissivity τ(c) and the
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FIG. 7: Contour-plot of the optimal gain ∆opt as a function of τ and

N̄. Note that ∆opt approaches 1/2 in the top part of the plot.

problem of loss detection can be mapped into the discrimina-

tion between non-growth (c = 0) and growth (c > 0) within

the sample. For simplicity, in the following we set εl = 1, so

that τ(c) = 10−c.

We then introduce a phenomenological model of bacte-

rial/cell growth in the sample, so that the concentration de-

pends on time t (abstract units) in a typical exponential law

c(t) = c0

[

1 − exp(−gt)
]

, (64)

where g is a saturation parameter and c0 is the asymptotic con-

centration (at infinite time). Using Eq. (64) we can write τ as

a function of time t as follows

τ(t) = 10−c0[1−exp(−gt)] . (65)

Now we can analyze how well we can distinguish between

unit transmissivity (no growth) and τ(t) < 1 (growth) at any

specified time t. For this aim, we replace τ(t) in the error

probabilities associated with the classical and quantum EPR

transmitter. We consider the case of symmetric testing and we

assume a global energy constraint so that we fix the mean total

number of photons N̄ irradiated over the sample.

Mathematically, we then plug τ(t) into the formula of

p̄coh(τ, N̄) of Eq. (35) for the classical transmitter, so that we

can write p̄coh(t, N̄). Similarly, for the quantum EPR transmit-

ter, we plug τ(t) into the formula of p̄
QCB
quant(τ, n̄,M) of Eq. (49)

where n̄M = N̄. In this case, we can write p̄
QCB
quant(t, N̄,M)

and study the two extreme conditions of a single-mode EPR

transmitter (M = 1) and the broadband EPR transmitter with

M → +∞ (any other EPR transmitter with arbitrary M will

have a performance between these two extremes).

As before we can make the comparison by using the gain

∆ = p̄coh− p̄
QCB
quant whose maximal value is 1/2. Specifically, we

consider the gain given by the single mode EPR transmitter

∆1(t, N̄) = p̄coh(t, N̄) − p̄
QCB
quant(t, N̄, 1), (66)
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and the optimal gain given by the broadband EPR transmitter,

i.e.,

∆opt(t, N̄) = p̄coh(t, N̄) − p̄
QCB
quant(t, N̄,+∞). (67)

We compare the performances of the classical and quantum

transmitters plotting ∆1(t, N̄) and ∆opt(t, N̄) in Fig. 8.
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FIG. 8: Contour-plot of the gains ∆1(t, N̄) (top panel) and ∆opt(t, N̄)

(bottom panel) versus mean total energy N̄ irradiated over the sample

and time t of detection. We can see that the values approach 1/2 at

short timescales, corresponding to very low concentrations. In both

panels, we have chosen c0 = 1 and g = 0.2 for the growth model of

Eq. (64).

As we can see from Fig. 8, the EPR transmitter outperforms

the classical strategy at short times, i.e., at low concentrations,

when the mean total number of photons N̄ is restricted to rel-

atively small values. This means that, in this non-destructive

regime, the EPR transmitter is able to provide a much faster

detection of bacterial/cell growth in the sample. This is also

evident from Fig. 9, where we explicitly compare the perfor-

mances of the transmitters at N̄ = 500 photons. As we can

see, the quantum transmitter allows us to detect the presence

or absence of a growth in extremely short times (< 0.05 time

units in the figure), while we need to wait longer times (at least

0.4 time units) for obtaining the same performance by means

of a classical transmitter.
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FIG. 9: Error probabilities of the various transmitters (operated at

N̄ = 500 photons) as a function of time t (abstract units). The red

curve refers to the probability of the classical coherent transmitter

p̄coh. The blue curves refer to the quantum EPR transmitter p̄
QCB
quant

for single-mode probing M = 1 (dashed curve) and broadband prob-

ing M → +∞ (solid curve). We also show the corresponding be-

haviour of the concentration (solid black curve) which increases in

time. Here we have chosen c0 = 1 and g = 0.2 for the growth model

of Eq. (64).

B. Model combining growth and photo-degradability

We now combine the previous exponential growth model

with a model of photo-degradability. We assume that the con-

centration decays for increasing photon number N̄. More pre-

cisely, we assume that the concentration decay by a factor

exp(−γN̄t) where γ is a degradability parameter, N̄ is the mean

number of photons irradiated over the sample (constantly per

unit of time), and t is the time of the readout. We assume that

at time t the sample has been already irradiated with N̄t mean

photons, and the duration of the readout is equal to one time

unit. Combining this process with the growth model, we have

c(t) = c0

[

1 − exp(−gt)
]

exp(−γN̄t) , (68)

and a corresponding model for the transmissivity τ(t) = 10−c(t)

according to the Beer-Lambert law.

For simplicity, here we set c0 = γ = 1, g = 10, and

N̄ = 100. In Fig. 10 we show the behavior of the concen-

tration versus time and the corresponding performances of the

quantum and classical transmitters. The plot shows that the

quantum transmitter clearly outperforms the classical bench-

mark in terms of fast detection times. As a matter of fact, in

the regime of parameters investigated, the growth is present

only in a small time window (before the sample is degraded).

Within this window, the quantum transmitter is able to detect

bacterial growth with certainty, while the classical transmitter

has a non-trivial error probability (& 0.3).
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FIG. 10: Error probabilities of the various transmitters as a function

of time t (abstract units) and assuming N̄ = 100 mean photons irradi-

ated per time unit. The red curve refers to the error probability of the

classical coherent transmitter p̄coh. The blue curves refer to the quan-

tum EPR transmitter p̄
QCB
quant for single-mode probing M = 1 (dashed

curve) and broadband probing M → +∞ (solid curve). We also show

the corresponding behaviour of the concentration (solid black curve).

We have chosen c0 = γ = 1, g = 10 in the photo-degradable model

of Eq. (68).

VIII. FRAGILE DATA STORAGE

A practical scenario where the quantum detection of loss is

important is that of quantum reading [38], where the aim is to

boost the retrieval of classical data from an optical disk by ex-

ploiting quantum entanglement at low photon numbers. A ba-

sic setup for quantum reading consists of a series of cells, each

one encoding a bit of information. This is physically done by

picking two different reflectivities, r0 and r1, each encoding a

different bit value. A target cell is then read by shining optical

modes on it (generated by the transmitter) and detecting their

reflection back to a receiver. The use of an entangled source is

known to retrieve more information than any classical source

(e.g., based on a mixture of coherent states).

Here we consider the same basic model but in transmission,

i.e., assuming that the bit-values are encoded in two differ-

ent transmissivities, τ0 and τ1, and with the cells positioned

between the transmitter and the receiver. This is completely

equivalent from a mathematical point of view (since τ+r = 1).

Similarly to Ref. [50], we show that the advantage given by a

quantum EPR transmitter can be made extreme by introducing

a suitable photodegradable model for the memory. In fact, we

can assume a specific saturation behavior for the memory cells

in such a way that their transmissivities tend to coincide if we

increase the amount of energy adopted for their readout. As-

suming this model, we find wide regions of parameters where

the EPR transmitter is able to retrieve the maximum value of

1 bit per cell, while the classical coherent transmitter decodes

≃ 0 bits per cell. As we discuss below, this striking difference

can be exploited as a cryptographic technique.

As before we assume that τ0 = 1 and τ1 := τ < 1. We

can introduce a simple saturation effect by imposing that the

lower transmissivity τ tends to 1 for increasing photon num-

bers. This may be realized by imposing the exponential law

τ = 1 − θ1 exp(−θ2N̄), (69)

where N̄ is the mean total number of photons employed in

each probing, while θ1 and θ2 are parameters of the phe-

nomenological model. More specifically, parameter θ1 pro-

vides the value at zero energy (which is 1− θ1), and parameter

θ2 gives the speed of convergence to 1.

In order to evaluate the effects of this saturation behavior,

we have to combine the law of Eq. (69) with the energy-

dependent performances of the quantum and classical trans-

mitters. First of all, since we are considering the readout of a

memory cell, we connect the error probability in the channel

discrimination p̄ with the amount of information retrieved I.

This connection is given by the formula

I( p̄) = 1 − H( p̄), (70)

where H(p̄) := −p̄ log2 p̄ − (1 − p̄) log2(1 − p̄) is the binary

Shannon entropy. Thus, for the coherent transmitter, we have

Icoh := I(p̄coh) where p̄coh(τ, N̄) is given in Eq. (35). For

the quantum EPR transmitter, we have Iquant := I( p̄
QCB
quant) ≤

I( p̄quant), where the QCB p̄
QCB
quant(τ, n̄,M) is given in Eq. (49)

and n̄M = N̄. Thus, for any fixed choice of the parameters

θ1 and θ2, we can replace τ(N̄) in the previous information

quantities, so to have Icoh = Icoh(N̄) and Iquant = Iquant(N̄,M).

At fixed values of the energy N̄, we then compare the num-

ber of bits retrieved by the classical transmitter Icoh(N̄) with

those retrieved by the quantum EPR transmitter Iquant(N̄,M)

for M = 1 (i.e., a single energetic mode with N̄ mean pho-

tons) and for M → +∞ (i.e., an infinite number of modes

with vanishing mean photons N̄/M). The performance of the

quantum transmitter for arbitrary M will be bounded by these

two extremal curves. This comparison is shown in Fig. 11

where we assume several values for the parameters θ1 and θ2.

From the previous figure it is clear that we can consider pho-

todegradable models such that the classical transmitter is not

able to retrieve any information, while the EPR transmitter

can retrieve almost all the information in a specific range of

energies, depending on the θ’s.

This extreme situation could be exploited for cryptographic

tasks. In particular, an optical memory could be purposely

constructed to be photo-degradable in such a way as to hide its

encoded classical data from any standard optical drives based

on the use of coherent (or thermal) light. Only an advanced

laboratory able to engineer a quantum entangled source in

the correct window of energy will be able to read out the

stored confidential data. From this point of view, quantum

reading can provide a potential technological layer of secu-

rity based on the fact that the generation of entanglement and

other non-classical features is only possible in more advanced

labs of quantum optics. Furthermore, the range of energy to

be used must also be very well-tailored depending on the spe-

cific parameters θ1 and θ2 employed during data storage which

means that even an eavesdropper with an advanced laboratory

is likely to destroy the data. These concepts are clearly pre-

liminary but the basic ideas could further be developed into

potential practical applications.
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FIG. 11: Number of bits per cell which are retrieved by irradiating N̄ mean total number of photons per cell. In each panel, the red curve

close to zero is the performance of the classical coherent transmitter Icoh(N̄). The dashed blue curve is the performance of a single-mode

EPR transmitter Iquant(N̄,M = 1), while the solid blue curve is the performance of a broadband EPR transmitter Iquant(N̄,M → +∞). Any

EPR transmitter at fixed energy N̄ and arbitrary number of modes per cell M has a performance between the dashed and the solid blue

curves. The panels refer to various choices for θ1 and θ2 in the exponential law of Eq. (69). We consider: (a) (θ1, θ2) = (5 × 10−3, 10−4);

(b) (θ1, θ2) = (10−2, 7 × 10−4); (c) (θ1, θ2) = (5 × 10−2, 7 × 10−3); and (d) (θ1, θ2) = (10−1, 28 × 10−3).

IX. CONCLUSIONS

Partly building on previous analyses (e.g., Ref. [38]), we

have considered the quantum discrimination of bosonic loss

and extended results from symmetric to asymmetric testing.

In particular, we have derived the quantum Hoeffding bound

associated with the discrimination of loss by means of coher-

ent states (classical benchmark/transmitter) and TMSV states

(quantum EPR transmitter). Then, we have applied symmet-

ric testing to the study of fragile systems. In fact, we have

shown how the use of quantum entanglement greatly outper-

forms classical strategies (based on coherent-state transmit-

ters) for the low-energy detection of small concentrations in

samples. Assuming models of bacterial growth and photo-

degradability, we have shown parameter regimes where quan-

tum entanglement guarantees a very fast detection of growth,

while coherent-state transmitters are very slow or even unable

to detect the presence of bacteria.

Similar results are shown for the readout of photo-

degradable optical memories. Future steps involve the study

of the quantum advantage by considering other phenomeno-

logical models of bacterial growth and photo-degradability. In

the long run, these principles can be exploited to design more

advanced types of biological instrumentations, such as nonin-

vasive quantum-enhanced spectrophotometers for concentra-

tion detection and measurement. Because of the absence of

degradation, fragile samples could also be re-used or continu-

ously probed in a real-time fashion.
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Appendix A: Formulas for Gaussian states

For the sake of completeness we provide the formula for

the s-overlap between two Gaussian states, originally proven

in Ref. [54]. This formula enables us to compute the QCB

in Eq. (10) and the QHB in Eq. (16). Here we specify this

formula for the case of two-mode Gaussian states.

Given a pair of two-mode Gaussian states σ0 and σ1, their

s-overlap can be computed in terms of their first- and second-

order statistical moments, i.e., their mean values, x̄0 and x̄1,
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and their CMs, V0 and V1. In particular, the CMs can be

decomposed as

V0 = S0

(

ν0−I 0

0 ν0+I

)

ST
0 , (A1)

V1 = S1

(

ν1−I 0

0 ν1+I

)

ST
1 , (A2)

where {ν0−, ν0+} and {ν1−, ν1+} are their symplectic spectra, and

S0 and S1 are symplectic matrices [5].

Let us introduce the following real functions depending on

the parameter 0 < s ≤ 1

Gs(x) :=
2s

(x + 1)s − (x − 1)s
, (A3)

Λs(x) :=
(x + 1)s + (x − 1)s

(x + 1)s − (x − 1)s
. (A4)

Then, the s-overlap can be written as

Cs =
Πs√
detΣs

exp

[

−
dT
Σ
−1
s d

2

]

, (A5)

where d := x̄0 − x̄1,

Πs := 4Gs(ν
0
+)Gs(ν

0
−)G1−s(ν

1
+)G1−s(ν

1
−) , (A6)

and

Σs := S0

(

Λs(ν
0
−)I 0

0 Λs(ν
0
+)I

)

ST
0

+ S1

(

Λ1−s(ν
1
−)I 0

0 Λ1−s(ν
1
+)I

)

ST
1 . (A7)

Note that for computing the s-overlap it is crucial to derive

the full symplectic decompositions of Eqs. (A1) and (A2), not

only the symplectic spectra. However, this is an easy task for

CMs of the form

V =

(

aI cZ

cZ bI

)

. (A8)

In this case we can write [5]

ν± =

√
y ± (b − a)

2
, y := (a + b)2 − 4c2, (A9)

and

S =

(

ω+I ω−Z

ω−Z ω+I

)

, ω± :=

√

a + b ± √y

2
√

y
. (A10)

Finally, we also provide the formula for the fidelity be-

tween two multi-mode Gaussian states, one pure with statisti-

cal moments {x0,V0} and one mixed with statistical moments

{x1,V1}. This is given by [58]

F =
2n

√
det(V0 + V1)

exp

[

−dT (V0 + V1)−1 d

2

]

, (A11)

where d := x̄0 − x̄1. We use this formula in Eqs. (33) and (48)

of the main text.

Appendix B: Single-mode Gaussian channels and lossy channels

Let us consider a single bosonic mode in a Gaussian state

ρ, with mean value x̄ and covariance matrix (CM) V. The

action of a Gaussian channel on this state ρ → ρ′ = E(ρ) can

be easily expressed in terms of simple transformations on its

statistical moments. In particular, we have [5]

x̄→ x̄′ = Kx̄ + d , (B1)

V→ V′ = KVKT + N , (B2)

where d is a displacement vector, K a transmission matrix, and

N a noise matrix (satisfying suitable bona-fide conditions [5]).

A lossy channel is a specific Gaussian channel described by

d = 0 and

K =
√
τ I, N = (1 − τ)I, (B3)

with τ ∈ [0, 1] being the transmissivity. From Eqs. (B1)

and (B2), we see that the output statistical moments are given

by x̄′ =
√
τ x̄ and V′ = τV + (1 − τ)I.

Appendix C: Computation of the CM in Eq. (46)

To compute the CM of the output state ρ1, we dilate the

lossy channel into a beam splitter (with transmissivity τ), mix-

ing the signal mode S with a vacuum mode v. Thus, we

have a Gaussian unitary transformation from the input state

ρin = |0〉v 〈0| ⊗ |µ〉S R 〈µ| of modes (v, S ,R) into the output state

ρout of modes (v′, S ′,R), i.e.,

ρout = [ÛvS (τ) ⊗ ÎR]ρin[ÛvS (τ) ⊗ ÎR]†, (C1)

where ÛvS (τ) is the beam-splitter unitary [5] applied to modes

v and S , while the reference mode R is subject to the identity.

In terms of CMs, we have

Vout = [BvS (τ) ⊕ IR]Vin[BvS (τ) ⊕ IR]T , (C2)

where Vin = Iv ⊕ VS R(µ) and

BvS (τ) =

( √
τI

√
1 − τI

−
√

1 − τI
√
τI

)

, (C3)

is the symplectic transformation of the beam splitter. After

simple algebra, we find an output CM of the form

Vout =

(

W C

CT V1(µ, τ)

)

, (C4)

where the blocks W and C are to be traced out, while V1(µ, τ)

is given in Eq. (46).

Appendix D: QHB for the quantum transmitter

Here we compute the QHB for the quantum EPR trans-

mitter Hquant(r) directly from the Gaussian formula for the
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s-overlap given in Appendix. A. Since the two output states

generated by the EPR transmitter are zero-mean, we can write

the s-overlap as

Cs =
Πs√
detΣs

. (D1)

To compute Πs and Σs, we note that V0(µ) describes a pure

state, which means that its symplectic spectrum is trivial ν0± =
1 and V0(µ) = S0ST

0
. Since Gs(1) = Λs(1) = 1, we may write

Πs := 4G1−s(ν
1
+)G1−s(ν

1
−) , (D2)

and

Σs := V(µ) + S1

(

Λ1−s(ν
1
−)I 0

0 Λ1−s(ν
1
+)I

)

ST
1 . (D3)

Thus, we only need to compute the symplectic decomposi-

tion

V1(µ, τ) = S1

(

ν1−I 0

0 ν1+I

)

ST
1 . (D4)

Note that V1(µ, τ) is in the normal form of Eq. (A8), with

a = τµ + 1 − τ, b = µ, and c =
√

τ(µ2 − 1). Therefore, from

Eq. (A9) we derive the symplectic spectrum ν1− = 1 and ν1+ =

τ + µ(1 − τ). Then, from Eq. (A10) we derive the following

terms

ω− =

√

τ(µ − 1)

1 + τ + µ(1 − τ) , ω+ =

√

1 + µ

1 + τ + µ(1 − τ) , (D5)

for the symplectic matrix S1 = S(τ, µ).

By replacing the previous expressions in Eqs. (D2)

and (D3), we get

Πs := 4G1−s[τ + µ(1 − τ)], (D6)

and

Σs := V(µ)+S(τ, µ)

(

I 0

0 Λ1−s[τ + µ(1 − τ)]I

)

S(τ, µ)T . (D7)

Now, we can use these expressions of Πs and Σs in Eq. (D1)

and compute the supremum of P(r, s) in Eq. (16). One can eas-

ily check that the resulting QHB Hquant(r) satisfies Eq. (51) for

r ≥ 2 ln
[

1 + n̄
(

1 −
√
τ
)]

, while it can become infinite when

r < 2 ln
[

1 + n̄
(

1 −
√
τ
)]

.
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