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Missing Surface Estimation Based on Modified Tikhonov
Regularization: Application for Destructed Dental Tissue

Mojtaba Lashgari, Mahdi Shahmoradi, Hossein Rabb&eitior Member, IEEEMichael Swain

Abstract— Estimation of missing digital information is mostly
addressed by one or two-dimensional signal processing methods;
however, this problem can emerge in multi-dimensional data
including 3D images. Examples of 3D images dealing with missing
edge information are often found using dental micro-CT, where
the natural contours of dental enamel and dentine are partially
dissolved or lost by caries. In this paper, we present a novel
sequential approach to estimate the missing surface of an object.
First, an initial correct contour is determined interactively or
automatically, for the starting slice. This contour information
defines the local search area and provides the overall estimation
pattern for the edge candidates in the next slice. The search for
edge candidatesin the next diceis performed in the per pendicular
direction to the obtained initial edgein order tofind and label the
corrupted edge candidates. Subsequently, thelocation infor mation
of both initial and nominated edge candidates ar etransfor med and
segregated into two independent signals (X-coordinates and Y-
coordinates) and the problem is changed into error concealment.
In the next step, the missing samples of these signals are estimated
using a modified Tikhonov regularization model with two new
terms. One term contributes in the denoising of the corrupted
signal by defining an estimation model for a group of mildly
destructed samples, and the other term contributes in the
estimation of the missing sampleswith the highest similarity tothe
samples of the obtained signalsfrom the previousdlice. Finally, the
reconstructed signals are transformed inversely to edge pixel
representation. The estimated edgesin each sliceareconsidered as
initial edge information for the next slice and this procedure is
repeated dice by dice until the entire contour of the destructed
surface is estimated. The visual results as well as quantitative
results (using both contour-based and area-based metrics) for
seven image datasets of tooth samples with considerable
destruction of the dentin-enamel junction (DEJ) demonstratesthat
the proposed method can accur ately inter polate the shape and the
position of the missing surfaces in computed tomography images
in both two and three dimensions (e.g. 14.87+3.87 pm of mean
distance (M D) error for the proposed method versus7.33+0.27 pm
of MD error between human experts and 1.25+~0 % error rate
(ER) of the proposed method versus 0.64+~0 % of ER between
human experts (~1% difference)).

Keywords: missing contour estimation, Tikhonov regularization, dental
micro-CT, error concealment
. INTRODUCTION

STIMATION and restoration of the contour

morphology of the lost structures in images of damaged
and destroyed tissues are critical tasks in biomedical fiel

Estimated structural information of the deteriorated tigsuts

pre-damaged state can be employed for a variety of
applications, such as automatic machine-based dise
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a b
Fig.1. a) 3D printed skull cap for the repair ohmial damage. b) A
proximal surface dental cavity in need of a restoration

diagnosis an@D tissue restoratiop [2]. A recent emerging
field in biomedical engineering is the application of 3D printing
and computer-assisted design and manufacturing (CAD/CAM)
technologies for reconstrung hard tissues, making scaffolds,
organ 3D models and analogs from CAD data (Figure 1). 3D
images from non-destructive imaging modules such as
computed tomography (CT) and Magnetic Resonance Imaging
(MRI) are the main sources of information for CAD/CAM
based tissue engineering.

Biological entities such as tooth, bone, vessels and skin
usually have multilayer structures which are composed of
several components with different biological, structural and
functional specifications. Therefore, modeling, design and
fabrication of tissue constructs, and restorations entail
consideration of these layers and reconstruction of the
interfaces between various tissue components. A common
example of these cases is found using dental 3D images, where
the interface between dental enamel and dentine is partially
dissolved or lost by caries. Ideal restoration of the lost dental
tissue requires the replacement of dentinal and enamel
components using materials with matching mechanical and
structural properties. Considering the large number of images
in each CT/MRI database, the reconstruction of the destructed
or damaged anatomical contours in stacks of CT/MRI images
using accurate machine-based methods is a valuable objective
for both clinical and engineering applications. In addition, since
the performance of 3D segmentation methods generally relies
on the existing information of the imaged object, many of the
existing 3D image segmentation approaches (e.g. level-sets,
freely deformable models, statistical shape models) are not
applicable for image stacks with considerable absence of the

angsurfaces and edges of the captured object.

Various methods such as edge linking and binary image

dapainting[3-d] have been used to addrtsss problem in 2D

space However these methods have not been able to provide
tisfactory restoration results in all 2D cases and they have
puted efficacy for 3D images. For example, morphodagi
ased edge linking methsdlistort the true edges and fail in
estimating the contours with large gaps pre§e@f11]. Non-
morphological-based edge linking methods, which depend
image intensity[T2][13], often fail in estimating the correct
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biomedical and engineering fields. However, as a practical
example, we have applied our methodeven image datasets

of tooth samples with considerable destruction of the dentin-
enamel junction (DEJ) interface. In this case, the goal was to
estimate and reconstruct the destructed contour of the
interfacial surface between dentin and enamel (D1 and D2 in

Figure 2).
Details of the data preparation step, including the specimen
- collection, image acquisition and denoising of micro-CT
a b . . . .
Fig. 2. Horizontal microCT slice of a tooth sample vidBJ and externa 'ma_lgesj are pFOVId?d in SeCtldh' The proposedpomﬂr
surface destruction. a) Noisy image, b) Denoised imageotal estimation method is explained in Sectibh Experimental
variation. results from applying the proposed methiodiental micro-CT

contour of destructed objects that lack sufficient intensitynage datasets are presented in Se¢¥ofinally, a discussion
information On the other hand om-morphological-based edge along with a conclusion and direction of further work are
linking methods which are intensity independent, are inefficiefresented in Section V.

in estimating curved contours as they usually create a straight

line to connect the edges of the missing strudtl4elB]. In the Il.  DATA PREPARATION

case of binary image inpainting methods, the main deficiency xtracted human teeth with significant destruction of enamel
of these methods is their infirmity to restore binary images withhd dentin were collected from the Oral Surgery Department at
One-plxel width (OPW) This |nf|rm|ty traces back to theSydney Dental HospitaL University of Sydney, according to

inherent need of PDE-based methods to boundary conditioggetocols approved by Sydney Local Health District Ethics
which are not satisfactorily provided by OPW objects. TReview Committee, Protocol No  X12-0065 &

overcome this problem, thin binary objects are thickened usipREC/12/RPAH/106.
morphological operators before interpolation, which leads t0 |maging was performed using a high-resolution micro-CT
the distortion of the original shape of the objedt [3].  system (Skyscan, Aartselaar, Belgium) with continuous mode
To the knowledge of the authors, few 3D image inpaintingyxposures at 0.5 s intervaabinning value of 2, an accelerating
methods have been proposed for the estimation of the shape@(mgage of 60kV and a current of 12QA. Resultant
contour of a missing surface in 3D images. A 3D inpaintingsconstructed images had an isotropic pixel resolutiordgfiB.
method based on a new shape multiscale representation (M@Ry a dynamic range of 16 bits with an image matrix of
was developed by Dong et @ in order to estimate the 2000x2000 pixels. The denoising of the images was performed
boundary of the corrupted arteries and to quantify the degree@fng the total variation methd@4|[25. Figure 2 shows the

arteriosclerosis and vessel occlusion. The weakness of thigginal noisy as well as the result of the denoising process on
method is the approximated reconstruction, instead of exgthominated dental micro-CT image

reconstruction, for the inverse transformat{@d][ In another

study, Schmiedef2P] introduced a mean/Gaussian elastica Nl. METHOD

model for estimation of the broken cell paths in 3D fluorescen L )

microscopy images. Although the developed method has the! N€ Proposed estimation method is conceptually based on

ability to recover shapes across large in-paint domains, thE Signal processing technique called error conceal gt [
proposed model is difficult to solve numerically and itd" Which the missing samples of a signal are retrieved from
equation evolves very slowly. available uncorrupted samples in order to minimize the

In view of the increasing application of machine-basefi€terioration of thecgigngl. _ 4 sianal and th
contour estimation methods for biomedical and engineerin%F'gures _3.a ancs. ep_lct a corrupted signal and the
purposes and considering the limitations of theove © rre_spo_ndlng_ restored S|g_nal afier error conceal.mByt_
mentioned solutionsve propose a sequential approach for thg,onsm(_arlng this corrupt_ed signal as a corrupted OPW _blnary
estimation and reconstruction of the pre-existing contowr ofMage.it would be possible to restore the corrupted region of
damaged or missing surface in 3D images. The novelty of tffs OPW binary image in the same way that a corrupted signal
proposed work is that in this method the information fegp 'S restored. Therefore, by transforming the binary image of the
imageis evolved into 1D signal providing the opportunity to dentin-enamel junction (DEJ) interface into 1_D signals, V\_/h|ch
address 8D image processing issue as a 1D signal processi resent X- and Y- coordinates of the location of the pixels

problem. Subsequently, the application of an error concealm can solve the problem of restoring the corrupted interface as

method [B3] based on a modified Tikhonov regularization® D signal processing p_roblem. . ,
Since X- and Y- coordinates of the location of the pixels are

model (TRM) with two new regularization terms leadsato . ‘ h oth
accurate and convenient estimation of the corrupted Samp|e§r}5*ependent of each other, we can segregate X- and Y-

the missing surface i8D. In addition, since a consecutive Co0rdinates of each pixel into two separate signals. If we

approach is employed in this method, there is no need foficate the X- and Y- coordinates of edge pixels@By") ,

simultaneous processing of all images of the dataset. Therefdff€ré 1<i<n , andn is the number of edge pixels, the

the computational cost and the required time for th@nsformed 1D signals: (1,..,n} >N and¢,: (1,..,n} >N,
implementation of the method are considerably lowered. ~ @re defined as; = x* andc; = y* respectively.

The suggested method may find various applications jn AS an example, we consider the transformation of the white
boundary (that surrounds the central black pixdtigure 4a)
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—Corrupted Signal —Retrieved Signal

Sample Sample
a b
Fig. 3. a) Corrupted signal, b) Retrieved signalradteor concealment [26].
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into two 1D signals, where, (Figure 4.b) is decomposed as
{1,2,3,4,5,6,7,8} - {1,1,1,2,3,3,3,2}

andc, (Figure 4.clas
{1,2,3,4,5,6,7,8} > {1,2,3,3,3,2,1,1}

Figure 5.a shows the initial edge informatiohthe sound
DEJ and Figures 5.b andcSdepict the resultant, andc,
signals respectively.

After transforming the OPW objettto two 1D signals, the
next step is the retrieval of the corrupted samples of the sign

Changes were made to this version by the publisher prior to publication.
http://dx.doi.org/10.1109/TIP.2018.2800289
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Fig. 5. a) Initial edge information b) X axis coordia €,) c) Y axis coordinate

(©).

slice in our estimation. The details of these added terms are
provided in subsectiohil .C of the proposed method. After
retrieving the missing samples of bath andc, signals the
values of the signals are inversely transformed to pixel
presentatiorto be placed in the image plan&n overview of

the block diagram of the proposed method is shown in Figure
6. The block diagram is composed of four main subsections.
Each subsection will be described individually in the following
paragraphs:

A Initializing the edge information

First, the required variables are initialized wiogre
Ty interal search radius
Tex: external search radius
n = length of initial edge
minimum intensity of sound dentin
: minimum intensity of sound enamel
minimum gradient value

Tdent. :

~

nam.
ad. *

which correspond to the corrupted part of the OPW binaSecond, the correct location of the DEJ in the starting slice is

object, using error concealment techniques.

extracted from a single 2D image wighnon-corrupted DEJ

As shown in Figure %, the contour of the sound DEJ has &ontouror is determined by the user in one of the slices with

smooth and gradual curve. Therefdhe resultant transformed

destructed DEJ. This information will be utilized to determine

1D signals of the sound DEJ (Figures 5.b and 5.c) and the fimiaé initial local search area for finding the position of the edge
estimated signals of the destructed DEJ should possesgandidates in the next slices (Figure 7), and also will provide a
gradual contour with a smooth function as well. Consideringeneral pattern for estimating the missing samples in the
these features of the original and corrupted signals, we empl@gultant 1D signals of the destructed DEJ.

the TRM as the error concealment technifgig. [ B. Forming the corrupted signals

TRM solves the problem of estimating signal b
minimizing the followinpg objective function g9 s4g y In this step, the positions of possible edge candidates in the
in e el + AlID" el next slice are determined by searching within the initial edge
":,m ¢ el etz (D area, which was obtained from the previous slice (Figure 7).

wherec is the observed signal is the regularization parameter The position of these edge candidates forms the corrupted
and p” is the second-difference matrf2q]. If the original Signals of the current slice as explained earlier. _
TRM is appliedo the transformed signals of an image slice, the Before further explaining this approach, we should clarify
values of the missing samples will be estimated only @jat the subscripk indicates the number of slice and the
employing the information of non-corrupted samples of theHMPerscript mdlcg_tes the position of an array within a vector or
same slice and without incorporating the information from th@ Matrix. In addition, wdefiner as a function that returns the
adjacent slices. This will result in non-cohesive ané'ay value for each pixel position. Also, we defihe discrete
disharmonious reconstruction of the 3D contour. This limitatioflifferential operator a% f=rG+D-fW.

of the original TRM for the estimation of the corrupted DEJ Let the corresponding location of the pixels of the
contour will be discussed in more detail in Section V. Toperpendicular line to the pixel of the initial edge of the-1
overcome this problem, we add two new terms to Eq. (1), #tice, i.e.(xi_,,¥i_,), iS represented by

incorporate the information of the signals from the previous PY = (i) Vi€ LT +14] }. )
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pixels of P!> in Figure 7, right bottom corner). Otherwise, the
Parameter initialization . : . . . .
Fon= 212 Tox="T, Tgene = 0.2, location of the most dominant gradient in the perpendicular
Tenam, = 0.4, T grqa=- 0.0055 line, i.e.

j* = argmin %I(Pi’:k (5)

in which

( Initializing the Guide . . ] d ;i
E(gige Loading a New Slice d—jl(x",y;‘)b:j* < Tgmd. (6)
will be allocated to the value of the samplescifjand c,;
(extracted pixels oP?,, shownin the left side of Figure 7). In
Forming Corrupted Retrieving the
Signals Corrupted Signals
Removing Self-
Crossing Loops

Lk
the rare case of low intensity variation, where the intensity
gradient across the perpendicular line does not reveal any sharp
edges which satisfy Eq. (6) the values of the related samples are
considerecasu too (extracted pixels a#3®/ in Figure 7, right
top corner)

The explained proceduris repeated for all pixels of the
initial edge to formc,, andc,,. Thefollowing algorithm shows
the procedure of forming the corrupted signals.

Algorithm for forming the corrupted signals

Fig. 6 Block die}gram of the proposed algorithm éstimation of a % F([erxltr;& éb oN (i1 viy)

missing surface in 3D. < ) o

3 I (R (0 yh) frex < Tonam Jand (S5 16 ¥4) /1in < Taent )

First, for thein pixel of the initial edge in the« slice, P/, is 4 Cyj =
extracted. Seconds the regions around the destructed DEJSE Cri - T
have significant mineral density loss, the intensity of these: E/%ifs" = argmin GPi: GG A0y < Tyraa
regions in both enamel and dentin areas are less than their soufid Cy =Y
counterparts Accordingly, if the average intensities of the 8 Crp =%
related pixelsn the external and internal parts &f, are less '

End

thant,,,., andT,,.,. respectively, i.e. 12 Ey;f -
Tex . . . xp — U
PRRICEALSEL S ® 12 End
and " 13: End
LI Figures 8.a and 8.b show the corrupted signalsnd c,,
ZFW“I( 0 Yi)/Tin < Taent @ associated with Figure.l2 Missing samples corresponding to

thenp?, is considered to becaedin the destructed region and the destructed DEJ regions (D1 and D2 in Figure 2) are also
therefore the value of the related corrupted samples in bo®pservable in Figure 8.
¢, andc,, will be assigned:, as an unknown value (extracted

s oot Tenam
WS 50,
(st 3D (e ™) 1L | Taen:
______ f pili L
Ii[[\, «---yk 50, 50, j
< Tic Si¢— Tip —> mean (P, €rey) * Topam & meanI(P ;" € rin) + Taent.

d .
S e e S

i Tenam.

: 50 —
.2 cod 50y, d %
g j= argmml—’;l(Pil,,l); d—,l(l’;.}i)l,'zr % Tgrad
mean I(Py} € 7o) % Tonam & mean (P} €1y) + Ty ! ¢ ‘ 0 =u
I - J
\initial edge A8 [T T
il(‘,l,i) A |\ Tex > Tin >
dj Lk 3, Sl Y Nyt
G » L s Tenam
" il pepidys &0 7 =%, —\ "
= nrgmmml(Plvk); d_/l( k,y;‘)hﬁr < Tyraa. ) f dent.
cl =+ -

150,

150, f
mean (P,

€ 14) < Tenam & mean I(P

= u

Ci0=u
Fig. 7. Schematic of the sequential approach for beagthe edge candidates in the current slicbyitilization of the determined edge information frdre previous
slice (k-1).

€ Tin) < Tdene.
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— Corrupted Signal Cx — Corrupted Signal Cy The formula of the modified TRI$ developed by modifying
the fidelity term of the objective functione - e|2, and adding
two extra terms, called similarity terms, to the original formula
as follows:

min |las(c - e)llz + IBD"ell; + llyS;(e — D)l + 11§5,D'(e = 2)|I (13

Y axies Coordinate

Sample

e
wherec, e andz are the corrupted, estimated and previous slice
signak respectively, and, g, y and¢ are diagonal matricesf
coefficients that determine the effect of each term of Eg). (
onthe final result.
c. Retrieving the corrupted signals The first term of the objective functiom Eqg. @3) i.e.
IIs(c — e)|13, preserves the values of the known samples of the

Before formulation of the modified TRM, we introduce SOM&orrupted signal, which are selected by the sampler matrix
notations. Letc be the corrupted signal of length, o inclusion in the final resultant signals.

K determines non-corrupted samplescpivherex <n ands  The second termgp”el? has two roles, namely denoising
indicates the sampling matrix of sikexn. For instance, if the g estimatig the corrupted signal simultaneously. Regarding
first, secondfifth and sixth samples of a 7-point signaére  jis genoising role, since the directions of the perpendicular lines
known, i.e.c(0), e(1), ¢(4) ande(s), thens is given by: to a pixel in the digital image plane are limited to 4 directions
900000 i.e.£135, 445, 190 and£180, the values of some samples in the
™ corruptedc,, andc,, signals represernncorrect edge locations
. i ) ) | ) and therefore cause the distortion of the signal (Figures 9.a and
The matrlx_s is the |dent|ty matrix with rows removed, b). In order to remove this distortiongn”e|? is applied to
corresponding to the missing samples. removes three {engise the corrupted signads, andc,, , shown in FigureL0,
corrupted samples from the sigral Regarding the estimating rolef |gp"e|Z, it enfor@s the

a
Fig. 8. The resultant signals from the edge candidatetgegngorocess. a) X
axis coordinated, ), b) Y axis coordinatecy, ).

1

_{01 0 0
5_0000
00 0O

O mOo
=0
(=N}

[ZE(B] estimated samples to approximately follow the curve shape and
1.0 00 0 0 02 C(‘l’) smooth trend of the known samples of the existing signal. Since
Sc = g (1) g g ‘1’ g p Ic(s) = EE‘}% (8) thg I_evel of required smoothing is d|ffere_nt for kn_own and
0000 0 1 ollc® c(5) missing samples, the values of the coefficient matrig afe
Ilﬁ%Jl defined in a way that the value of the coefficients proup

We defines,, as the similarity matrix, which consists of theof missing samples is different from that of known samples of

: . ) : .. ¢, andc, signals. For examplg, for c in Eq. (8),will be as
rows of an identity matrix corresponding to the mlssmg flows yvlilhere 2 and e(3) form a aroun of tWo Successive
samples. Additionally, for each group of missing samples with, ' c(2) «® group

- . missing samples:
a minimum number ofv, , N, adjacent samples are also

b 00 0O 00O

selected. For instance, for a group of two missing sampjes ( 0 b 0OOOO
2) in the corrupted signal ef if one adjacent sample is selected 0 0 a0 g 00 (14)

(N, = 1), s, would be g g g oo

0100000 00

0 00O0UO0TUDbO

0010000 000000 b
Ss=10 0 0 1. 0 0 0 9 i iacti ion i 2
1000010 0 The third term of the objective function i.gys (e —2)|3

000000 1 contributes, alongsidggp”e||?, in denoising of the corrupted

in which the second, third and fifth rows extract corruptedignal by defining an estimation model for a group of mildly
samples of signal, i.e. c(2), ¢(3) andc(6). Sincec(2) andc(3) destructed samples. Due to the wide range of intensity loss,
form a group of two successive missing sample$, therefore  from none to total loss in DEJ, some mildly destructed DEJ
the first and fourth rows of Eq. X®xtractc(1) and c(4) as  candidates havingmineral density close to the sound DEJ but

adjacent samplewrf), as follows: not belonging to the true location of DEJ, are also identified
c(0) inadvertently as sound samples of and c,,signals. The
0100 0 0 o<W} re(®) sample values obtained from these marginal regions (red
oo g g (1) ‘1’ g g g} ﬁg% _ zgg 10) dashed circle in Figure 2.b), can impose severe distortion within
“looo o1 o0 olca | the ¢, and c,, signals. To prevent this issue, we modify the
lo 0 0 00 o0 1 c| leo)l value of these marginal samples based on the corresponding
c(6) samples of the initial signal from the previous slice by adding
Also p'andp” aredefined as the first-difference and secondyys (e — z)||2 to the objective functiony localizes the effect of
difference matgesrespectively as follows: Is;(e — 2|13 to N, marginal samples af,, andc,, signals. For
(1) _11 _01 w0 instancey for s,c in Eq. (LO) will be as follows, where(2) and
D' = : (11)  ¢(3) form a group of two successive missing samplescand
0 1 -1 andc(4) are adjacent samples:
1 -2 100 d 0 000
01 -2 10 - 0 00000
D=0 0 1 -2 1 (12) 0 0000 (15)
: : 0 00doO
0 1 -2 1 lo o 0 o o
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The fourth term ||¢s,p’ (e—z)||z contributes, alongside
IBD"e||%, in the estimation of the missing samples with the
highest similarity to the samples of the obtained signals from
the DEJ of the previous slicee localizes the effect of
IIS;D’(e — z)||% to thegroup ofmissing samples with minimum
of N, samples. For example ¢ for s,c in Eq.(LO) will be as
follows:

Fig. 13. a) Self-crossing loop b) Removing the self-crossing kfter the
application ofNakhmani’s method.

0 0 0 0 o0

0 f 000 o ) ) _
00 fo0oO (16) After retrieving the corrupted signals and removing possible
g g g 0 g self-crossing, paired coordinates composed of the matched

samples of the two estimated signalg, cy;'() are used to locate

the position of the destructed DEJ in the image pldte.
(17)  lllustrated in the main block diagram in Figurefte procedures

0
therefore by solving Eq. 13), we achieve the result
e=(STa’as +STy"yS, + D''SI{TES, D + DTTED")

/T ’
x (S"a"asc+ (S7y"yS, + D" $7¢'3S:D")z) of Sectionlll.A to II.D, continue slice by slice until all the
Figure 11 shows the results of estimating the missing sampig¥ges of the stack are processed.
of the presented signéfsFigure 8. IV. EXPERIMENTAL RESULT
D. Removing the self-crossing loop For the visual and quantitative evaluation of the proposed

In some cases, the located edge candidates may form a gsithod, we set the coefficients of E4j7)in a way thawv, and
crossing loop on the restored contoBigures12 and 13.a N, ins,,include 20 samples eadfioreover,for all samples of
illustrate the formation of a self-crossing loop during the seareach corrupted signal, the diagonal valuestfandg matrices
process. Self-crossing loops do not form very comydout  are set to one except for a group of 20 missing samp@$of
they can disturb the entire tracking procedure when they occwhich the diagonal arrays are 0The values of the coefficient
Several approachd®§31] have addressed this problemo T matrix ofy for a group of 20 missing sampleg,) are assigned
resolve the likely self-crossing loop problem, we choose ths zero and for a group of 20 adjacent samplgs&s three
proposed method by Nakhmal@l] as it has straightforward The values of for a group of 20 missing samples, are
implementation and low running timé&igure 13 shows the assigned as 0.6 and for a group of 20 adjacent samyleas
result of Nakhmans method for self-crossing loop removal. zero.
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Fig. 14. 3D visualization of the final results of the estiatof missing surfaces in a nominated dataset. ajok values of DEJ interface (green colo
b) Estimaédvalues of DEJ interface (red color).

J
Fig. 15. Selected horizontal slices of the final results eféktimation process corresponding to the depictedneoin Figure 12, showing the accurate estimat
of the destructed DEJ contour and precise trackitgeoDEJ interface in sound areas.

Sample 3

Sample 5 Sample 6

Sample 7
Fig. 16. Selected horizontal slices of the final results ofstéamation process from six image datasets, showing thesteestimation of the destructe
DEJ contour and precise tracking of the DEJ interfacs®imd areas.

Table I. Overall comparative results of the quantiggvaluation of the contour-based (MD, HD, RDE) areh-based metrics (OR, UR, ER) f
seven image datasets. T1 and T2 indicate the standaiitsnemanually traced by two experts and T1T2 indicatesvirage of T1 and T2.

MD (um) HD (um) RDE (um) OR (%) UR (%) ER (%)

T1vs. T2 73389:02714  43.8787+55.7415  10.8250%0.9576 0.292-0 0.352-0 0. 6440
Proposed method vs. T1 14.450£2.1849  98.5025+195.8329  23.1622+14.0646 0.554~0 0.76~0 12240
Proposed method vs. T2 14.490£22962  99.7698£196.5565  23.2850+5.0970 0.524-0 0.794~0 12240
PrOpOS_‘FfTrgethOd VS 14879438732 98.7455:193.6435  23.5930+6.7773 0.514~0 0.84+-0 12540
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A Visual results three pixels)
Figure 14 shows the 3D visualization result of the application Aréa-based evaluation metrics included three common error

of the proposed method on a stack of 250 images fromMgasures namely, Over-segmentation Rate (OR), Under-
nominated image dataset, where green color indicates soff@mentation Rate (UR) and overall Error Rate (ER).

DEJ interface and the red indicates reconstructed DEJ. The OR =Q,/(Uy + Dp) (22)
results of the reconstruction process in several horizontal slices g: _ ?5/ (J:];]J’)ZI)’) gig

from the same dataset are also shown in Figure 15 to pravid;, pooprr

better verificationof the retrieval performance of the method.Here’Q” indicates the number of pixels that should be included

Figure 16 shows selected horizontal slices of the estimatith the segmerjtatlon results but are not ”TCIUdeS Fhe
results from six more image datasets. number of pixels that should not be included in the

segmentation results but are included, apds the number of

B. Quantitative evaluation pixels which are included in the segmentation results correctly

h' The results of the area based metrics evaluation (Table I)

A@gicated that there is about 1% difference in the OR, UR and
values of the proposed method with the corresponding

The quantitative evaluation of the performance of t
proposed method was implemented using several contour

area-based metrics. To calculate these metrizslides were . X
chosen randomly from each of the seven image datasets andvﬁ'lges from T1, T2 and T1T2. This level of difference between

overall result was calculated by averaging the obtainéﬂem mract)Tlnf-?ﬁseCi?ﬁ ;n?]thog tv?/ndn tr\zanuxal rtme%_hlodz d ¥_v2as
parameter values for all datasets. comparable to the difference between two experts (T1 a )-

Contour-based evaluation metrics, which included Mean

Distance (MD), Hausdorff Distance (HOBJ] and Relative V. DiscussioN

Distance Error (RDE, were calculated by comparing the In this paper, we proposed a novel sequential approach for
estimated contour by the algorithm with the standard resukstimating the contour of a missing surface using modified
manually traced by two experts (T1 and T2) and the resultahRM. First, the initial edge information is determined
average of T1 and T2 (T1T2). The MD and HD describe treutomatically or manually, for the starting slice. The extracted
average and maximum poitdpoint Euclidian distance information from this contour defines the local search area and
between estimated and manual contours respectively. provides the overall estimation pattern for the edge candidates
{ay,..,a,} andM = {m,, ..., m,} represent the resultant contour ofin the next slice. The search for edge candidates in the following
the proposed method and manual tracing respectively. T#lice is performed in the perpendicular direction to the obtained
distance between the poiate 4 and the contousr is defined initial edge in order to find and label the corrupted edge

as candidates. Subsequently, the location information of both the
D(a;, M) = min|jm; — a,|| (18) initia_ll and the nominated edge cgndidates is transf_ormed into

j two independent signals (X-coordinates and Y-coordinates) and

Mean Distance (MD) and Hausdorff Distan&td() are defined the problem is changed to error concealment. In the next step,
as the missing samples of these signals, corresponding to the
MD(A’M):mean(mean (D(ay M)), mean (D(m}_'A))) labeled edge candidates, are estimated using the proposed

(19) modified TRM model and finally, the reconstructed signals are
transformed inversely to edge pixel representation. The
estimated edges in each slice are considered as initial edge

(20) information for the next slice and this procedure is repeated

Lo J lice by slice until the entire contour of the destructed surface is

RDE represents the difference of contours between t%tima)t/ed

extracted boundary and the manual tracing: The performance and accuracy of the proposed method

{ J

HD(A,M) = max (max (D(a;, M), max (D(m]-,A)))

1 1< 1< comparison to the manual results by two human experts,
RDE = 1—,2 i, + EZ dz, (21)  evaluated by contour-based and area-based metrics, proved to
=1 =1 be satisfactory for the assessed cases. For example, the average
where of distance error between the estimated contour by the proposed
d;, = min{distance(a, m)|j = 1, ..., q} method and the contour from manual tracing (14:8Y) is
d;,, = min{distance(m;, a;)|i = 1, .., p} comparable to #it between the two human experts (7.33).

The overall results of the contour based evaluation metrics falthough the numerical value of the error is nearly twice the
all image datasets (Table 1) indicate that regarding MD, the&ror by the human experts, however, considering the thickness
average of distance error between the estimated contour by #ti¢he specimen (in the case of dental enamel having an average
proposed method and the results from manual tracing (T1Ti®jckness of %00 um), the amount of the error lays within the
(14.87um equivalent to ~2 pixels) are close to the value of th&cceptable range.
error between the two human experts, i.e. T1 and T2 (a3  The distribution of six quantitative metrics including contour-
The overall results of HD metric show that the average ®ased (MD, HD, RE) and area-based (OR, UR, ER) metrics
maximum distance error between the proposed method &gl 70 nominated image slices from seven specimens are shown
T1T2 is close to the value of the error between T1 and T4 Figures 17.a and 17.b. In these two charts, every 10
Moreover, RDE, which calculates the standard deviation gliccessive samples belong to one specimen and the slices were
distance error, had a low average valuz30§930 um (less than selected from the beginning, center and the end of each
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Fig. 17. Error distribution charts for the contour-based (MD, HEDE) and area-based (OR, UR, ER) metrics for 70 nominatedje slices from sevel
specimens. Every 10 successive samples in the charts belong specimen.

destructed surface. As shown in Figure 17, the error valueA potential way for decreasing the distortion of marginal
depends on the amount of surface destruction and the levekamples is by increasing the effect|gb”e||?. However, this
corresponding signal corruption. Accordingly, the error valudacrease will change the curved shape of the signals to a straight
are highest for the slices from highly destructed regionbne in the marginal region. Therefore, to overcome the problem
especially for the slices selected from the middle of thef distortion in the marginal samples, we adg¢esi(e — z)||3 to
destructed area. the regular TRM. The effect of addings,(e - 2)|13 to the

An important aspect of the proposed mathematical model wasginal TRM can be observed by comparing the corrupted
the addition of two similarity terms to the originalsignal in Figure 18.d with Figure 18.a. The function of
regularization model. Here we discuss the addition of theggs (e —z)||? , whichis localized to the marginal samples, is to
terms by evaluating the effect of each added term on thecrease the distortion by forcing the marginal samples to
retrieved signal and the resultant reconstructed DEJ contourfollow the trend of the corresponding samples of the signals

First, we consider Eq(13), without the addition of the from the previous slice. It must be noted that,(e - 2)||3 and
similarity terms Figures 18.a to 18.c show the result of thgas(e - ¢)||2 have similar functions but opposite objectives. The
application of the original TRM on the destructed image befogoal of |as(e —¢)||3 is to preserve the existing value of the
adding the two similarity terms. kachrow of Figure 18 and known samples (which include undesirable mildly corrupted
later in Figure 19, the columns on the left, center and right sidearginal samples) in the final resultant signal. On the other
illustratec,, ¢, and corresponding pixel representatiow,oind hand, the goal afys,(e - 2)||3 is to modify the value of marginal
¢, on the image, respectively. As mentioned in Section lll.GGamples by incorporating the value of the corresponding
because of the gradual loss of intensity in the marginal regios@mples from the previous slice. Accordingly, to increase the
around the lesion (red circles in Figure 2.b), some mildigffect of|lys,(e - 2)|I3 morethan|las(e - ¢)|5 , the coefficients
corrupted edge candidates are also detected inadvertentlyohgys(e — 2)lI3 must be tuned in a way that for the marginal
sound DEJ (red circles in Figure 18.a right). Although with theamplesy > a. In fact, |lys,(e - 2)|I} appliesan extra denoising
denoising effect of|gp”e| (for normal value ofg), small model alongside the denoising rolelgb”e|;3, onthe marginal
distortions are removed, but for this group of marginal sampleggmples. The result of denoising and estimation after adding
the distortion is not eliminated satisfactorily and the sampléigS;(e — 2)II3 to the original TRM are shown in Figures 18.e and
are not properly smoothedFigure 18.b shows the pure 18.f respectively.
smoothing function of ||gp"e|2 (apart from its estimation  Until now, the proposed objective function has evolved to
function) in which the estimated samples from thdaS(e—oli5+BD"ell; + llyS.(e — 2|3 in which, only ||gD"ell}
reconstructed, andc, signalshavebeen eliminated and only contributes to the estimation of missing samples located at the
the existing samples smoothed kgp e|2 are left. The central region of the corrupted signal (a groupipbamples).
improper smoothing of the samples shown in Figure 18.b hAs mentioned earlierjgp”e|l} contributes in the estimation
led to severe distortion of marginal samples and incorrefocess by enforcing the missing samples to follow the trend
estimation of the missing samples and the resultant edge poiatsl the curve shape of the known samples of the signal.
(Figure 18.c). Accordingly, based on the direction of the existing samples
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Fig. 18. Effect of addingys,(e - 2)I3 to regular TRM. Left column showes, middle column shows, and right column shows embedded results on the im
a) Corrupted signals of edge candidates before adging - 2)11Z , b) Smoothing results for edge candidates before adging - 2)|13 to the original TRMc)
Retrieval results for edge candidates before adginge - 2)I2 , d) Corrupted signals for edge candidates after gdgisie — z)lIz , €) Smoothing results fo
edge candidates after adding,(e - 2% , f) Retrieval results for edge candidates before adgisige - 2)I12. In figures a, b, d and e the estimated samples f
the reconstructed, andc, signals have been eliminated and only the existing lesmsmoothed bygp-eli; are left.

located at two sides of the corrupted region (samples 73 and 208 highest similarity to the shape of the corresponding samples
in Figure 19.b center),"2order curves are estimated withoutfrom the DEJ of the previous slice. Figures 19.d, 19.e arid 19.
any control (Figure 19.c center) which adversely affect thghow the corrupted signatmoothing result and retrieving
estimation results (Figure 19.c right). By addjigg,D’'(e — 2z)||2  result for the missing samples alongside the related images after
alongside||gp”e||3, we enforced the estimation of the missinghe addition of |¢s,D'(e—2)||? tO ||aS(e —c)||? + ||BD" el +
samples located at the center of the corrupted signal, to achigyg, (e — 2)||3.
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Fig. 19. Effect of addinggs,p’(e - 2|3 to regular TRM after the addition pfs,p’(e — z)3. Left column shows,, , central column shows, and the right column
shows the embedded results on the image. a) Corrugteaispf edge candidates before addisg’ (e - 2)I1z , b) Smoothing results for edge candidates bel
addinglizs,p'(e - 2)I2 , €) Retrieval results for edge candidates before gdidinp’ (e - 2)I13 , d) Corrupted signals for edge candidates after gddsoo’ (e - z) |3

, €) Smoothing results for edge candidates after addsowy e - )12 , f) Retrieval results for edge candidates after adgis\g’ (e - 2)113.

Regarding the application of the developed method, it tHological tissues, valuable historical and rare objects, or any
worth mentioning that the two main parts of the propose®D structure with reasonable level of complexity and damage
method (segregation and transformation of the locatioFhe proposed method was also tested on three other different
information of edge pixelinto two 1D corrupted signals and datasets
estimation of the missing samples of the corrupted signals améndibular and zygomatic bones, and a vein with missing
corresponding destructed surface) are independent of the typedia adventitia boundaf84]. The estimation results for these
of the image and the application. Accordingly, this method malatasets, showed the satisfactory performance of the method for

including a destructed human skull,

find application for reconstructing the destructed contour afon-dental datasets (Figure 20).
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Fig. 20. Visualization of the destructed surface and final tesofl estimation in three datasetsb)&kull c¢,d zygomatic and mandibular bones. e
media adventitia boundary.

It should be noted that the proposed method has limitatiossrface. The method was motivated by a one-dimensional
in estimating the contour of structures with very complex arglgnal processing technique called error concealment in which
highly variable patterns in which the changes in the contotlre missing samples of a signal are retrieved based on the
between consecutive slices, takes place rapidly and not innformation from the existing sound sample&. major
gradual manner. advantage of the proposed method is the convenient yet

Finally, it is worth mentioning that besides the capabilities afccurate retrieval of the missing data through the
the proposed method for accurate estimation of the shape arahsformation of the 3D problem into a 1D problem, and by
position of a destructed surface in three dimensions, it has fm®posing a simple convex model. The visual results (Figures
advantage of simultaneous estimation of multiple destructdd, 15,16 and 20) as well as contour-based and area-based
contours with different orders. This capability can be observepliantitative evaluation (Table I), showed that the utilized TRM-
in Figure 15, where the estimated contour of the lower lesidrased error concealment method can accurately interpolate the
(corresponding to the region D2 in Figure 2.b) changes frosihape and the position of the destructed contour in both two and
2" to 3%order gradually while the upper lesion (correspondinthree dimensions.
to the region D1 in Figure 2.b) is estimated by"&a2der

contour at the same time. ACKNOWLEDGEMENT
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