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Abstract

Quantum mechanics of a particle in an infinite square well under the in-
fluence of a time-dependent electric field is reconsidered. In some gauge, the
Hamiltonian depends linearly on the momentum operator which is symmetric
but not self-adjoint when defined on a finite interval. In spite of this symmetric
part, the Hamiltonian operator is shown to be self-adjoint. This follows from
a theorem by Kato and Rellich which guarantees the stability of a self-adjoint
operator under certain symmetric perturbations. The result, which has been
assumed tacitly by other authors, is important in order to establish the equiva-
lence of different Hamiltonian operators related to each other by quantum gauge
transformations. Implications for the quantization procedure of a particle in a
box are pointed out.

A. Introduction

The behaviour of a classical particle in a one-dimensional infinite square-well (a boz,
for short) under the influence of a time-dependent electric field has been studied in
[1]. The interaction of the charged particle with the field is described by a term linear
in the position. A time-periodic modulation of this term is sufficient to render the
motion of the particle chaotic.

In quantum mechanics, the system is described by Schrodinger’s equation on an
interval of finite length, with wave functions vanishing at the boundaries. In [2], it
is proposed to apply a gauge transformation to the Hamiltonian operator which re-
sults in an interaction term depending linearly on the momentum operator. Since the
Hamiltonian operator in this gauge no longer depends on the position, it is straight-
forward to solve the time-dependent Schrodinger equation of this problem. In the
classical limit, however, the solutions obtained in this way do not give rise to the
expected irregular behaviour. The inconsistency is due to the unjustified assumption
that the operator of the kinetic energy commutes with the momentum operator [2].
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While they commute for a particle moving on the real axis, they do not commute if
the particle is constrained to move in a box.

For a particle in a box, a correct quantum mechanical description of the system
requires some care in the definition of the operators involved. When acting on wave
functions which vanish at the impenetrable walls of the square well, the operator
(h/i)d/dz (being the natural candidate for the momentum operator) is symmetric but
not self-adjoint (cf. Sect. C). A priori, nothing can be said about its commutator with
the self-adjoint operator of the kinetic energy oc —d?/dz?*. Thus, quantum mechanics
on a finite interval provides a simple example where it is necessary to keep in mind
that an operator is defined (1) by a prescription of its action on a function and () by
the specification of a domain, i.e., the set of admissible functions.

The purpose of this paper is twofold. On the one hand, it aims to clarify the rela-
tion between classical and quantum mechanical gauge transformations for a particle
living in a box (Sect. C). On the other hand, the stability of the self-adjointness of
the free-particle Hamiltonian in a box under a symmetric perturbation (Sect. D) will
be shown. This result answers a problem emerging naturally from the discussion in
[2] but not been treated there. In the Discussion, the impact of the result on the text-
book view on quantization will be discussed. For reference as well as for comparison,
gauge transformations for a particle on the real line will be outlined in the following
section.

B. Driven particle on the line
Classical particle

A classical point particle on the line IR subjected to a spatially homogeneous, time-
dependent electric field E(t) = Eof(t) is described by the Lagrangean

Lo(z,&,t) = %gﬁ —af(t)z, a=ck, (1)
where e is its charge. In configuration space the particle traces a path
w(t) = Thom (1) + win(t) (2)
where x;,(1) is any particular solution of the inhomogeneous equation of motion

#(l) = —(a/m)f(1), (3)

while @pom (1) = x(to)+(t—to)% (o) is the general solution of the homogeneous equation
(f = 0) associated with (3). The two free real parameters are taken as the initial
conditions x(to) and & (o) for position and velocity. More explicitly, one can write

o(t) = a(to) + (t —to) (#(to) + &(to)) + &(to) — £(1), (4)

where the function £(¢) is given by
a rtort
£(t) = ——/ / de'dt” f(t"). (5)
m Ji, Jto
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Choosing, for example, a constant function, f(¢) = fo, all particles with finite initial
energy will tend to —oo. Under periodic driving, f(t) = fo cos(wt), most particles will
escape to oo, but particles with an initial velocity

. afo .
2(tp) = ——sin(wt 6
(10) = 2 n(wto) ()
move back and forth forever in a bounded region of space since the coefficient multi-
plying (¢t — o) in (4) vanishes identically.
A mathematically equivalent description of this system is given by the Lagrangean

Le.i0) = T4 padF(1),  LE() = f0), M
which differs from Lo(?) by a total derivative only: Lo(t) = L,(t) — dx(«,t)/dt. The
equation of motion derived from L,(¢) is identical to that one following from Lo(t);
hence, Eq. (4) still provides the solution. The term dx(x,t)dt is physically irrelevant
here since the configuration space IR of the system is simply connected [3]. Dropping
this term corresponds to a gauge transformation which acquires its familiar form in a
Hamiltonian description of the system.

The canonical momenta p = 9L /Ji associated with Lo(t) and L, (t), respectively,
differ from each other:
po = md # mi + oF (1) = p, . (8)

The corresponding Hamiltonian functions are given by

2

Ho(x, po,t) = %—I—axf(t), (9)
Hx(xvvat) = i(px - aF(t))z ) (10)

respectively. The coordinate x is seen to be a cyclic variable in H,(t), hence the
momentum p, is a conserved quantity while py is not. In Hamiltonian terms, the
transition from Ho(t) to H, (1) is effected by applying a gauge transformation to the
electromagnetic potentials:

Ao(z,t) =0 — A (x,1) = Ao(z,1) — Vx(a,t) = —aF(1), (11)
colest) = Boaf(1) = oxl0) = polr 1) + 28 g (12)

characterized completely by the function x(x,t) = axF(t). Here one has to keep the
standard form of the Hamiltonian for a charged particle in mind,

H(z,p, 1) = % (p - EA(x,t))z —eplart). (13)



Quantum particle

Heuristically, quantization of the particle on a line proceeds as follows: position and
momentum are replaced by (unbounded) self-adjoint operators & and p which act on
of square-integrable complex functions, elements of the Hilbert space H = Ly(IR).
The domain of the position operator & is defined by

D(&) = {® | ® € Ly(IR) and 2 ® € L3(IR)} (14)

and D(p) is defined analogously. These operators satisfy, on an appropriate dense
subset [4] of H, the commutation relation

[}57*%] = . (15)

Upon the substitutions  — & and py — p, the Hamiltonian operator associated with

Ho(t) in (9) becomes

Ho(t) = Ho(i,p,t) = 2— + ad f(1), (16)

2m
acting on states |®q) in D(ﬁo(t)) such that <ﬁ0(t)q)o|ﬁo(t)q)o> is bounded for all times
t. Being a linear combination of two self-adjoint operators, the resulting hermitean
Hamiltonian can be used as the generator of translations in time using Schrodinger’s

equation:
i 1o(1)) = Ho(1)|o(1). (17)

A second description of the same system is obtained from the quantum counterpart
of the Hamiltonian H, () in (10) equivalent to Hy(t) up to a gauge transformation. Is
determined by applying the same prescription as before to the second pair of canoni-
cally conjugate variables, *+ — & and p, — p:

A1) = () = 5 (= aF () (13)
m

Replacing |®o(t)) — |®, (7)) and ﬁo(t) — ﬁx(t) in (17) yields Schrodinger’s equation
associated with (18).

The two descriptions of the quantum particle on the line are equivalent from a
physical point of view.! There is a unitary transformation mapping one description to
the other. To see this explicitly, consider a quantum mechanical gauge transformation
of the state |®g(t)) effected by the unitary Goppert-Mayer operator L?(t) ([5] App.
5.A):

Bo()) = UT(3, 6)|Bo(t)),  U(E,1) = exp [—%a:ﬁ;F(t)] . (19)

IThis is related to the fact that the operators Hy (t) and fAIX (t) are both defined unambiguously:
no products of non-commuting operators are involved which might give rise to questions of ordering
and hence possibly inequivalent Hamiltonians.



Multiply (17) with L?T(t) from the left which leads to

ih L 1(1)) = (Qi (@) +ad () - hu*d—“) B(1)) = 5 (5 — aF (1) 8(0),
m dt 2m

(20)
where Z:IT(t)ﬁLAl(t) = p — aF(t) has been used. The result is Schrodinger’s equation
associated with ﬁx, hence one can identify: |<T)(t)> = |®,(t)). Consequently, the
classical gauge transformation (12) has its image in a quantum gauge transformation.
In other words, classical and quantum gauge transformations, denoted by G, and Gy,
respectively, and quantization @ do commute? in the present case:

Hy 25 H,

Q: | N3
o~ Gem =3

(21)
HO — HX

It is useful for the following to see how this equivalence of the descriptions works
out explicitly in terms of the time-evolution operators ﬁo(t,to) and ﬁx(t,to). Let us
consider a time-independent force, f(t) = fo, for simplicity. According to Eq. (17),
the initial state |®g(to)) evolves into ﬁo(t,to) |Po(t0)), that is,

S - . N
(1)) = T exp [—% [ (p— n ozfoi')] [Bulio)) = exp [~ (1 — 1)1 [90(00))
to 2m h

(22)

where the time ordering denoted by 7T is irrelevant here since 17-]\0, the operator in the
exponent, does not depend on time.

Let us calculate the propagator ﬁx(t, to) associated with (20). The integrand ﬁx(t)

now is explicitly time-dependent. However, time ordering drops out again since the

Hamiltonians commute (on a common domain D(ﬁx) dense in L(IR)) at different

times:
7 7 afo

(), (1] = =22 = 1) [p. 5] = 0. (23)

m

It is essential here that the operator p? is a function of the operator p. Using the spec-
tral representation of the momentum operator p with eigendistributions |p), —oo <
p < o0,

p= / O:O dplp)p(pl, (24)

one has immediately

P = (/_O:O dp |p>p<p|)2 = /O:O dp |p)p* (pl, (25)

2This is not a trivial statement since counterexamples are known [6].



implying (23). Therefore, in analogy to (22), the time evolution of the inital state
|®,(t0)) is given by:

0(0) = Dt 10l (t0)) = Texp [+ [ de T (0] o 10) (26)
= e | (1= 02— = % - ) oo

In spite of its slightly complicated appearance this expression is equivalent to (22): as
shown explicitly in Appendix A, the two solutions are mapped to each other by the
operator L?(t) in (19).

To sum up, the expected analogy between the classical and quantum mechanical
description of a driven particle on a line has been established. Classical and quantum
mechanical gauge transformations parallel each other. As will be shown in the next
section, one has to argue in a more subtle way in order to establish the same result
for a particle confined to a box.

C. Driven particle in a box
Classical particle

Suppose now that the particle is confined to a box of lenght A with boundaries located
at 0 and A, say. The time evolution of the particle in between the walls is described
by a Lagrangean Lo(t) of the form (1). It has to be supplemented by a prescription
how to continue the dynamics at the boundaries:

mi+af(t) = 0, (1) € (0,A), (27)
(#(t),2(t)) — (—i(t),z(t)), w(t)=0or A. (28)

Note that the kinetic energy of the particle ~ #? does not change its value upon
reflection at a wall. The trajectory in phase space, however, becomes discontinuous®
due to &(t) — —a(1).

Let us denote the Hamiltonian of this system by Ho(¢) = p*/2m + ax f(t), to be
supplemented by the reflection at the walls:

(p(t), 2(t)) = (=p(1), x(1)) , z(l) =0 or A, (29)

since velocity & and canonical momentum p are proportional to each other in the
present gauge. Therefore, the kinetic energy ~ p* is seen again to vary continuously
as a function of time.

In the absence of an external time-dependent field the motion of the particle is
integrable both on the line and in the box: the system has one degree of freedom
and the energy provides the required constant of motion. Add now a time-dependent

3The discontinuity is due to the simplifying assumption of a truly infinite potential step; one
might think of the reflecting boundary at A as a limit of V,(z) = (2/A)?, ¢ — oo, giving rise to
continuous trajectories for all finite values of o.



perturbation such as o fox cos(wt). In the first case, more complicated trajectories
result (given in (4)) but the general solution can still be obtained. In the second case,
however, the perturbation renders the motion (now in the box) chaotic [7]: the times
of reflection at the boundaries depend sensitively on both the inital values of position
and momentum. It is this property which leads to a separation of initially close
trajectories at an exponential rate [1]. Effectively, the long-time behaviour behaviour
of the system becomes unpredictable.

Let us turn now to the description of the system in terms of the Lagrangean L, (¢)
in (7) which is gauge-equivalent to Lo(¢). The equation of motion is given again by
(27) as long as the particle moves in between the walls. This part of the dynamics
must be supplemented by the condition of reflection, Eq. (28).

The description of the system acquires a different form, however, when using the
Hamiltonian H,(¢) = (p — aF(¢))*/2m. Seemingly, the equations of motion simplify
in this gauge since the coordinate turns into a cyclic variable,

L) —aF() . x(t) € (0,A). (30)

T m
The quantity pi, however, is not a constant of motion: contrary to the velocity x, the

Pty =0, (1)

canonical momentum p, does not just change sign when the particle is reflected at a
boundary of the box. In the present gauge, the correct transformation reads

((t),2(1)) = (=pi(l) + 20 (1), 2(1)) ,  (t) =0or A, (31)

as follows from (28) and relation (8). In this way, the gauge-transformed Hamiltonian
H, () manages to generate the same irregular trajectories as does the original one.

Quantum particle

The operator for the kinetic energy of a particle in a box of length A is defined as

N _h2 d2
with a domain
D(T)={6] 6 € L:(0,A) and T € Lo(0,A), ¢(0) = $(A) =0} . (33)

Here £5(0,A) denotes the Hilbert space H, of square integrable functions on the
interval [0, A]. The Hamiltonian Tis a self-adjoint operator as is the Hamiltonian
p*/2m for the free particle on the line. The solution of the eigenvalue problem ﬂqbn} =
E.|én) is well-known:

2 . (nmzx h*n?
dnl() = (x|dn) :J;sm (T) , B, = 2m/\2n27 n=1,2,... (34)

The eigenfunctions |¢,) provide an orthonormal basis for the states in the Hilbert
space of the system,

(ulén) = s 1ol = 1. (39)

7



How about the momentum operator for the particle constrained to a box? As was
pointed out earlier, a self-adjoint momentum operator p exists for the particle on the
line, at least in a generalized sense. Surprisingly, an important difference between
quantum mechanics on the real line and on a finite interval emerges here. Let us have
a look at the natural candidate for the momentum operator on the interval. Consider
the operator

P=—— (36)
with domain

D(P) = o0 e £a0.0). 5 € La0.0) 50 w2 <o) . )

the set of square integrable* functions on the interval [0, A], vanishing at the bound-
aries, and with square integrable derivative. The operator P has the following prop-
erties:® it is linear, unbounded, densely defined in £2(0,A) and closed. Furthermore,
it is a symmetric operator, that is,

(V[P o) = (Pylo)  for all [¢),[) € D(P), (38)

since upon partial integration the boundary terms vanish according to the condition
in (37). It is important that both the states |¢) and [¢) in (38) are elements of
the domain D(f’) since the action of the operator P on a state lp) € D(?)(g D(f’)
cf. below) generally maps it out of the domain D(T_) This is seen immediately from
calculating |3|qbn> using (34) and (36), for example. The resulting state does not satisfy

the boundary conditions spelled out in (37):

(Pa)(0) # 0 # (Pou)(A) . (39)
Being a symmetric operator, P does have an adjoint, Pt. It is given by (h/i)d/dx

on

DPY = {o e £0.0), 5 € L0 (a0
which differs from D(f’) since no boundary conditions are imposed. Consequently, pt
is different from Is, or, in other words, the operator P is not self-adjoint.

In some cases, a symmetric operator S with domain D(g) can be ‘extended’ to a
self-adjoint operator [8, 4]. This is possible if its defect indices (my,m_) are equal.
These two real numbers are determined by the number of linearly independent states
in D(g) which are mapped to zero by the operators (§ + ). Since the defect indices
of the symmetric operator P are given by (1,1) , it can be promoted to a self-adjoint
one, in principle [4].

However, no self-adjoint extension of P exists which is compatible with the bound-
ary conditions (37). The extensions of P require a relaxation of the boundary condi-

tions such as periodic ones: 1(0) = ¢'*1(A), a € [0, 27]. Whenever ¢/(0) # 0, however,

4This condition could be replaced by requiring that ¢’ be absolutely continuous.
5See [4] or [8] for details.



they correspond to a physically different situation, namely to a particle moving on a
ring of length A. Consequently, there is no self-adjoint operator which could be used
to describe the momentum of a quantum particle in a box with perfectly reflecting
walls.

The fact that the operator P on the interval is symmetric at best, has been used
in [2] to resolve an apparent inconsistency when comparing the time evolution of a
quantum particle confined to a box on the one hand and its classical counterpart on
the other. The reasoning goes as follows.

Start from the Hamiltonian operator in (16) restricted to the interval [0, A]. It
originates from a system which is classically nonintegrable: therefore, the associated
time evolution will exhibit typical features hinting at the nonintegrability bound to
emerge in the classical limit. If the underlying classical system were integrable, no
“quantal fingerprints” of classically chaotic behaviour could be identified. An equiv-
alent description of the system is possible in terms of the Hamiltonian given in (18),
being gauge equivalent to the original Hamiltonian. In a sloppy notation the Hamil-
tonian of the driven particle in the box would read ﬁ;(t) = (p — aF(t))*/2m. This
expression suggests (incorrectly) that the operators of the kinetic energy and of the
driving (and hence the Hamiltonians at different times ¢ and ¢') would commute. Un-
der this (incorrect) assumption, the propagator associated with ﬁ;(t) is immediately
calculated in analogy to (23):

Ut 1)) = Texp [—% dt A7 ()]

~J

i [ p o, [t a? ot
L exp l_% (Qp—m(t ~to) = [ R+ 5 th?(t))] . (41)
This (incorrect) result, however, produces the propagator of a quantum system with
integrable classical counterpart. Contrary to the expectation, no fingerprints of clas-
sically nonintegrable motion emerge which is not consistent.
Upon using the notation introduced here (and drooping the term oc F*(¢)), the
candidate for the Hamiltonian I:lx(t) of a particle in a box reads

Hot)=T — EF(t)ﬁ. (42)

It is obvious that the operator T of the kinetic energy is not a function of the momen-
tum operator P and, hence, the commutator of T and the driving term (o/m)F(¢)P
is not necessarily equal to zero. It must be evaluated explicitly on an appropriate
subset of states in the Hilbert space H,. The matrix elements (in the basis (35) of
the commutator of the operators T and P has been evaluated in [2]. Reexpressing the
result in terms of the notation used here one obtains

(& | [P, T ]I oc in'm. (43)

Unfortunately, the statement® (43) is formal only, since the states |¢,) are mapped out
of £5(0,A) by the commutator. In any case, there is no reason for the Hamiltonians

5The resulting nonassociativity of the momentum operator of a particle in a box and the operator
of its kinetic energy has been pointed out in [9].



I:lx(t) and ﬁx(t’) to commute for arbitrary times ¢ # . It is not justified to determine
the propagator Ox(t,to) as was done in (41).

Subsequently, Eisenberg et al. define the quantum dynamics of the system by
the operator (42) and study its properties in detail, taking into account explicitly
the (formally) nonzero commutator of Pand T in (43). The resulting propagator is
more complicated, and comparison with the classical counterpart does not lead to
inconsistencies any more.

However, a serious gap in the argumantation remains to be filled. Why should
the Hamiltonian I:lx(t) in (42) provide a trustworthy basis for the description of the
quantum particle in a box? A Hamiltonian operator is required to be self-adjoint,
otherwise it cannot generate a unitary time evolution [8]. As it stands, the operator
I:lx(t) appears to be symmetric only, being a linear combination of the the symmetric
operator P and the self- adjoint operator of the kinetic energy T.

In the following section, the tacitly assumed self-adjointness of the Hamiltonian
I:lx(t) in (42) will be proved using a basic theorem on the stability of a self-adjoint
operator under certain symmetric perturbations. It is this result” which will justify
its use as generator for the time evolution of the particle in a box.

D. Symmetric perturbations of the operator T

The self-adjointness of a particle constrained to move in a box is shown to be stable
under a wide class of symmetric perturbations. In other words, the self-adjoint part
of the Hamiltonian is ‘stronger’ than is symmetric part. The situation of interest
here, the interaction of the particle with a homogeneous electric field described (in a
specific gauge) by a term linear in the operator Is, is covered.

Consider the ‘generalized dilation® operator’

~ h d d
D4 Ax)— A 44
- (a0 + Law) (1)
where the modulus of both the function A(x) and its derivative are bounded,
dA
|A(2)] < Ag < o0, ‘ (z) < Ay < o0, x € [0,A]. (45)
x

In analogy to (37), the domain of the operator D4 is defined by
D(Da) = {¢ | ¢ € £2(0,A),Dath € L2(0,A),(0) = (A) =0} . (46)

The operator D, is linear, unbounded, densely defined in £3(0,A), and closed. In
addition, it is symmetric since no boundary terms remain upon partial integration:

w09y = [Lornaeorm] + [ e[ (a0 + L) v oo

“In the mathematical literature a theorem is known which covers the case studied here [10]. The
proof presented here uses elementary methods only.

8For A(x) = vz, the operator BA rescales (dilates) position and momentum operators by constant
factors exp +v [11].
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= (Dath|o) for all |¢)),|¢) € D(Da), (47)

where the star denotes complex conjugation.

Does D4 have self-adjoint extensions? As shown in Appendix B, it may have equal
defect indices my for some functions A(x), while they are unequal for other choices.
Only in the first case self-adjoint extensions of D, do exist. They require, however,
periodic boundary conditions just as the operator P. Since they are not appropriate
to describe a particle in a box, the symmetric dilation operator D4 defined on states
vanishing at the boundaries cannot be extended to a self-adjoint operator.

Nevertheless, the sum of the self-adjoint T and the symmetric DA,

~

Hi=T+Dy4, (48)

defines a self-adjoint operator with domain D(T—) as will be shown now. The proof
is based on the Kato-Rellich theorem ([8] X.12) for two linear operators M and N,
densely defined on a Hilbert space H and with D(M) C D(N). Suppose that the

operator M is self- adjoint and that N is symmetric. If the inequality
INGI[* < a || Mol +bl|6]*.  for all ) € D(M). (49)
holds for numbers a and b with
a<1, and b< o, (50)

then the sum M + N is a self-adjoint operator with domain D(M) The perturbation
N has to be ‘sufficiently weak’ in order not to destroy the self-adjointness of the
operator M. In slightly more physical terms: for appropriately chosen constants a
and b, the expectation value of [A)Zl in any state |¢) € D(T—) is required to be smaller
than the expectation value of T2 in this state plus some finite number proportional
to its norm:

ID4o|]> < al[T@|* +b|l¢l*, forall |¢) € D(T). (51)

The proof of (51) proceeds in two steps. First, it will be shown that the domain
D(DA) contains all the states |Tqb> that is, D(T—) C D(E)A). Second, the inequality
(51) will be derived.

Both results follow from the inequality

1Basll? < @Am+Aw(mAa n¢»+h3¥) (52)

which is proven in Appendix C. Since

0< (ol (T—(lTe) 1) = (olTe) < (o|T?0) =|[Toll,  (53)

one concludes from
_ K
18,4611 < (240 + ) (ml Toi] + S0 51

11



that all states |T_2qb> with finite norm are automatically elements of D(E)A), hence:
D(T) C D(Dy).? ~ ~

Eq. (51) is derived by expanding a state |¢) € D(T) C D(D4) in terms of the basis
(34):

o0

|9) = Z_: Cnldn) s ¢n = (Pnld) (55)
leading to
(¢To) = 2 Enlea|” and ITo|* = 2 Bileal”. (56)

The second inequality in (52) then reads
N 0 h?
84617 < (240 + ) (Ao 32 Eules -+ S A1) 7
n=1

where ||¢]|* = 1. Since E, ~ n?, for any positive number aq there will exist a finite
number by such that

This allows one to estimate the sum in (57) by ||Te|[? given in (56):

o~ o) h?
D6l < 20+ ) (masas 32 B2+ (mtsho+ St} ol
n=1
= a|[Tg|* +b]¢| for all |¢) € D(T), (59)
where
h?
a = (2A0 + Ag) onao, and b = (2A0 + Ag) (onbo + ZAé) . (60)

Eq. (59) is the required estimate which provides a bound on the perturbation term
because one can choose
1

1 1
a0<(2A0—|—A6)mA0 = a<l, (61)

and the Kato-Rellich theorem applies for an appropriate by.

The operator H,4 in (48) has the form of I:lx(t) in (42) if the function A does not
depend on x, implying Dy o P. As long as the function F'(¢) remains bounded, I:lx(t)
represents therefore a family of self-adjoint operators parametrized by t. This justifies
the calculations for the driven particle in a box performed in [2] on the basis of the
Hamiltonian ﬁx(t).

°In fact, D(BA) is even larger than D(—T—) since there are states with finite <¢|—T—¢>2 while ||—T—¢|| is
unbounded. Consequently, one has D(T) C D(D4).
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E. Conlusions

It has been shown that the operator I:lx(t) in (48) provides a trustworthy basis for
the description of a quantum particle confined to a finite box. The required self-
adjointness, tacitly assumed in [2], has been proved using a stability theorem by Kato
and Rellich. The result sheds some light on gauge transformations in the presence of
boundary conditions and on the quantization of a particle in a box.

Already in classical mechanics, gauge transformations have to be handled with care
in the presence of boundary conditions. The reflection of the particle at the boundary
reverses the the sign of the velocity. In one gauge, this behaviour translates into
reversing the canonical momentum while another gauge requires the momentum to
transform in a more complicated non-intuitive way. In the first case, upon quantizing
the Hamiltonian Ho(t), one ends up with an operator Ho(t) which is manifestly self-
adjoint. In the latter case, starting from a classically gauge-equivalent Hamiltonian
H, (%), a Hamiltonian operator ﬁx(t) emerges the self-adjointness of which follows from
a detailed analysis only.

It is satisfactory that, at least for the simple system considered here, one now has
two ways to look at the self-adjointness of the operator Hx(t): on the one hand, it can
be thought of being obtained from quantizing directly the classical Hamiltonian H,(¢);
on the other hand one obtains it from quantizing the Hamiltonian Ho(?) in a different
gauge, and performing subsequently a quantum mechanical gauge transformation. In
other words, quantization @ and gauge transformations (G. and G,,) commute as
they did for the particle on the real line:

Ho =% H,
Q: | | (62)
Ho 223 H,

Since ﬁo(t) is manifestly self-adjoint, the unitary operator Z/AI, which represents the
gauge transformation on the quantum level, is expected to define another self-adjoint
operator via U;E Ho . This argument makes it plausible the self-adjointness of the

Hamiltonian Hx does not come as a surprise.

It is remarkable that functional analysis seemingly tries to tell us something about
the physical world since it it not obvious how to talk (in a quantum mechanical sense)
about the momentum of the particle. The boundary conditions (39) are not compati-
ble with a self-adjoint momentum operator. On the one hand, this is reasonable from
a physicist’s point of view: no real system allows one to create an infinite potential
barrier. Dropping this idealization by introducing arbitrary large but finite walls, the
system has to be defined on the line — and a momentum operator with the desired
properties does exist. On the other hand, why should we need an infinitly extended
universe in order to be able to talk about momentum [12]7

Finally, another interesting point concerns the standard textbook formulation of
quantization. Usually, one associates self-adjoint operators & and p with classical
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canonically conjugate variables. The basic operators are assumed to satisfy Heisen-
berg’s commutation relation, and a Hamiltonian operator is obtained from the clas-
sical Hamiltonian by appropriate substitution. However, already the first step of this
program cannot be carried out for the particle in the box: no self-adjoint momen-
tum operator exists for the boundary conditions (39); hence the ‘algorithm’ comes to
a halt. This makes it evident that one should not think of quantum mechanics as
obtained by a quantization procedure from classical mechanics. A correct quantum
mechanical description may be postulated by writing down a self-adjoint expression
for the Hamiltonian operator of the system such as I:lx(t), for example. To do so, no
reference to classical mechanics is needed, in principle.
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Appendix A
It is shown explicitly that one has

D0(t)) = () [0(1)) = U(0) Ty (1 10) 12 (10)),
() Ut 1)U (10) Do t0)) = U(D) Uy (1, 10) [@0(t0)), (63)

using L?T(to) = 1. The product of unitary operators is equal to
UE DTt t0) = exp|—2(t — t)afod]

X exp l—% ((t—t )ﬁ _ oy oy o g(t—to)?’)]

2m 2m 6m

— exp [—%(t — 1o) (% + ozfo:f;)] = Up(t, to), (64)

which involves the Baker-Campbell-Hausdorff relation [13]:

exp {A} exp {E} = exp {6’} , (65)
with |
C=A+DB+- [A B]+E([A,[A,E]H[[A,E],E])+... (66)

In the present case, only the first four terms made explicit here are nonzero, the fifth
one and the higher order commutators indicated by the dots all vanish. No qualitative
difference arises if one allows for an arbitrary time-dependence f().
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Appendix B

The defect indices (m.y, m_) of the operator D, are defined as the dimensions of the
kernels of the operators (E)A F 1), that is, the dimensions of the spaces orthogonal
to the states (E)A F1)|¢) with |¢) € D(BA) [4]. These spaces are spanned by states
lv) € D(BA) which satisfy

0 = (&[(DaFi)g) = ((Da£0)e[e) *
_ @'/OAdx[(A(x)%—l—%dfl;)$l) ;z;(x)] b(z), (67)

since no boundary terms remain on partial integration. The irrelevant numerical
factor i has been set equal to one. The states |¢) are dense in L£2(0,A), hence |¢)

must obey
A < (- S0 o, 63

with solutions X b
T) X ———=exp |* 2 . 69
pl2) A l . A(x’)] ()

Suppose now that the function A(x) gives rise to solutions 4 (x) which are square
integrable over the interval [0, A]. Then the defect indices of the operator D4 are
(1,1) since for each sign (+£) there is exactly one function orthogonal to the states
(E)A F1)|¢). If one chooses A(x) = 1, for example, the result agrees with the defect
indices of the derivative on the interval, and (69) reproduces correctly the functions
$(2) o expleEa]. )

Possible self-adjoint extensions of D4 can be obtained only by modifying the
boundary conditions. It can be shown that all the self-adjoint extensions of D4 require
boundary conditions incompatible with (39). In analogy to the operator Pin (36), the
required periodic boundary conditions correspond to a physically different situation,
namely a particle moving on a ring.

Appendix C

In this Appendix it is shown that the inequality (52) holds. In a first step, the
expression for ||D4¢||? for a state |¢) € D(Dy4) is evaluated:

Oaotae) = " [ (AL 4 L) 3o (A0 + ) oo

= 7 /0 de (AA%G ¢ + Agp + 2AA{F o+ 00'}) (70)

where the argument = is suppressed throughout, the prime denotes the derivative
with respect to x, and ¢(x) is the complex conjugate of ¢(x). The last term can be
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estimated as follows
B A —, - B A - -
5 dean (Fo4d0) < [ delan| @+ b0

<#%AAdMMM<E%A/ v (B +167)

_ —AOA’ (/ dr d &' +/ dx¢¢) — mAAL(B|Te) + " Aoy, (71)

using the bounds (45) on the functions A(z) and A’(x) and the inequality

0< (I6(x) —1¢(x)])" . (72)

Similar estimates apply to the first two terms in (70). After collecting all terms one

finds
1Basll? < @%+A»Qmmw@+hm) (73

which is the required inequality.
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