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Laminar and turbulent flows over hydrophobic surfaces1

with shear-dependent slip length2

Sohrab Khosh Aghdam and Pierre Ricco∗
3

Department of Mechanical Engineering, The University of Sheffield,4

Mappin Street, S1 3JD Sheffield, United Kingdom5

2016 Khosh, S.K. Ricco, P. Laminar and turbulent flows over hydrophobic surfaces

with shear-dependent slip length, Phys. Fluids, 28, 035109.

Motivated by extensive discussion in the literature, by experimental evidence and by recent direct
numerical simulations, we study flows over hydrophobic surfaces with shear-dependent slip lengths
and we report their drag-reduction properties. The laminar channel-flow and pipe-flow solutions are
derived and the effects of hydrophobicity are quantified by the decrease of the streamwise pressure
gradient for constant mass flow rate and by the increase of the mass flow rate for constant streamwise
pressure gradient. The nonlinear Lyapunov stability analysis, first applied to a two-dimensional
channel flow by A. Balogh, W. Liu, and M. Krstic [“Stability enhancement by boundary control in
2-D channel flow” IEEE Trans. Autom. Control, 2001, vol. 46, pp. 1696-1711], is employed on
the three-dimensional channel flow with walls featuring shear-dependent slip lengths. The feedback
law extracted through the stability analysis is recognized for the first time to coincide with the
slip-length model used to represent the hydrophobic surfaces, thereby providing a precise physical
interpretation for the feedback law advanced by Balogh et al. (2001). The theoretical framework by
K. Fukagata, N. Kasagi, and P. Koumoutsakos [“A theoretical prediction of friction drag reduction
in turbulent flow by superhydrophobic surfaces” Phys. Fluids, 2006, vol. 18, 051703] is employed
to model the drag-reduction effect engendered by the shear-dependent slip-length surfaces and the
theoretical drag-reduction values are in very good agreement with our direct numerical simulation
data. The turbulent drag reduction is measured as a function of the hydrophobic-surface parameters
and is found to be a function of the time- and space-averaged slip length, irrespectively of the local
and instantaneous slip behaviour at the wall. For slip parameters and flow conditions that could
be realized in the laboratory, the maximum computed turbulent drag reduction is 50% and the
drag reduction effect degrades when slip along the spanwise direction is considered. The power
spent by the turbulent flow on the hydrophobic walls is computed for the first time and is found
to be a non-negligible portion of the power saved through drag reduction, thereby recognizing the
hydrophobic surfaces as a passive-absorbing drag-reduction method. The turbulent flow is further
investigated through flow visualizations and statistics of the relevant quantities, such as vorticity
and strain rates. When rescaled in drag-reduction viscous units, the streamwise vortices over the
hydrophobic surface are strongly altered, while the low-speed streaks maintain their characteristic
spanwise spacing. We finally show that the reduction of vortex stretching and enstrophy production
is primarily caused by the eigenvectors of the strain rate tensor orienting perpendicularly to the
vorticity vector.

I. INTRODUCTION6

Turbulence is one of the most challenging problems in classical physics and has been studied for more than a century7

with the aim to understand its underlying principles. A key area of turbulence research has been flow control, i.e.,8

the development of methods that modify the flow to achieve a beneficial effect, such as the attenuation of turbulent9

kinetic energy to obtain drag reduction [1].10

Our research interest is on hydrophobic surfaces, whose main characteristic is a finite effective slip velocity at the11

wall [2]. These surfaces may achieve drag reduction for both laminar and turbulent flows [3, 4], delay the transition12

to turbulence [5], and operate over a wide range of Reynolds numbers relevant for technological applications, such as13

flows over marine vessels [6]. In particular, we are motivated by recent experimental and numerical research works14

that suggest that the characteristic slip length of the wall velocity may be a function of the wall-shear stress [4, 7–9].15

The crucial observation is that this dependence is likely to be true especially for liquids in the turbulent regime flowing16

past hydrophobic surfaces because these flows exert shear stresses that are much larger than in the laminar regime.17

Most of hydrophobic surfaces feature alternating patches of solid wall and trapped air pockets. The interaction18

between the viscous flow and the air pockets gives rise to the drag reduction effect. The inspiration for their design19
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comes from the water-repellent lotus leaves [10]. More recently, liquid-infused rigid porous surfaces, the so-called20

Slippery Liquid-Infused Porous Surfaces (SLIPS) [11, 12] mimicking the features of the nepenthes pitcher plant, have21

shown very interesting hydrophobic, anti-biofouling and self-cleaning properties. Drag reduction over SLIPS has been22

reported in laminar [13, 14] and turbulent regimes [15].23

A. Laminar and transitional flows over hydrophobic surfaces24

The remarkable hydrophobic properties of these surfaces have spurred scientists to investigate their effect on laminar25

flows with the aim of reducing the friction drag [7, 16, 17]. One of the first experimental works of a laminar flow over26

superhydrophobic surfaces showed that 14% drag reduction could be attained [3], while Ou et al. [18] reported a 40%27

drag reduction.28

The effect of hydrophobic surfaces has mainly been modelled in two ways. In the first model, which traces back to29

Navier [19], the fluid obtains a finite slip velocity at the boundary and a linear relation between the local wall velocity30

and the shear-rate has been assumed to exist, i.e., uwall = b ∂u/∂y|wall, where the constant b is called the slip length.31

The second model distinguishes between the interaction of the liquid with the solid portions of the wall, modelled32

by the standard no-slip condition, and the dynamics between the liquid and the trapped air pockets, often modelled33

simply through a shear-free boundary. Philip [2] used the second framework and extracted analytical solutions for34

the laminar Poiseuille pipe flow. Lauga and Stone [7] extended Philip [2]’s work to the pipe-flow case with different35

orientation of the micro-patterns and correlated these analytical results with the effective slip length for the first time.36

The research works on stability and transition to turbulence are more limited. The most notable effort is by Min and37

Kim [5], who demonstrated numerically that the critical channel-flow Reynolds number for linear stability increases38

when the walls are hydrophobic and that the laminar-turbulent transition can be significantly delayed.39

B. Turbulent flows over hydrophobic surfaces40

Inspired by the success of hydrophobic surfaces to reduce laminar drag, research efforts were soon directed toward41

turbulent drag reduction. Daniello et al. [20] proved experimentally that turbulent drag reduction as high as 50%42

can be obtained with hydrophobic surfaces. Drag reduction experiments in free-stream transitional and turbulent43

boundary layer flows over flat surfaces sprayed with hydrophobic nanoparticles were carried out by Aljallis et al. [21].44

A crucial observation was the eventual depletion of the surface at high-shear rates and the subsequent drag increase.45

The experimental work by Bidkar et al. [22] showed that sustained turbulent drag reduction of up to 30% can be46

achieved over random-textured hydrophobic surfaces. Turbulent drag reduction of 14% over the SLIPS has been47

measured experimentally by Rosenberg et al. [15].48

In the direct numerical simulations (DNS) by Min and Kim [4], the hydrophobic surface was implemented through49

Navier [19]’s model, thereby enforcing an effective slip length. Maximum drag reduction occurred for slip in the50

streamwise direction only, while slip along the spanwise direction was detrimental for drag reduction. Min and Kim51

[4]’s parametric study on the influence of slip lengths was extended in the DNS work of Busse and Sandham [9]. In a52

later work, Hasegawa et al. [23] numerically studied a turbulent channel flow with streamwise-varying micro-grooves.53

The boundary conditions were expressed through a mobility tensor, relating the slip velocity and the wall-shear stress,54

in line with other works on flows over anisotropic hydrophobic patterns [24, 25].55

The DNS by Martell et al. [26] modelled a superhydrophobic surface through periodically patterned micro-cavities56

filled with trapped air, confirming most of the experimental findings by Daniello et al. [20]. Martell et al. [27]57

numerically simulated flows at three Reynolds numbers, demonstrating that, even though the Reynolds number58

changed, the same drag reduction is obtained as long as the scales of the wall texture are the same in wall units.59

Martell et al. [27] and Lee et al. [28] both proved that the drag reduction performance improves as the bulk Reynolds60

number increases if the texture scales are kept constant when scaled in outer units.61

Fukagata et al. [6] proposed a theoretical formula that analytically predicts the dependence of drag reduction on62

the slip length and the Reynolds number. They showed that increasing the Reynolds number leads to a weak decrease63

of the drag-reducing effect when slip is along the streamwise direction only. This negligible effect was also reported64

by Busse and Sandham [9]. Further discussion on the physics of turbulent drag reduction by hydrophobic surfaces65

can be found in Rothstein [29] and in the more recent DNS works by Jelly et al. [30] and Lee et al. [28], who reported66

the changes of turbulent kinetic energy balance, in particular the strengthening of the energy production near the slip67

patches and a detailed study of secondary and tertiary flows induced by the wall texture.68
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C. Motivation behind the study of hydrophobic surfaces featuring shear-dependent slip length69

In this paper, for the first time theoretical and numerical results of laminar and turbulent flows bounded by hy-70

drophobic walls exhibiting shear-dependent slip lengths are presented. We have been motivated by several discussions71

in experimental articles [31–34] and numerical articles [4, 7, 9, 35], from which it emerges that a shear-dependent slip72

length is likely to occur especially in the turbulent regime as the wall-shear stress can reach high values. Churaev73

et al. [33] first experimentally reported slip lengths increasing with the shear rate. Lauga and Stone [7] point out that74

the high wall shear may stretch the air pockets, thereby increasing the portion of the wall surface covered by air and75

causing the effective slip length to depend on the shear stress. Choi and Kim [8] show that, in both water and mixed76

water-glycerin flows, the slip length depends on the wall shear, although they state that this effect may be influenced77

by viscous heating at high shear rates. Shear-dependent slip lengths were also shown by Choi et al. [32] at smaller78

scales. Although the linear Navier’s model was used by Min and Kim [4], they remark that experimental works show79

that the slip length in general depends on the shear rate. Busse and Sandham [9] further advocate that future research80

ought to consider this dependence to improve the modelling of hydrophobic surfaces under high-shear turbulent flows.81

Schönecker et al. [35] point out that the hydrophobic slip depends on the dynamics of the enclosed gas and that the82

gas viscosity impacts on the slip length, implying that the latter depends on the shear rate. In the laminar case, steps83

in this direction have been taken by Schönecker and Hardt [36], who computed a streamwise-dependent slip length for84

flows over rectangular air-filled cavities. More recently, the direct numerical simulation study by Jung et al. [37] of a85

turbulent flow over thin air layers showed that in high-drag-reduction cases the computed slip length may depend on86

the shear at the water-air interface.87

Furthermore, the SLIPS hydrophobic surfaces [11, 12], studied for the first time below a turbulent flow by Rosenberg88

et al. [15], may also exhibit shear-dependent slip lengths. The liquid trapped in the porous substrate is usually89

a Newtonian oil, but non-Newtonian liquids could also be a sensible choice because they would stick well to the90

porous rigid substrate, an essential requirement for these textures to function properly. It is therefore likely that the91

interaction between the flowing water and the trapped oil would be characterized by shear-dependent slip lengths.92

Schönecker and Hardt [38] further remark that the viscosity of the trapped oil in the SLIPS, and consequently the93

shear at the liquid-oil interface, must be considered to model these surfaces. Furthermore, when representing the94

SLIPS by the slip-length model, the issue of capturing accurately the near-wall spatially inhomogeneous interaction95

with the air-pockets pattern is avoided because the liquid infusing the substrate is uniformly distributed below the96

flowing liquid.97

As a first study on laminar and turbulent flows over hydrophobic surfaces which show wall-slip properties that98

depend on the wall-shear stress, we have chosen to extend the slip-length model employed by Min and Kim [4] and99

Busse and Sandham [9]. This approach clearly implies that, when representing surfaces with trapped air pockets, the100

precise texture features are not modelled and that the characteristic lengths of the hydrophobic surface are smaller101

than the near-wall viscous scales of the turbulence. The other option to model these surfaces would have been to resolve102

the complex interaction between the turbulent flows and the textured patterns of alternating patches of solid surfaces103

and air pockets. The modelling of the slip/no-slip pattern would have been more realistic, but, in order to synthesize104

the dependence of the wall slip on the wall shear, the widely-adopted boundary conditions of zero velocity over the105

solid wall and of zero shear over the air pockets would not have been adequate because the corresponding effective106

slip length would not have been shear dependent. This approach would have required the precise characterization of107

the interaction between the liquid flow and the gas, i.e., the resolution of the flow dynamics of the air motion in the108

pockets, as amply discussed by Schönecker et al. [35].109

D. Objectives of the present work110

A linear dependence between the slip length and the wall shear has been chosen, motivated by the experimental111

findings by Churaev et al. [33] and Choi and Kim [8]. Although slip is considered along both the streamwise and112

spanwise directions, the shear-dependence of the slip length is only modelled along the streamwise direction because113

this direction experiences the highest shear. The turbulent flow is studied numerically by DNS, carried out by the114

Incompact3d code [39, 40].115

The first objective is to solve the Navier-Stokes equations analytically for the laminar flows in the confined channel-116

flow and pipe-flow geometries. The laminar channel flow is then studied through nonlinear Lyapunov stability analysis.117

The rigorous two-dimensional approach by Balogh et al. [41] is extended to the three-dimensional case and the shear-118

dependent laminar solution is chosen as the base flow. We stress that, although not useful to explain the physics of119

drag reduction in the turbulent regime because of the very small critical Reynolds number, the stability analysis is120

useful to arrive at rigorous nonlinear stability conditions. The feedback-control wall boundary conditions found from121

the stability analysis coincide with the hydrophobic slip-length model. For the first time, the conceptual link between122
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the extracted feedback-law boundary conditions and the hydrophobic-surface model is advanced.123

Other objectives are to extend the theory of Fukagata et al. [6] to the shear-dependent slip-length case, to evince124

how the parameters describing the hydrophobic surface affect the drag reduction rate, and to carry out a comparison125

between Fukagata et al. [6]’s theoretical results and the DNS results. The final aim is to study the drag-reducing126

turbulent flow through statistical analysis. The power exerted by the liquid turbulent flow on the hydrophobic127

surface is investigated and the principal strain rates of the near-wall turbulent flow are studied for the first time in a128

drag-reducing flow.129

In §II, the laminar-flow analysis is presented. The laminar flow solutions for the channel-flow and the pipe-flow130

geometries are found in §II A and the Lyapunov stability analysis is discussed in §II B. In §III, the turbulent-flow131

analysis is presented. The Fukagata et al. [6]’s theory for drag-reduction prediction is contained in §III B, the results132

on the drag reduction properties and turbulence statistics are found in §III C, and the power spent on the hydrophobic133

surface is discussed in §III D. In §III E, the numerical results on the turbulent vorticity are presented and the study134

of the principal strain rates is found in §III F. In §IV a summary of the results is given.135

II. LAMINAR FLOW136

This section presents the analytical results for laminar flows over hydrophobic surfaces in §II A and the nonlinear137

Lyapunov stability analysis of the laminar channel flow in §II B.138

A. Analytical laminar solutions139

The laminar channel-flow solution with shear-dependent slip-length hydrophobic walls is first derived analytically.140

Lengths are scaled by the channel half-height h∗, velocities by the maximum Poiseuille velocity U∗
p with uncontrolled141

walls, and the time t∗ by h∗/U∗
p . Quantities non-dimensionalized through these units are not indicated by any symbol142

and dimensional quantities are marked by the superscript ∗. The Reynolds number is defined as Rp = U∗
p h∗/ν∗,143

where ν∗ is the kinematic viscosity of the fluid. The streamwise, wall-normal, and spanwise directions are x∗, y∗, and144

z∗, respectively, and y ∈ [0, 2]. The velocity vector field is defined as W = (U(x, y, z, t), V (x, y, z, t), W (x, y, z, t)) and145

the pressure is P (x, y, z, t). The velocity and the pressure satisfy the incompressible continuity and Navier-Stokes146

equations. The hydrophobic surface is modelled through the following boundary condition at the bottom wall:147

U(0) = ls
∂U

∂y

∣∣∣∣
y=0

= a

(
∂U

∂y

∣∣∣∣
y=0

)2

+ b
∂U

∂y

∣∣∣∣
y=0

, (1)

and analogously for the upper wall at y = 2. The constant b is positive and, as suggested by experiments [8, 32, 33],148

a is also positive. The boundary condition (1) is also consistent with the shear-dependent slip length computed from149

the molecular dynamics simulations carried out by Thompson and Troian [42], i.e., ls = ls0(1 − γ̇/γ̇c)−1/2, where γ̇150

and γ̇c are the scaled shear rate and a critical shear rate, respectively. Indeed, the Taylor expansion for small γ̇ leads151

to ls = ls0 + ls0γ̇/(2γ̇c) + O(γ̇2). As the flow is symmetric along the channel centreline, the other boundary condition152

may be chosen as:153

∂U

∂y

∣∣∣∣
y=1

= 0. (2)

In the case of fully-developed two-dimensional laminar channel flow, W = (U(y), 0, 0)). The streamwise velocity U154

satisfies a simplified form of the x-momentum equation,155

1

Rp

d2U

dy2
− dP

dx
= 0. (3)

The solution is156

U(y) = Rp
dP

dx

(
y2

2
− y + aRp

dP

dx
− b

)
. (4)
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It is useful to introduce the bulk velocity,157

Ub =
1

2

∫ 2

0

U(y)dy = Rp
dP

dx

(
aRp

dP

dx
− b − 1

3

)
. (5)

The special case of constant slip length (a=0) is first studied. In the constant-bulk-velocity case, Ub = 2/3. The158

streamwise pressure gradient is159

dP

dx
=

−2

Rp(3b + 1)
. (6)

To enforce the same mass flow rate, the hydrophobic surface leads to a smaller pressure gradient than in the un-160

controlled case. The pressure gradient tends to zero as b increases. By substituting (6) into (4), for a = 0 one161

finds162

U(y) =
−2

3b + 1

(
y2

2
− y − b

)
, (7)

which was also derived by Min and Kim [5]. In the limit of large slip length, b → ∞, the plug flow case is found,163

U = Ub. For the case of constant pressure gradient, dP/dx = −2/Rp. For a = 0, Ub increases linearly with the slip164

length, Ub = 2b + 2/3.165

In the shear-dependent slip-length case, a 6= 0, and when Ub is constant, the pressure gradient is found as follows.166

Expression (5) is first solved for the pressure gradient,167

dP

dx

∣∣∣∣
1,2

=
3b + 1

6aRp

[
1 ±

√
1 +

36aUb

(3b + 1)2

]
. (8)

The minus-sign solution is selected by Taylor expansion of the square-root term in (8) for small a and b = O(1), i.e.,168

[1 + 36aUb/(3b + 1)2]1/2 = 1 + 18aUb/(3b + 1)2 + O(a2), to match (8) with the pressure-gradient solution (6) for the169

constant-slip-length case. We further set Ub = 2/3 and the result is170

dP

dx
=

3b + 1

6aRp

[
1 −

√
1 +

24a

(3b + 1)2

]
. (9)

For b = O(1) and a → ∞,171

dP

dx
∼ 1

Rp

√
2

3a
, (10)

i.e., the pressure gradient is independent of b and decreases as a increases more slowly than when b increases and172

a = 0, as shown by (6). When the pressure gradient is constant, Ub = 4a+ 2b + 2/3, that is the bulk velocity increases173

linearly with both a and b, and the growth rate is larger for a. The equivalent slip length can be computed in the174

laminar case by substituting (4) into (1), i.e.,175

ls = b − aRp
dP

dx
. (11)

The solution for the laminar flow in a pipe with a hydrophobic wall featuring a shear-dependent slip length is studied176

in Appendix A. The bulk velocity is related to the pressure gradient as follows177

Ub = 2

∫ 1

0

U(r)rdr =
Rp

8

dP

dx

(
2aRp

dP

dx
− 4b − 1

)
, (12)

where the pipe-flow quantities in (12) are defined in Appendix A. The relationship (12) is useful to compute the178

slip-length parameters a and b from the experimental data of mass flow rate of mercury in thin quartz capillaries as a179

function of the pressure gradient reported by Churaev et al. [33] in their figure 4 on page 579 and reproduced in figure180

1 (left). It is clear that a constant-slip-length behaviour only occurs at small pressure gradients (dashed line), while181

a quadratic behaviour as that predicted by (12) ensues for larger pressure gradients (solid line). By rescaling (12)182
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FIG. 1: Left: Mass flow rate as a function of pressure difference for mercury flow in thin quartz capillary tubes,
measured by Churaev et al. [33] (refer to their figure 4 on page 579). Right: Slip length as a function of shear rate
for water flow in a cone-and-plate rheometer, measured by Choi and Kim [8] (refer to their figure 4).

and fitting the experimental data, a∗=7·10−6µm s and b∗=0.16µm are found. We are also interested in laminar flows183

over surfaces characterized by larger slip lengths[3], i.e., of the order of tens of µm. To the best of our knowledge, the184

cone-and-plate rheometer data for a NanoTurf superhydrophobic surface reported by Choi and Kim [8] are the only185

ones that show shear-dependent slip lengths of this magnitude in the laminar regime (refer to their figure 4 (bottom)).186

As shown in figure 1 (right), the dependence of the slip length on the shear rate is linear with a∗=0.12µm s and187

b∗=36µm. Note that, although featuring slip lengths of different orders of magnitude, both Churaev et al. [33] and188

Choi and Kim [8] show a linear dependence of the slip length on the wall-shear stress, i.e., consistent with our model189

(1).190

B. Nonlinear Lyapunov stability analysis191

The Lyapunov nonlinear stability analysis of the laminar flow studied in §II A is performed in this section. The192

objective is to stabilize the channel flow around the chosen equilibrium point, i.e., (4), the solution of the laminar193

channel flow with hydrophobic walls featuring a shear-dependent slip length. The work by Balogh et al. [41] on the194

stabilization of a two-dimensional channel flow is extended to the three-dimensional space. At the end of the analysis,195

this approach allows the specification of an a-priori-unknown feedback-control boundary conditions at the wall. We196

find that these feedback-control boundary conditions are the same as those of the slip-length hydrophobic model.197

The flow domain is Ω = {(x, y, z) ∈ [0, Lx) × [0, 2] × [0, Lz)}. Periodic boundary conditions are applied to the198

homogeneous x and z directions. The L2 norm of a vector f is defined as199

||f ||L2 =
√

[|f |2]
Ixyz, (13)

where200

[·]
Ixyz =

Lz∫

0

2∫

0

Lx∫

0

· dx dy dz. (14)

The perturbation velocity vector, w = (u, v, w), and the perturbation pressure p are defined as:201

u = U − Û , v = V − V̂ , w = W − Ŵ , p = P − P̂ , (15)
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where202

(
Û, P̂

)
=
(

Û , V̂ , Ŵ , P̂
)

=
(

Û(y), 0, 0, P̂ (x)
)

. (16)

Û(y) is given by (4) and P̂ (x) = xdP/dx, where dP/dx is given in (9). We operate under constant mass flow rate203

conditions to have bounded Û(y). Upon substitution of (15) in the incompressible Navier-Stokes equations, the204

nonlinear perturbation equations are found,205

∇ · w = 0, (17)

206

∂w

∂t
+ (w · ∇)

(
w + Û

)
+
(

Û · ∇
)

w = −∇p +
1

Rp
∇2

w. (18)

The perturbation energy is defined through the L2 norm of the perturbed velocity, i.e., E(w) = ||w||2L2 . The time207

derivative of E(w) is208

1

2

dE(w)

dt
=

[
u

∂u

∂t

]

Ixyz

+

[
v

∂v

∂t

]

Ixyz

+

[
w

∂w

∂t

]

Ixyz

. (19)

Each term in (19) is expanded separately using (17)-(18) and periodicity in the homogeneous directions. An upper209

bound is derived for the time derivative of the energy,210

dE(w)

dt
≤ −αE(w)

2
+

2

Rp

[
u2(x, 0, z, t) + w2(x, 0, z, t)

]
Ixz

+
2

Rp

[[
u

∂u

∂y
+ w

∂w

∂y

]2

0

]

Ixz

, (20)

where211

[·]
Ixz =

Lz∫

0

Lx∫

0

· dx dz, (21)

and α = Rp
−1 − 4 + Rp

−1L−2
x + Rp

−1L−2
z . The details of the derivation of (20) are found in Appendix B. The212

dimensions of the domain along the homogeneous directions, Lx and Lz, can be taken as infinitely large, which leads213

to α = Rp
−1 − 4. In the uncontrolled case (u(x, 0, z, t) = w(x, 0, z, t) = 0 and u(x, 2, z, t) = w(x, 2, z, t) = 0), E(w)214

decays exponentially in time if α > 0, i.e., Rp < 1/4. As in Balogh et al. [41], global stability is achieved not only by215

choosing the right range for Rp, but also by modifying the integral terms, which pertain to the boundaries. Following216

Balogh et al. [41]:217

u(x, yw, z, t) = (1 − yw) k
∂u

∂y
(x, yw, z, t), w(x, yw, z, t) = (1 − yw) k

∂w

∂y
(x, yw, z, t), (22)

where yw=0 for the lower wall and yw=2 for the upper wall. Substitution of (22) into (20) leads to218

dE(w)

dt
≤ − αE(w)

2
− 2

Rp

(
1

k
− 1

)[
u2(x, 0, z) + w2(x, 0, z)

]
Ixz

− 2

kRp

[
u2(x, 2, z, t) + w2(x, 2, z, t)

]
Ixz

. (23)

By setting k ∈ (0, 1], the perturbation energy E decays exponentially, thus achieving global asymptotic stabilization.219

It is remarkable to note that the controller found in (22), i.e., based on distributed actuation that linearly relates220

the in-plane wall velocity to the wall-normal velocity gradient, coincides with the widely-used Navier’s model of221

hydrophobic surfaces (Min and Kim [4], where both streamwise and spanwise slip velocities are considered). The222

constant k agrees with the slip length ls, given in (1). To the best of our knowledge, this is the first time that this223

conceptual link between these two apparently unrelated areas has been advanced.224

A further interesting observation can be put forward. In the stability analysis, boundary terms involving the225

perturbation pressure p, i.e., proportional to pu, pv, and pw, vanish either by periodicity along x and z or through the226

no-penetration condition imposed on the wall-normal velocity. If the latter condition is relaxed while the periodicity227
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along x and z is maintained, a wall-based controller of the type v = Ap can be designed, which has been used228

by Balogh et al. [43] to maximize mixing in a three-dimensional pipe flow. We note here that this wall-based linear229

relationship between the wall-normal velocity and pressure has also been employed successfully to model the interaction230

between the compressible flow of air and porous surfaces [44], where A plays the role of the admittance. High-precision231

experiments of these acoustic absorbing coatings [45, 46] have been shown to lead to the attenuation of the growth rate232

of the acoustic mode in high-Mach-number compressible laminar boundary layers. The velocity-pressure boundary233

condition has also been used to simulate an incompressible turbulent flow over porous surfaces [47]. This problem is234

obviously out of the scope of the present study, but, similar to the wall-parallel controller case, it is worthwhile to235

notice how a purely mathematical exercise, such as the stability analysis, helps us educe boundary conditions that236

synthesize controllers with precise counterparts in Nature.237

The shear-dependent slip-length condition is now derived from (20). The boundary conditions are238

u(x, yw, z, t) = a

(
∂u

∂y

)2

(x, yw, z, t) + (1 − yw) b
∂u

∂y
(x, yw, z, t) (24)

and corresponding ones for the spanwise velocity component w. Note that the different signs only apply to b and not239

to a because a multiplies (∂u/∂y)2 and therefore the symmetrical condition over the two channel walls is respected.240

Following the same reasoning as in the constant k case, expressions for ∂u/∂y and ∂w/∂y are found from (24) and241

from the corresponding ones for w. In the shear-dependent slip-length case, the inequality for the perturbation energy242

is:243

dE(w)

dt
≤ − αE(w)

2
− 2

Rp

(
2

b +
√

b2 + 4a
− 1

)[
u2(x, 0, z, t) + w2(x, 0, z, t)

]
Ixz

− 4

Rp

(
b +

√
b2 + 4a

)
[
u2(x, 2, z, t) + w2(x, 2, z, t)

]
Ixz

. (25)

The derivation is detailed in Appendix C. In the limit a → 0, (23) is recovered from (25). As the limits Lx, Lz → ∞244

have been taken,
[
u2(x, 0, z, t) + w2(x, 0, z, t)

]
Ixz

=
[
u2(x, 2, z, t) + w2(x, 2, z, t)

]
Ixz

. It follows that (25) simplifies to:245

dE(w)

dt
≤ − αE(w)

2
− 2

Rp

(
4 − b −

√
b2 + 4a

b +
√

b2 + 4a

)
[
u2(x, 0, z, t) + w2(x, 0, z, t)

]
Ixz

. (26)

In summary, the stability conditions are246

Rp <
1

4
, a ≤ 4 − 2b, a ≤ b2/4. (27)

The first stability condition relating the positive a and b in (27) is found by imposing the coefficient multiplying the247

second term on the right-hand-side in (26) to be negative. The inequality changes to the more restrictive a ≤ 1 − b if248

(25) is used. The last stability condition in (27) is derived in Appendix C (refer to analysis leading to (C4)). As in249

the two-dimensional case studied by Balogh et al. [41], the condition on the Reynolds number is very restrictive and250

proper of laminar microfluidic flows. Therefore, the nonlinear stability analysis does not provide information on the251

physical mechanism that leads to the attenuation of the turbulent kinetic energy.252

We can verify whether the flow parameters in Choi and Kim [8], pertaining to a laminar flow in a thin gap between253

a stationary plate and a spinning cone (i.e., a very good model for the idealized Couette flow), satisfy our stability254

conditions (27) because these are also valid for Couette flow (which is verified by substituting the Couette constant255

shear in inequality (B17)). A Reynolds number of 1/4, based on their rheometer’s gap and tip speed, is found for an256

angular velocity of 0.15 rad/s, which is in the range of values that the rheometer can achieve. By scaling their slip257

parameters, a∗=0.12µm s and b∗=36µm, by the rheometer’s tip speed and gap thickness, the first stability condition,258

a ≤ 4 − 2b, is always satisfied. The second condition, a ≤ b2/4, is satisfied when the rheometer’s tip speed is smaller259

than 0.029 m/s (angular velocity smaller than 0.6 rad/s), which again is in the realizable range of Choi and Kim [8]’s260

experimental rig.261

III. TURBULENT FLOW262

The turbulent flow decomposition and the numerical procedures are contained in §III A and the Fukagata-Kasagi-263

Koumoutsakos theory for drag reduction prodiction is described in §III B. The numerical results are found in the264

remaining §III C-§III F.265
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A. Turbulent flow decomposition and numerical procedures266

The turbulent flow is decomposed into a mean and a fluctuating component,267

(U, V, W ) = (U(y), 0, 0) + (u′, v′, w′) , (28)

where the mean streamwise flow is268

U(y) = (LxLz)−1
[
U
]

Ixz
, (29)

269

· =
1

tf − ti

∫ tf

ti

· dt, (30)

and ti and tf are the initial and finish times defining the interval for the time averaging. The skin-friction coefficient270

is defined as usual,271

Cf =
2ν∗

U∗2
b

dU∗

dy∗

∣∣∣∣
y=0

=
2

RpU2
b

dU
dy

∣∣∣∣
y=0

, (31)

where the turbulent bulk velocity Ub in (31) is obtained by replacing U for U in (5). Unless otherwise specified, the272

notation y = 0 hereinafter indicates a quantity averaged over the two walls. The turbulent drag reduction R is273

R(%) = 100

(
1 − Cf

Cf,r

)
, (32)

where the subscript r hereinafter denotes a quantity in the reference case of channel flow with uncontrolled walls.274

The friction Reynolds number is275

Rτ =
u∗

τ h∗

ν∗
= uτ Rp, (33)

where276

uτ =

√
1

Rp

dU
dy

∣∣∣∣
y=0

(34)

is the friction velocity. Scaling by viscous units of the uncontrolled wall, i.e., u∗
τ,r and ν∗, is denoted by the superscript277

+0 and scaling by viscous units of the hydrophobic wall is indicated by the superscript +.278

The root-mean-square (rms) of a fluctuating velocity component q′ is defined as:279

qrms =

√
(LxLz)

−1
[
q′2
]

Ixz
. (35)

The Reynolds stresses are defined as280

uvrey = (LxLz)
−1 [

u′v′
]

Ixz
. (36)

The power balance within the channel can be written as:281

Px + W + D = 0, (37)

where Px is the power spent to pump the fluid along x, W is the power spent by the viscous action of the fluid on282

the hydrophobic surface, and D is the viscous dissipation of kinetic energy into heat. For cases for which the wall283

no-penetration condition is imposed on the wall-normal velocity component and slip is considered only along the284

streamwise direction, the three quantities in (37) are:285

Px = 2UbLxLz

(
Rτ

Rp

)2

, (38)
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W = − 2

Rp

[
U(0)

∂U

∂y

∣∣∣∣
y=0

]

Ixz

, (39)

and286

D = − 1

Rp

[(
∂Ui

∂xj
+

∂Uj

∂xi

)
∂Ui

∂xj

]

Ixyz

, (40)

where the Einstein summation convention of repeated indices is used. The percent power used by the fluid on the287

surface is Psp(%) = 100W/Px,r. Appendix D details the derivation of the energy terms (38), (39), and (40).288

The pressure-driven turbulent flow between infinite parallel flat plates with hydrophobic properties has been studied289

by DNS at low Reynolds number. The open-source Navier-Stokes solver Incompact3d [39, 40], freely available on the290

Internet at http://www.incompact3d.com/, has been modified to model the hydrophobic surfaces characterized by291

constant and shear-dependent slip lengths. The present simulations have been performed on the Polaris cluster at the292

University of Leeds and the ARCHER UK National Supercomputing Service.293

The simulations have been carried out at Rp = 4200 at constant mass flow rate, i.e., Ub = 2/3, and the uncontrolled294

friction Reynolds number is Rτ,r = 179.5. The dimensions of the computational domain are Lx = 4π, Ly=2, and295

Lz = 4π/3. The time step is ∆t = 0.0025 (∆t+0 = 0.019). The grid sizes are ∆x+0 = 8.5 and ∆z+0 = 3, and the296

minimum ∆y+0 = 0.4 near the wall. The simulations with hydrophobic walls have been started from a fully-developed297

turbulent flow with the no-slip condition. As in Ricco and Hahn [48], the turbulence statistics are computed after298

discarding the initial temporal transient during which the flow adapts to the new drag-reducing regime. The duration299

of the transient is estimated by direct observation of the time history of the space-averaged wall-shear stress and is300

typically of the order of 100h∗/U∗
p (1150ν∗/u∗2

τ,r). The statistics are calculated by averaging instantaneous flow fields301

saved at intervals of 10ν∗/u∗2
τ,r for a total time window of 850h∗/U∗

p (6520ν∗/u∗2
τ,r).302

In the code, 6th-order compact finite difference schemes are used for the spatial derivatives in the convective and303

diffusive terms. For the modelling of the hydrophobic surfaces, the wall boundary conditions (24) are implemented304

through single-sided two- and three-point formulas. Both schemes have been tested thoroughly without notable305

differences. The constant-slip-length results have been compared successfully with Min and Kim [4]’s and Busse and306

Sandham [9]’s.307

B. Fukagata-Kasagi-Koumoutsakos theory for a turbulent flow over shear-dependent slip-length surfaces308

The theoretical analysis by Fukagata et al. [6] (FKK hereinafter) is extended to the case of shear-dependent slip309

length. As in the constant-slip-length case used in FKK, the starting point is to express the mean streamwise slip310

velocity U(0) as a function of the wall-normal gradient of the mean velocity:311

U(0) = a

(
dU
dy

∣∣∣∣
y=0

)2

+ b
dU
dy

∣∣∣∣
y=0

. (41)

Note that in the constant-slip-length case (a = 0), (41) is found from (1) because the order of the integral operators312

used in (29) and the wall-normal derivative operator can be switched as the relationship is linear. In the shear-313

dependent case, this is obviously not possible because of the square of the wall-normal gradient. To make progress314

and continue along the lines of FKK’s theoretical formulation, (41) is nevertheless assumed to hold. Appendix E315

proves that the error in assuming (41) to be valid is less than 1%.316

Equation (41) is first transformed into:317

U(0)+ = auτ,r

(
Rτ,r

dU+

dy+

∣∣∣∣
y=0

)2 (
u+0

τ

)3
+ b

dU+

dy+

∣∣∣∣
y=0

u+0
τ Rτ,r. (42)

As dU+/dy+|y=0 = 1, then using uτ = u+0
τ uτ,r and U(0) = U(0)+u+0

τ uτ,r, (42) becomes318

U(0) = a
(
u+0

τ

)4
(uτ,rRτ,r)

2
+ b

(
u+0

τ

)2
uτ,rRτ,r. (43)
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The bulk velocity, Ub, is expressed as the sum of the mean slip velocity and an effective bulk velocity Ube,319

Ub = U(0) + Ube. (44)

The bulk velocity is assumed to satisfy Dean [49]’s formula,320

Ub =
(
κ−1 ln Rτ,r + F

)
uτ,r, (45)

where both the constant F and the von Kármán constant κ are assumed to be independent of the Reynolds number.321

Formula (45) follows directly from the assumption that the mean-velocity profile is logarithmic in the channel core.322

As amply verified by experimental and numerical data [50–52], this is not the case at the low Reynolds number of323

the present study and it has been argued that a truly logarithmic behaviour is only obtained at an infinite Reynolds324

number [52]. Nevertheless, the use of (45) has proved to be successful in the constant-slip-length cases as excellent325

theoretical predictions for R were obtained by FKK. Therefore, the logarithmic behaviour is also assumed to hold in326

the present shear-dependent slip-length cases and the predictive power of the framework is checked a posteriori when327

the theoretical results are compared with the DNS data in §III C.328

As suggested by Busse and Sandham [9], κ and F are computed from our DNS data. The von Kármán constant κ329

is estimated through the diagnostic function [50, 52]:330

κ−1 = y+ dU+

dy+
. (46)

Once κ is known, F is computed via (45). We find κ = 0.4 and F = 2.67. As in FKK, the effective bulk velocity is331

also assumed to follow the logarithmic law,332

Ube =
[
κ−1 ln

(
u+0

τ Rτ,r

)
+ F

]
u+0

τ uτ,r. (47)

Combining equations (43) and (47), one finds333

(
κ−1 ln Rτ,r + F

) 1 − u+0
τ(

u+0
τ

)2 = a
(
u+0

τ

)2
uτ,rRτ,r

2 + bRτ,r +
ln u+0

τ

κu+0
τ

. (48)

Using u+0
τ =

√
1 − R⋆, R⋆ = R/100 and uτ,r = Rτ,r/Rp, (48) becomes334

a (1 − R⋆) R2
τ,r

Rp
+ b =

(
κ−1 ln Rτ,r + F

) 1 −
√

1 − R⋆

Rτ,r(1 − R⋆)
− ln (1 − R⋆)

2κRτ,r

√
1 − R⋆

. (49)

The value of R⋆ is found through a Monte Carlo simulation [53]. As expected, the constant-slip-length formula (13)335

in FKK is recovered from (49) when a = 0. There is an interesting interpretation of the left-hand-side of (49). It can336

be written as follows:337

a (1 − R⋆) R2
τ,r

Rp
+ b = a

dU
dy

∣∣∣∣
y=0

+ b = b − a
dP

dx
Rp = L1. (50)

It represents the averaged slip length L1, as defined in (E4). Therefore the extended FKK equation (49) has the338

same form of the original FKK equation where L1 replaces the constant slip length b. Also, once written in terms of339

the pressure gradient dP/dx, the average slip length has the same form of the equivalent slip length of the laminar340

case given in (11). It follows that turbulent flows with the same averaged slip length are characterized by the same341

reduction of wall friction. In §III C, this property is successfully checked via DNS and the R values computed from342

(49) for different a and b values are compared with the DNS data.343

C. Turbulent drag reduction and velocity statistics344

Numerical simulations in the shear-dependent slip-length cases are carried out by first varying a and b, the constants345

for the hydrophobic model along the streamwise direction. Figure 2 shows the very good comparison between the346

R values computed via DNS (black circles) and the theoretical predictions obtained through the FKK theory (solid347

lines), studied in §III B.348
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The drag reduction increases monotonically with a for fixed b and with b for fixed a. For fixed a, the growth of R as349

b increases is more intense for small a values and the drag reduction has a very weak dependence on a for a ≤ 10−4.350

For b = 0.02 and a increasing from a = 0.001 to a = 0.01, the drag reduction increases from R = 33.4% to R = 51%,351

which is the maximum R computed in our study.352

As discussed in §III B, an averaged slip length L is defined (refer to Appendix E). For b = 0.02 and a increasing353

from a = 0.001 to a = 0.01, the average slip length L increases from 0.025 (L+0 = 4.52) to 0.06 (L+0 = 10.5).354

Flows with the same L have the same drag reduction, which is verified even when two extreme cases at the maximum355

R=51% with the same L = 0.06, one with a = 0.0159 and b = 0 and the other with a = 0 and b = 0.06, are compared.356

For this to occur, we notice that L∗ is scaled in outer units and not in viscous units of the hydrophobic case. Our357

results with a 6= 0 agree with the constant-slip-length ones by Min and Kim [4] and Busse and Sandham [9] for the358

same L.359

These numerical results confirm the theoretical prediction of monotonic growth of R with L, given by the FKK360

equation (49) once (50) is used. From the definition of L given in Appendix E and from the agreement of R values361

for the same L, it also follows that flows with the same L have the same averaged wall-slip velocity U(0). From the362

Fukagata-Iwamoto-Kasagi (FIK) identity [54], herein extended to include the effect of wall hydrophobicity [23, 28],363

Cf =
6

UbRp
− 6

U2
b

∫ 1

0

(1 − y)uvreydy − 6 U(0)

RpU2
b

, (51)

it is found that flows with the same R and U(0) must have an equally weighted y-integrated contribution of the364

Reynolds stresses uvrey. Our numerical calculations confirm this and further show that that the uvrey profiles agree365

throughout the channel. However, despite the same uvrey, the rms profiles of the velocity components do not overlap.366

For the cases with maximum R=51% (a = 0.0159, b = 0 and a = 0, b = 0.06), the urms profiles differ up to y = h/3,367

their peaks show a 14% difference, and urms(0) differ by 30%. This demonstrates that locally the behaviour of368

wall turbulence over these surfaces is markedly different and that the property of same R for same L is only to be369

considered in spatial and temporal averaged terms.370

In the constant-slip case (a=0), the space- and time-averaged wall velocity U(0) has also been verified to agree with371

the following372

U(0) =
3b

3b + 1

[
Ub − Rp

∫ 1

0

(1 − y)uvreydy

]
, (52)

which is found by averaging the wall boundary conditions (1) with a = 0, and by substitution of (31) into (51). As373

expected, lim
b→∞

U(0) = Ub, i.e., the laminar plug-flow found in §II A is recovered because the Reynolds stresses vanish374

slowly when the turbulent production decreases as the mean-flow wall-normal gradient drops, as shown by Busse and375

Sandham [9].376

The effect of slip along the spanwise direction is also considered. Along z, a constant slip length is considered (a = 0)377

because the wall-shear stress is smaller than along the streamwise direction. In all the tested cases, degradation of378

drag reduction is found, which confirms the original result by Min and Kim [4] for constant slip length along both379

directions. This effect is more intense for small L. R decreases from 29% to 21.5% when, along x, a = 0.0036 and380

b = 0, and the b value along z changes from null to 0.02. R changes only from 51% to 48% when, along x, a = 0.01381

and b = 0.02, and b along z again increases from null to 0.02.382

The rms of the three velocity components and the Reynolds stresses are shown in figure 3 for increasing values of a383

and b = 0.02. The value of urms at the wall increases with a and the effect of the hydrophobic surface is to attenuate384

the turbulence activity through the domain, confirming the main results by Min and Kim [4] for the constant-slip-385

length case. The modification is strengthened as a increases, which is consistent with R becoming larger as the average386

slip length increases. The streamwise velocity is the less affected, while the wall-normal and the spanwise velocities are387

attenuated by the same amount. The Reynolds stresses uvrey are the most affected, with the peak decreasing by more388

than 50%. Figure 4 shows the urms and uvrey scaled with the viscous units of the hydrophobic flow. Near the wall,389

where the streamwise-velocity boundary conditions are altered, the urms display a marked differences, i.e., u+
rms(0)390

and the peak of u+
rms grow with L as expected. The changes at higher wall-normal locations are less significant and391

are thus mostly due to the modification of the Reynolds number. The collapse of the Reynolds stresses is confined392

very near the wall.393

It is paramount to verify that the cases studied above can be realized experimentally. The maximum R case is394

considered, for which L+0 = 10.5. It is assumed that this scaled value corresponds to L∗ = 100µm, which is a sensible395

choice according to several experimental and theoretical works [7, 8, 20]. From these values of L+0 and L∗ the ratio396

u∗
τ /ν∗ can first be found. Assuming the liquid to be water (ν∗=10−6 m2s−1), the channel height 2h∗ = 3.4mm and397

the bulk velocity U∗
b =1.6ms−1 can be educed from the Reynolds numbers Rτ,r = 180 and Rp = 4200. These values398
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FIG. 2: Comparison between the R values computed via DNS (white circles for a → 0 and black circles for finite a)
and the theoretical prediction obtained through the modified FKK formula (49) (lines).
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fluid ν∗ (m2s−1) Rτ,r Rp 2h∗ (mm) Ub (ms−1)

water 10−6 180 4200 3.4 1.6

30% water+ glycerin 2.5 × 10−6 180 4200 3.4 4.1

water 10−6 400 10400 7.6 1.8

30% water+ glycerin 2.5 × 10−6 400 10400 7.6 4.6

water 10−6 1100 33060 20 2.1

30% water+ glycerin 2.5 × 10−6 1100 33060 20 5.3

TABLE I: Estimates for the channel heights and the bulk velocities for different fluids and Reynolds numbers for
L∗ = 100µm and L+0 = 10.5.

can be realized in a laboratory. Table I shows more estimated values for channel-flow experiments, where the same399

slip lengths in viscous units and in physical dimensions are assumed (the empirical relationship Rp = 11.05R1.143
τ,r was400

used for the estimates at higher Reynolds numbers[55]). Our estimated flow quantities are comparable with those of401

Rosenberg et al. [15], who, for the first time, measured turbulent drag reduction (maximum R = 14%) in a Couette402

flow over SLIPS. The friction Reynolds number was Rτ = 140, the maximum velocity was 4.4 m/s, and the gap403

thickness was 2 mm. Although no information was reported on whether their slip length depended on the shear rate,404

L∗=138±55 µm (L+ ≈ 10) is comparable to ours and to Choi and Kim [8]’s.405406

A further comment is due on the results by Choi and Kim [8], shown in figure 1 (right). By extrapolating the407

data, such surface would produce a slip length of 100µm when S∗=450s−1. We compare these quantities with our408

predictions in table I. For the first case in table I, b∗=36µm is assumed, S∗ is about 10,000s−1 and a∗=0.01µm s.409

The shear rate is about 20 times larger Choi and Kim [8]’s and the constant of proportionality a∗ is one order of410

magnitude smaller than Choi and Kim [8]’s. It follows that in a turbulent flow a much lower a than that found by411

Choi and Kim [8] would lead to significant shear-dependent effects because the wall-shear stress is much larger. This412

analysis proves that in wall-bounded turbulent flows, where the shear rate are orders of magnitude larger than in the413

laminar flows, hydrophobic surfaces are likely to feature slip lengths with shear dependence.414

Further evidence of shear-dependent slip lengths emerges from the recent DNS investigation by Jung et al. [37],415

where turbulent channel flows at Rτ,r = 180 over thin air layers have been simulated for the first time. Their figure 5f416

demonstrates that the slip length depends on the wall-shear stress for high-drag-reduction cases with zero mass flow417

rate in the air layer (refer to their figure 1b for a schematic of the flow domain). We have interpolated the data in418

their figure 5f with a power law, i.e., u+0
s = aj(0.01 µr∂u+0/∂y

∣∣
y=0

)β , where µr is the ratio between the viscosities419

of water and air. The least squares fitting method leads to aj = 0.006 and β = 2.02. This means that for this type420

of idealized hydrophobic surfaces our boundary condition (24) with b = 0 and a = 0.04 (computed by rescaling aj)421

is a very good model relating the instantaneous streamwise slip velocity and the streamwise velocity gradient at the422

water-air interface. According to our figure 2, this value of a would lead to R above 60%, which is consistent with the423

wall-shear stress reduction computed by Jung et al. [37]. It is certainly necessary to carry out further experimental and424

modeling work for flows at high wall-shear stress, especially in the turbulent flow regime, in line with the numerical425
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study of Jung et al. [37] and the experimental study of Rosenberg et al. [15]. The main objectives would be to identify426

hydrophobic surfaces featuring shear-dependent slip lengths and to obtain further constitutive relations between the427

slip length and the shear rate.428

D. Power spent by the turbulent flow on the hydrophobic surface429

In wall-bounded flow control problems, the performance of a flow system must be evaluated by the drag reduction430

and by the power exchanged through the surface. To the best of our knowledge, this is the first time that Psp =431

100W/Px,r, i.e., the percent power that the fluid exerts on the hydrophobic surface with respect to the power required432

to pump the fluid along x in the uncontrolled case, is taken into account (refer to (38)-(39) and Appendix D for full433

derivation). This power is obviously null in the uncontrolled case. For the shear-dependent slip case with a = 0.01 and434

b = 0.02, R = 50% and Psp = 16%, and for the constant-slip case with b = 0.02 (a = 0.0), R = 29% and Psp = 12%.435

In the case of a hydrophobic surface modelled by an alternating pattern of in-plane no-slip/free-shear strips without436

penetration, the power spent on the surface, given by equation (D5), is null because U(0) = 0 over solid portions of437

the wall and ∂U/∂y(0) = 0 over air pockets [26]. In reality, the turbulent flow expends energy to shear the enclosed438

air pockets by viscous action. This power transfer is responsible for the detachment and disappearance of the air439

bubbles trapped in the surface, which leads to the degradation of its drag-reduction properties. As argued by Aljallis440

et al. [21] and Govardhan et al. [56], the loss of drag reduction is not due to surface damage, but to the high wall441

shear and pressure that cause the depletion of air from the wall, to a higher water-wetted area, and thereby drag442

increase. Further work is certainly needed to compare the power spent at the wall computed via the effective slip443

model and the power exerted by the flow on the air pockets. In the case of SLIPS [11, 15], power is instead expended444

by the flowing liquid onto the liquid substrate that infuses the rigid porous matrix, mainly by the shear stress at the445

interface between the two liquids.446

An exchange of power at the surface in controlled wall-bounded turbulent flows obviously also occurs in several447

flow control techniques such as spanwise wall oscillation [57], wall travelling waves [58, 59], and spinning discs [48].448

These are active methods because power is introduced into the fluid system from the exterior of the domain. This449

follows mathematically from the tangential velocity induced by the wall actuation decaying on average along y in a450

thin viscous layer within the turbulent flow. In the hydrophobic-surface case, a passive technique, power is instead451

exerted by the fluid on to the surface because, on average, both the slip-wall velocity and the wall-normal gradient452

of the streamwise velocity at the wall are positive. Therefore, Psp for hydrophobic surfaces is of opposite sign when453

compared with that of active techniques. To compute the net power saved for active techniques, the power supplied454

at the wall Psp is subtracted from the saved Px (which coincides with R when the mass flow rate is constant), as455

discussed in Ricco and Hahn [48]. For the hydrophobic-surface case, the net power saved instead coincides with the456

saved Px as Psp is not supplied externally.457

Passive techniques have often been classified as methods that do not involve exchange of energy through the458

boundaries. Riblets are one of these methods. Hydrophobic surfaces (and also compliant surfaces) can still be459

categorized as passive, although they absorb energy from the fluid in motion. Hydrophobic surfaces can thus be460

named passive-absorbing methods while geometry-modifying techniques, such as riblets, can be called passive-neutral.461

Another point on the power spent ought to be discussed. As remarked in §II B after (23), the feedback boundary462

conditions extracted from the Lyapunov stability analysis coincide with those used to represent hydrophobic surfaces.463

Therefore two different physical systems are modelled through the same boundary conditions (22) and (24). In464

Balogh et al. [41], the boundary conditions are proposed to model an active technique for which the wall-shear stress465

is measured locally by distributed flush-mounted sensors to activate actuators which, in response to the wall-shear466

stress measurements, induce a wall streamwise velocity. As the boundary conditions in Balogh et al. [41]’s case and467

in the hydrophobic case coincide, Balogh et al. [41]’s surface absorbs power from the flow just like in the hydrophobic468

case. This sounds in contrast with Balogh et al. [41]’s idea of modelling an active drag reduction technique, which469

by definition requires an injection of power from the exterior of the system. This apparent contradiction is resolved470

if one accounts for the electrical and mechanical power spent by the sensors and actuators below the walls, which is471

not modelled by the boundary conditions (22) and (24).472

E. Vorticity, vortices, and streaks473

The rms of the vorticity vector components are shown in figure 5 for the uncontrolled, constant-slip-length, and474

shear-dependent slip-length cases. The graphs on the left show the profiles scaled in outer units, while the graphs on475

the right are nondimensionalized using viscous units based on the drag reduction friction velocity.476
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FIG. 5: Rms profiles of the streamwise (top), wall-normal (middle), and spanwise vorticity (bottom). Quantities
in the left graphs are scaled by the uncontrolled uτ,r and quantities in the right graphs are scaled by the drag-
reducing uτ .

In outer units, the fluctuations of all the vorticity components are strongly attenuated when compared to the477

uncontrolled case, indicating a strong reduction of turbulent activity. Like the uncontrolled case, the hydrophobic478

ωx,rms profiles display a local minimum at the edge of the viscous sublayer and a higher local maximum, located in479

the buffer region, a sign of the presence of streamwise vortices [60]. The wall-normal position of the local minimum480

is only slightly moved upward, while the second maximum is more significantly shifted away from the wall in the481

hydrophobic case, a behaviour also observed in the opposition control flows [61, 62] and in flows over porous walls482

[47]. The attenuation and upward shift of ωx,rms is consistent with the wall-shear stress reduction as high skin-friction483

regions are closely related to streamwise vortices [63]. When scaling in drag-reducing viscous units, a marked difference484

in the ω+
x,rms profiles still occurs, particularly in the buffer region and beyond. This proves that these changes are not485

an effect of the friction Reynolds number, which decreases when the wall-shear stress is reduced, but the indication486

of a true flow modification throughout the whole channel.487

The ωy,rms and ωz,rms profiles show a significant reduction throughout the channel for the hydrophobic cases when488

scaled in outer units. When scaled in viscous units, these profiles are only altered up to about y+ = 10, showing489

very good collapse at higher locations. This demonstrates that, differently from the streamwise velocity, the changes490
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(a) (b)

FIG. 6: Low- (black) and high-speed (grey) streaks for the (a) no-slip and (b) shear-dependent slip-length cases at
y+0 = 12 (y = 0.07), defined according to (53).

at y+ > 10 are solely due to the change of Reynolds number caused by the drag reduction. The collapse of ω+
y,rms,491

which quantifies the alternation of low- and high-speed streamwise elongated regions, clearly shows that the low-492

speed streaks maintain their kinematic properties when scaled in viscous units. The strongest near-wall reduction493

is displayed by ωz,rms as a direct consequence of the non-zero wall slip because ω′
z is dominated by ∂u′/∂y at the494

wall. These smaller fluctuations of ωz,rms lead to a decrease of mean wall-shear stress via nonlinear interactions. A495

further comment on the velocity and vorticity statistics very near the wall (y+ < 10) is due. Although the slip-length496

model is representative of either lotus-leaf-type surfaces with trapped air pockets or pitcher-plant-type SLIPS, very497

near the wall these statistics are likely not be the exact representation of the first kind of surfaces because of the498

spatial inhomogeneity of the texture (alternating solid patches and air pockets). However, they more precisely model499

the behaviour over SLIPS because the liquid infused in the porous substrate is homogeneously distributed as a thin500

layer below the overflowing liquid.501

The low-speed streaks, streamwise-elongated regions of slow fluid compared to the mean flow [64, 65], are further502

analyzed to evince how these structures are affected by the hydrophobicity. Low- and high-speed streaks were defined503

as follows:504

Streak detection →
{

Low speed if : u′(x, y, z, t) ≤ −χ max
y

urms(y)

High speed if : u′(x, y, z, t) ≥ χ max
y

urms(y),
(53)

where χ = 0.9 is the threshold parameter. Figure 6 shows the streaks in the x − z plane at y+0 = 12 (y = 0.07),505

defined according to (53). The low-speed streaks over the hydrophobic surface appear more sporadically and more506

stretched along the streamwise direction than in the uncontrolled case. The high-speed streaks are also less numerous,507

more elongated, and wider than in the uncontrolled case.508

To quantify the spreading of the low-speed streaks, we study the streamwise-velocity correlation functions along509

the spanwise direction Ruu,z, defined as510

Ruu,z(∆z, y) =
(LxLz)−1

[
u′(x, y, z, t)u′(x, y, z + ∆z, t)

]
Ixz

u2
rms

. (54)

The correlation Ruu,z is shown in figure 7 (left) for y+0 = 12 (y = 0.07). For the no-slip case, the first minimum511

is at ∆z+0 = 50, resulting in the widely-reported streak spacing of 100 wall units [64, 65]. The minimum shifts to512

higher separation ∆z, which indicates a larger spanwise streak spacing. The correlation Ruu,z is also expressed versus513

∆z+, scaled in drag-reducing viscous units, and shown in the inset of figure 7 (left). The uncontrolled, constant and514

shear-dependent models collapse on top of each other and present a minimum at ∆z+ = 50. This confirms the results515

of drag-reduction viscous scaling shown in figure 5 by ω+
y,rms, which is a measure of the alternating high and low516

streamwise velocity fluctuations near the wall.517
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FIG. 7: Two-point spanwise correlation for the fluctuating streamwise velocity (left), defined in (54), at y+0 = 12
(y = 0.07) and spanwise-correlation length (right), defined in (55), as a function of y.

The spanwise correlation length Luu,z is computed from Ruu,z as518

Luu,z(y) =
{

min(∆z) | Ruu(∆z, y) < e−1
}

(55)

to quantify the streak width further [9]. Figure 7 (right) shows that Luu,z increases with y and, for a given y, Luu,z519

attains the largest values in the shear-dependent slip-length case, especially in the near-wall region. The inset of520

figure 7 (right) further demonstrates that the characteristic spanwise spacing of the low-speed streaks displays a good521

scaling in drag-reduction viscous units.522

F. Principal strain rates523

To gain further insight in the physical mechanisms, we analyze the orientation of the vorticity vector ω and the524

eigenvalues of the strain rate tensor S, called principal strain rates and denoted by si, i ∈ [[1, 3]]. The associated525

eigenvectors ei are the principal axes of the strain rate tensor. The vorticity ω and the eigenvectors ei define three526

angles θi that satisfy cos θi = ω · ei/(|ω| |ei|). The compressional eigendirection is e3 and the extensional one is e1527

[66]. The intermediate eigenvector e2 tends to align with ω. The associated eigenvalues are ordered as s3 ≤ s2 ≤ s1,528

with s1 > 0 and s3 < 0. This is the first time this approach is employed to study a drag-reduction flow.529

The PDF of cos θi associated with the extensional and compressional eigendirections are first computed and shown530

in figure 8 (left) at y+0 = 10 (y = 0.06). The alignment of the second eigendirection (not shown here) is not affected531

in the hydrophobic case. The extensional and compressional eigendirections instead show more pronounced peaks532

at cos θ = 0. Hydrophobic surfaces thus enhance the likelihood of the extensional and compressional eigendirection533

to be perpendicular to the vorticity vector. Furthermore, the extensional eigendirection from y+0 = 10 to y+0 = 40534

(y = 0.22) present the same ratios in the PDF maximum between the uncontrolled-wall and hydrophobic cases (not535

shown).536

The alignment of the eigendirections and ω can be related to the turbulence dynamics. The ω alignment with the537

eigendirections of the strain rate tensor Sij can be interpreted by the vorticity equation:538

Dωi

Dt
= Sijωj +

1

Rp
∇2ωi, (56)

where D/Dt is the substantial derivative, Sij are the components of the strain rate tensor and ωi = −ǫijkΩjk (where539

ǫijk is the Levi-Civita symbol), with Ωjk being the components of the rotation tensor. The first term in the right-540

hand-side of (56) is also found in the vortex stretching term:541

ωj
∂ui

∂xj
= ωjSij + ωjΩij . (57)
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y+0 = 10 (y = 0.06).

The second term on the right-hand-side of (57) vanishes, while the amplitude of the first term can be expressed as542

[66, 67]:543

|Sijωj | = ω
√

s2
i (ei · eω)2, (58)

where ω2 = ωiωi and eω is the vorticity unit vector. It is clear from (58) that an attenuation of either the alignment544

term ei · eω, the vorticity amplitude ω or the eigenvalues si contributes to a reduction of vortex stretching.545

After taking the product of (56) and ωi, the enstrophy production ωiSijωj can be linked to the quantities in (58)546

to explain the changes in enstrophy dynamics. The enstrophy production can be written as:547

ωiSijωj = ω2s1 cos2 θ1︸ ︷︷ ︸
I

+ ω2s2 cos2 θ2︸ ︷︷ ︸
II

+ ω2s3 cos2 θ3︸ ︷︷ ︸
III

. (59)

In (59) term I is always positive, term III is always negative, and II is positive in average. As shown in figure548

8 (right), as terms I and III almost compensate, the main contribution to the enstrophy production is due to term549

II. In the hydrophobic case, cos θ1 and cos θ3 are strongly attenuated near the wall because the extensional and550

compressional eigenvectors tend to be perpendicular to the vorticity. The observation for e1 is also consistent with551

Buxton et al. [68], who mention that the perpendicular orientation of e1 with respect to ω underlines an enstrophy552
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FIG. 9: Total enstrophy production rate from (59).

attenuating mechanism. Figure 9 shows that the total enstrophy production is significantly reduced compared to the553

uncontrolled-wall case, reflecting the attenuation of the intensity of vortical structures.554

IV. SUMMARY AND OUTLOOK555

In this paper laminar and turbulent channel flows with hydrophobic surfaces featuring shear-dependent slip lengths556

have been investigated theoretically and numerically. The slip length has been assumed to depend linearly on the557

wall-shear stress and therefore two constants, a and b, model the hydrophobic surface. In the turbulent flow case, the558

slip length is time-dependent and spatially inhomogeneous as it depends on the local instantaneous velocity gradient559

at the wall.560

The main results are summarized in the following.561

• Laminar channel-flow solution562

The laminar channel-flow solution with shear-dependent slip length has been derived analytically. If the shear-563

dependent slip length is substituted into the formula for the velocity profile, the final expression has the same form564

of the constant slip-length formula derived by Min and Kim [5]. The increase of mass flow rate under constant565

pressure gradient conditions and the decrease of wall-shear stress under constant mass flow rate conditions have566

been quantified. The constants a and b have been extracted from experimental data of laminar flows by Churaev567

et al. [33] and Choi and Kim [8].568

• Nonlinear Lyapunov stability analysis569

We have carried out a three-dimensional nonlinear Lyapunov stability analysis of the channel flow between570

hydrophobic walls featuring a shear-dependent slip length. The stability conditions have been expressed in571

terms of inequalities involving the Reynolds number Rp and the constants a and b. As for a standard channel,572

the critical Reynolds number is very small, Rp=1/4, which is proper of microfluidic flows. Therefore, this573

analysis has not been useful to shed light on the mechanism of turbulent drag reduction. Nevertheless, it has574

been instructive to extract the stability bounds and because we have recognized that the feedback-control laws575

found through the analysis coincide with the slip hydrophobic-wall conditions.576

• Fukagata-Kasagi-Koumoutsakos theory577

The theoretical formula for drag reduction prediction by Fukagata et al. [6] has been extended to the shear-578

dependent slip-length case. The computed drag reduction values show very good agreement with the direct579

numerical simulation results.580

• Turbulent drag reduction581

It increases monotonically with both a and b, and also with L, the average slip length, scaled in outer units. It582
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is found that flows featuring the same L have the same drag reduction and the same Reynolds stresses profiles,583

irrespectively of the values of a and b. The rms profiles of the streamwise velocity nevertheless do not overlap,584

demonstrating that the local behaviour of wall turbulence over these surfaces is markedly different and that the585

property of same R for same L is only to be considered in averaged terms. If hydrophobicity along the spanwise586

direction is taken into account, the drag reduction effect deteriorates. Furthermore, by rescaling our numerical587

slip parameters and flow conditions, we have found that even a quite weak dependence of the slip length on588

the wall shear can produce substantial differences in the drag-reducing properties because of the large turbulent589

wall shear. These a values are much smaller than the experimental ones reported by Choi and Kim [8] for a590

laminar flow.591

• Viscous-units scaling of near-wall statistics592

Scaling the vorticity rms profiles with the drag-reduction friction velocity reveals that the streamwise vortices593

are strongly attenuated, while the low-speed streaks maintain their characteristics spacing. This is confirmed594

by rescaling the velocity correlations along the spanwise direction.595

• Power spent by the turbulent flow on the hydrophobic surface596

Because of the local slip, the wall-shear stress exerts power on the hydrophobic surface, which is a non-negligible597

portion of the power required to propel the fluid along the streamwise direction. This shearing action is598

responsible for the detachment of the air bubbles from their pockets, which leads to surface degradation and599

the progressive loss of the drag-reducing properties. While the slip-length hydrophobic model accounts for this600

power expenditure, if hydrophobic surfaces are modelled as alternating patterns of no wall slip (solid boundary)601

and shear-free slip (air pockets), this power is null. Future research should therefore focus on the viscous effects602

between the turbulent liquid flow and the air pockets. For lotus-leaf-type surfaces, further analysis should603

focus on the precise specification of the texture geometry and of the flow motion inside the air pockets. This604

simulation would required coupled Navier-Stokes solvers for the liquid and gas flows with changing interface605

geometry to resolve fully the interaction between the turbulent liquid flow and the flow in the air pockets. Such606

study would clarify the influence of the liquid and gas viscosities and also reveal the role of fluctuating pressure607

and kinetic energy exchange at the wall. These two latter quantities also contribute to the power exchange at608

the wall [69] and are not modelled if the wall-normal velocity is assumed to vanish at the interface between609

the turbulent flow and the gas bubbles. In the turbulent regime, steps in this direction have been taken by610

Garcıa-Mayoral et al. [70], who relaxed the no-penetration condition at the wall, and by Jung et al. [37], who611

simulated a turbulent channel flow over thin air layers. Studies in the laminar regimes include Schönecker and612

Hardt [36] and Schönecker and Hardt [38]. Further theoretical work on the geometrical changes the liquid-gas613

interface due to pressure and its impact on the drag reduction properties in microfluidic flows has been carried614

out by Davis and Lauga [71]. In order to quantify the power spent by the liquid flow on the lotus-leaf surfaces,615

one idea would be to carry out an energy balance at the wall and to measure the kinetic energy of the bubbles616

as they detach from the surface as a consequence of the shearing and pressure action of the liquid flow. This617

study should include a detail analysis of the stability of the sheared air pockets.618

• Principal strain rates619

In the hydrophobic case, the compressional and extensional eigenvectors of the strain rate tensor show a marked620

tendency to orient perpendicularly to the vorticity vector. This in turn causes a reduction of the vortex stretching621

term in the vorticity equation and an attenuation of the enstrophy production.622
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Appendix A: Laminar pipe flow solution634

The channel flow analysis in §II A is herein extended to the case of pipe flow. In this appendix, lengths are scaled635

by the pipe radius R∗ and velocities by the maximum Poiseuille velocity U∗
p . The Reynolds number is defined as636

Rp = U∗
p R∗/ν∗ and the radial direction is denoted by r ∈ [0, 1], where r = 0 indicates the pipe axis. In the case of637

fully-developed axial-symmetrical laminar pipe flow, W = (U(r), 0, 0), where U satisfies the simplified x-momentum,638

1

rRp

d

dr

(
r

dU

dr

)
− dP

dx
= 0. (A1)

The boundary conditions are639

U(1) = a

(
dU

dr

∣∣∣∣
r=1

)2

− b
dU

dr

∣∣∣∣
r=1

,

dU

dr

∣∣∣∣
r=0

= 0.

(A2)

The solution to (A1) is640

U(r) =
Rp

4

dP

dx

(
r2 + aRp

dP

dx
− 2b − 1

)
. (A3)

The solution for a = 0 is also given in Watanabe et al. [3]. The bulk velocity is641

Ub = 2

∫ 1

0

U(r)rdr =
Rp

8

dP

dx

(
2aRp

dP

dx
− 4b − 1

)
. (A4)

Appendix B: Inequality for the time derivative of energy642

In this appendix, the three terms in (19) are expanded and the condition for stability is derived. The terms in (19)643

are first written as:644
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∂Û

∂y

]

Ixyz

+ 2

[
p

∂u

∂x

]

Ixyz

+
2

Rp

[[
u

∂u

∂y

]2

0

]

Ixz

−
[[

u2v
]2

0

]
Ixz

, (B1)

645

2

[
v

∂v

∂t

]

Ixyz

= − 2

Rp

[
∂v2

∂x
+

∂v2

∂y
+

∂v2

∂z

]

Ixyz

+ 2

[
p

∂v

∂y

]

Ixyz

+
2

Rp

[[
v

∂v

∂y

]2

0

]

Ixz

, (B2)

646

2

[
w

∂w

∂t

]

Ixyz

= − 2

Rp

[
∂w2

∂x
+

∂w2

∂y
+

∂w2

∂z

]

Ixyz

+ 2

[
p

∂w

∂z

]

Ixyz

+
2

Rp

[[
w

∂w

∂y

]2

0

]

Ixz

. (B3)

The time derivative of the energy is obtained by adding the three terms in (B1), (B2), and (B3):647
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∂u2

∂x
+

∂v2

∂x
+

∂w2

∂x
+

∂u2

∂y
+

∂v2

∂y
+

∂w2

∂y
+

∂u2

∂z
+

∂v2

∂z
+

∂w2

∂z

]

Ixyz

− 2

[
uv

∂Û

∂y

]

Ixyz

+
2

Rp

[[
u

∂u

∂y
+ w

∂w

∂y

]2

0

]

Ixz

, (B4)

where the no-penetration condition for the wall-normal velocity component, v(x, 0, z, t) = v(x, 2, z, t) = 0, has been648

used. Equation (B4) is employed to find an upper-bound estimate, to show global stability, and to evince how stability649
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can be enhanced under specified conditions. The square of the streamwise velocity is written as:650

u2(x, y, z, t) =


u(x, 0, z, t) +

y∫

0

∂u

∂y
(x, γ, z, t) dγ




2

, (B5)

and, using the inequality (c + d)2 ≤ 2(c2 + d2), the following relation is found:651

u2(x, y, z, t) ≤ 2u2(x, 0, z, t) + 2




y∫

0

∂u

∂y
(x, γ, z, t) dγ




2

. (B6)

Use of the Cauchy-Schwarz inequality on the second term of the right-hand-side of (B6) leads to:652




y∫

0

∂u

∂y
(x, γ, z, t) dγ




2

≤ y

y∫

0

[
∂u

∂y
(x, γ, z, t)

]2

dγ. (B7)

Combining (B6) and (B7) and integrating over the domain Ω yields:653

[
u2
]

Ixyz
≤ 2

[
u2(x, 0, z, t)

]
Ixyz

+ 2


y

2∫

0

∂u2

∂y
(x, y, z, t) dy




Ixyz

≤ 4
[
u2(x, 0, z, t)

]
Ixz

+ 4

[
∂u2

∂y

]

Ixyz

. (B8)

Analogous expressions are obtained for v and w. Adding the inequalities for the three velocity components, an upper654

bound on the integral of the terms involving the wall-normal derivatives in (B4) is obtained:655

−
[

∂u2

∂y
+

∂v2

∂y
+

∂w2

∂y

]

Ixyz

≤ −E(w)

4
+
[
u2(x, 0, z, t) + w2(x, 0, z, t)

]
Ixz

. (B9)

An upper bound is found for (B4):656

dE(w)

dt
≤ − 1

2Rp
E(w) +

2

Rp

[
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]
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Ixyz

+
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∂w
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]2

0

]

Ixz

− 2

[
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∂Û

∂y

]

Ixyz

. (B10)

To find upper bounds with respect to the terms containing derivatives in x and z, the derivation is based on a Poincaré657

type inequality. Integrating by parts, using Young’s inequality, cd ≤ ηc2/2 + d2/(2η) with η = 2, and upper-bounding658

leads to:659

Lx∫

0

f2(x) dx ≤ Lxf2(Lx) + 2

Lx∫

0

x2f2
x dx +

1

2

Lx∫

0

f2(x) dx

⇔
Lx∫

0

f2(x) dx ≤ 2Lxf2(Lx) dx + 4

Lx∫

0

x2 ∂f2

∂x
(x) dx. (B11)
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As x ∈ [0, Lx], the last integral in (B11) can be further upper-bounded:660

Lx∫

0

f2(x) dx ≤ 2Lxf2(Lx) dx + 4L2
x

Lx∫

0

∂f2

∂x
(x) dx. (B12)

Inequality (B12) can be applied to a function of three variables by summing over one direction at a time. For the u661

velocity component, these expressions are:662

[
u2(x, y, z, t)

]
Ixyz

≤ 2Lx

Lz∫

0

2∫

0

u2(Lx, y, z, t) dy dz + 4L2
x
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∂u2
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]

Ixyz

, (B13)

663

[
u2(x, y, z, t)

]
Ixyz
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0

2∫
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u2(x, y, Lz, t) dy dx + 4L2
z

[
∂u2

∂z

]

Ixyz

. (B14)

Equations (B13) and (B14) and the corresponding ones involving w lead to:664

− 2

Rp

[
∂u2

∂x
+

∂v2

∂x
+

∂w2
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]

Ixyz

≤ − E(w)

2RpL2
x

, (B15)

665

− 2
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∂v2

∂z
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∂w2
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]

Ixyz

≤ − E(w)

2RpL2
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. (B16)

The boundedness of the equilibrium profile gives:666
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∂Û
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]

Ixyz

≤ 2 [|u| |v|]
Ixyz ≤ 2

[
u2 + v2

]
Ixyz
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(

E(w) −
[
w2
]

Ixyz

)
≤ 2E(w). (B17)

Substitution of (B17) into (B10) leads to667

dE(w)

dt
≤ − αE(w)

2
+

2

Rp

[
u2(x, 0, z, t) + w2(x, 0, z, t)

]
Ixz

+
2

Rp

[[
u

∂u

∂y
+ w

∂w
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]2

0

]

Ixz

, (B18)

where α = Rp
−1 − 4 + Rp

−1L−2
x + Rp

−1L−2
z .668

Appendix C: Lyapunov stability in the shear-dependent slip-length hydrophobic case669

The derivation carried out in Appendix B is extended to the shear-dependent slip-length case. In the sequel,670

except for the final formula (C14), the dependence on x, z, t is dropped for compactness. Only the procedure for the671

streamwise velocity is described as the one for the spanwise velocity is analogous.672

The discriminant of (24) is673

∆ = b2 + 4au(yw), (C1)

(where yw = 0, 2) which must be positive because ∂u/∂y ∈ R and must be different from zero because otherwise674

∂u/∂y would not be related to u. If ∆ = 0, the double root is −b/2a, which diverges for a → 0 and b = O(1). The675
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roots for the bottom wall are, ∀a 6= 0:676

∂u⊖

∂y
(0) =

−b +
√

b2 + 4au(0)

2a
,

∂u⊛

∂y
(0) =

−b −
√

b2 + 4au(0)

2a
, (C2)

and the roots for the top wall are677

∂u⊙

∂y
(2) =

b +
√

b2 + 4au(2)

2a
,

∂u⊕

∂y
(2) =

b −
√

b2 + 4au(2)

2a
. (C3)

The arguments of the square-root terms must be positive. To ensure this, the amplitude of the streamwise velocity678

perturbation at the wall is first imposed to be bounded, |u(0)| ≤ 1 and |u(2)| ≤ 1. This is fully consistent with the679

objective of the analysis, i.e., the stabilization of the laminar flow, because max
y

Û = 1. It follows that b2 − 4a ≤680

b2 + 4au(0) ≤ b2 + 4a and b2 − 4a ≤ b2 + 4au(2) ≤ b2 + 4a, and a sufficient condition for b2 + 4au(0) and b2 + 4au(2)681

to be positive is682

a ≤ b2/4. (C4)

The choice of the relevant roots in (C2) and (C3) is dictated by the limit a → 0 with b = O(1), i.e., the constant-slip683

formulas (22) must be recovered from the shear-dependent slip-length formulas. For this purpose, (C2) and (C3) are684

Taylor-expanded to first order with a → 0 and b = O(1). The Taylor expansion for ∂u⊖/∂y(0) leads to:685

∂u⊖

∂y
(0) =

u(0)

b
, (C5)

and similarly for (C2) and (C3). The constant-slip formulas (22) are recovered as a → 0, and ∂u⊖/∂y and ∂u⊕/∂y686

are chosen for the lower and upper wall, respectively.687

The velocity gradients ∂u⊖/∂y and ∂u⊕/∂y in (C2) and (C3) and the corresponding spanwise velocity are inserted688

in Iuw in (20) to find:689

Iuw =
2

Rp

[
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∂u⊕
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(0)

]

Ixz

. (C6)

The term containing u⊖ in (C6) expands as:690

− 2

Rp
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1 + 4au(0)
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


Ixz

. (C7)

The expression for the term containing u⊕ is analogous. Using the boundedness argument |u(0)| ≤ 1 and |u(2)| ≤ 1691

employed in §II B, one finds692

− 4

bRp
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1 − 4a

b2
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Rp
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∂u⊖
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bRp
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√
1 + 4a
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) . (C8)

Using (C8) in (C7), one finds693

− 4

bRp


 u2(0)

1 +
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1 + 4au(0)
b2




Ixz

≤ − 4

bRp


 u2(0)
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1 + 4a
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


Ixz

. (C9)
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Equations (C7) and (C9) can be used in the second integral of (C14):694
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u2(0)
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. (C10)

For the system to decay exponentially, hence achieving global stability:695

2

b
(

1 +
√

1 + 4a
b2

) ≥ 1, (C11)

i.e., a ≤ 1 − b. The derivation involving u⊕ is analogous,696

2
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. (C12)

By bounding (C12), one finds:697

−4u2(2)b

Rp

1
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√
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≤ 2

Rp
u(2)

∂u⊕

∂y
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Rp

1
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√

1 + 4a
b2

. (C13)

The boundary term on the left-hand-side of (C13) is thus always bounded by a negative term. Substitution of (C10)698

and (C13) into (20) leads to:699

dE(w)

dt
≤ − αE(w)

2
− 2

Rp

(
2

b +
√

b2 + 4a
− 1

)[
u2(0) + w2(0)

]
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− 4

Rp

(
b +

√
b2 + 4a

)
[
u2(2) + w2(2)

]
Ixz

. (C14)

Expression (23) is recovered from (C14) in the limit a → 0 with b = O(1).700

Appendix D: Energy balance quantities701

In this appendix, the terms of the total energy balance of the turbulent channel flow with hydrophobic walls are702

derived. At the wall the no-penetration condition is imposed on the wall-normal velocity component and slip is703

considered only along the streamwise direction. The starting point is the balance equation for the total kinetic energy704

(equation (1-108) in Hinze [69]):705

1

2

∂(UiUi)

∂t︸ ︷︷ ︸
I

= − ∂

∂xj

[
Uj

(
P +

UiUi

2

)]

︸ ︷︷ ︸
II

+
1

Rp

∂

∂xj

[
Ui

(
∂Ui

∂xj
+

∂Uj

∂xi

)]

︸ ︷︷ ︸
III

− 1

Rp

(
∂Ui

∂xj
+

∂Uj

∂xi

)
∂Ui

∂xj︸ ︷︷ ︸
IV

, (D1)

where the Einstein summation convention of repeated indices is used and all the terms are per unit mass and time.706

Term I is the local change of kinetic energy and term II is the change in convective transport of the pressure and707

kinetic energy, which is equivalent to the work done by the total dynamic pressure P + UiUi/2. Term III is the work708

performed by the viscous stresses and term IV is the viscous dissipation of the kinetic energy into heat. The interest709

is in the time average and in the volume integral of (D1). Term I vanishes through time averaging. The power Px710

employed to pump the fluid along x is computed by time averaging and volume integration of term II, which is first711



27

written as712

−1

2

∂ (UjUiUi)

∂xj︸ ︷︷ ︸
IIa

−∂ (UjP )

∂xj︸ ︷︷ ︸
IIb

. (D2)

Term IIa vanishes upon volume integration because of periodicity along x and z and because the wall-normal velocity713

vanishes at the walls. By introducing the time-averaged quantities and by integrating along x, the power Px is714

Px = −
[

∂ (UjP )

∂xj

]

Ixyz

=

∫ 2

0

∫ Lz

0

[(
U P

)∣∣
x=0

−
(
U P

)∣∣
x=Lx

]
dzdy, (D3)

where use has been made of the periodicity along z and of the no-penetration condition at the walls. Due to the715

time-averaged pressure being independent of y and z and to the periodicity of the velocity along x, it is found716

Px = 2LzUb

(
P
∣∣
x=0

− P
∣∣
x=Lx

)
= 2UbLxLz

(
Rτ

Rp

)2

. (D4)

Use has been made of (33), (34), and the time- and space-averaged x-momentum equation at the walls.717

The volume integral of time-averaged term III is the work W done by the fluid on the surface through the viscous718

stresses:719

W =
1

Rp

[
∂

∂xj

[
Ui

(
∂Ui

∂xj
+

∂Uj

∂xi

)]]

Ixyz

= − 2

Rp

[
U(0)

∂U

∂y
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y=0

]

Ixz

. (D5)

The final expression is obtained by using the periodicity along x and z and the no-penetration condition at the walls720

for the wall-normal velocity component.721

The volume integral of time-averaged term IV is the total viscous dissipation of kinetic energy into heat:722

D = − 1

Rp

[(
∂Ui

∂xj
+

∂Uj

∂xi

)
∂Ui

∂xj

]

Ixyz

. (D6)

The volume integral of the time-averaged kinetic energy equation (D1) is therefore:723

Px + W + D = 0. (D7)

In the case of uncontrolled walls, (D7) reduces to724

Px,r + Dr = 0. (D8)

By dividing each term of (D7) by Px,r, one finds:725

100 − R + Psp +
100D
Px,r

= 0, (D9)

where the percent power spent is Psp(%) = 100W/Px,r. The drag reduction R appears in (D9) by use of (31), (32),726

(33), and (34).727

Appendix E: Average of the wall-normal velocity gradient and definition of average slip length728

In this appendix the error in assuming that (41) is valid is quantified. Expression (41) is found by first space-729

and time-averaging (1). As in the constant-slip-length case studied by FKK, the second term on the right-hand-side730

of (41) is obtained directly because the order of the integral operators used in (29) and the wall-normal derivative731

operator can be switched. By applying the space- and time-averaging operators (21) and (30) to the first term on the732
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right-hand-side (1), one finds:733
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1

LxLz



(

∂U

∂y
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y=0

)2



Ixz

. (E1)

In order to express (E1) as a function of the mean velocity U , the square of the mean-flow wall-normal gradient is734

instead considered:735

B =

[
1

LxLz

[
∂U
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Ixz

]2
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(
dU
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f R2
pU4

b

4
. (E2)

The last two in (E2) follow from (29) and (31). The percent relative error E between A and its approximation B is:736

E(%) = 100 ×
∣∣∣A − B

A
∣∣∣. (E3)

The error E is less than 1%.737

Along the same lines, two definitions of the average slip length are proposed. It can be be defined as738

L1 = (LxLz)−1
[
ls
]

Ixz
, (E4)

where ls(x, z, t) is defined in (1), or as739

U(0) = L2
dU
dy

∣∣∣∣
y=0

. (E5)

As the two lengths show very good agreement, the average slip length is indicated by L.740
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