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ABSTRACT: During drug development control of polymorphism, particle properties and impurities are critical to ensur-
ing a good quality, reproducible and safe medicine. A wide variety of analytical techniques are employed in demonstrat-
ing to regulators control over the drug substance and product manufacture, storage and supply. Transmission electron 
microscopy (TEM) offers the opportunity to analyze in detail pharmaceutical systems at a length scale and limit of detec-
tion not readily achieved by many traditional techniques. However, the use of TEM as a characterization tool for drug 
development is uncommon due to possible damage caused by the electron beam. This work outlines the development of a 
model, using molecular descriptors, to predict the electron beam stability of active pharmaceutical ingredients (API). For 
a given set of conditions and a particular imaging or analytical mode, the total number of electrons per unit area which 
causes observable damage to a sample in the TEM can be defined as the critical fluence (CF). Here the CF of 20 poorly wa-
ter-soluble APIs were measured using selected area electron diffraction. Principal component analysis was used to select 
the most influential molecular descriptors on CF, which were shown to be descriptors involving the degree of conjugation, 
the number of hydrogen bond donors and acceptors and the number of rotatable bonds. These were used to generate 
several multiple linear regression models. The model that provided the best fit to the measured CF data included the ratio 
of the number of conjugated carbons to non-conjugated carbons, the ratio of the number of hydrogen bond donors to 
acceptors and the ratio of the number of hydrogen bond acceptors to donors. Using this model the CF of the majority of 
compounds was predicted within ±2 e-/Å2. Molecules with no hydrogen bond acceptors did not fit the model accurately 
possibly due to the limited sample size or the influence of other parameters not included in this model, such as intermo-
lecular bond energies. The model presented can be used to support pharmaceutical development by quickly assessing the 
stability of other poorly soluble drugs in TEM. Provided that the model suggests the API is relatively stable to electron 
irradiation, TEM offers the prospect of determining the presence of crystalline material at low levels at length scales and 
limits of detection unobtainable by other techniques. This is particularly so for amorphous solid dispersions. 

Introduction 

Drugs classified as Class II in the Biopharmaceutical Clas-
sification System (BCS) make up more than 40% of drugs 
currently in development and are classed as such due to 
their low water solubility and high membrane permeabil-
ity.1 The bioavailability of this class of drugs is limited 
when dosed orally by the aqueous solubilities and dissolu-
tion rates of the active pharmaceutical ingredients (API). 
Different methods that physically modify the API have 
been implemented in order to increase its solubility and 
therefore enhance bioavailability. Some of which include 
salt formation, particle size reduction, crystal engineering 
of polymorphs and the production of metastable amor-
phous solid dispersions (ASD) consisting of a hydropho-
bic drug mixed within a hydrophilic matrix.2,3 In the latter 
case, thermodynamic drivers always exist that can cause 
the metastable amorphous form to recrystallise to a more 

thermodynamically stable form over time or when influ-
enced by an external stimulus, for example moisture or 
heat during the formulation process or storage.4,5 If re-
crystallisation occurs, even in small amounts in ASD, the 
solubility and dissolution rate of the drug can decrease 
leading to lower bioavailability and further recrystallisa-
tion of the API. Standard methods for the analysis of crys-
tallinity in ASD include powder X-ray diffraction (pXRD), 
Fourier transform infrared spectroscopy (FTIR) and dif-
ferential scanning calorimetry (DSC). In order to assess 
different formulation options available during drug de-
velopment, used to produce ASD, an early indication of 
recrystallisation is desirable and hence the need for im-
proved limits of detection (currently 2 Ȃ 10% by vol-
ume).6,7 This presents the opportunity to use less conven-
tional but more sensitive techniques such as transmission 
electron microscopy (TEM). 



TEM is an analytical technique that has very high spatial 
resolution and can measure crystallite size, orientation 
and morphological form at the single particle level and 
even when only trace amounts are present.6 This is 
achieved through bright field (BF), dark field (DF) imag-
ing and selected area electron diffraction (SAED). In addi-
tion energy dispersive X-ray spectroscopy (EDS) and elec-
tron energy loss spectroscopy (EELS) can provide infor-
mation on elemental composition and chemical configu-
ration. All of these techniques are well established for the 
characterization of metals and other inorganic materials 
but have been less widely applied to organic crystals, due 
to the ease with which these are damaged by the electron 
beam. Upon irradiation by TEM, secondary electrons are 
produced which generate free radicals and ions. These are 
highly reactive species that can cause bond breakage, 
known as radiolysis, and is thought to be the main mech-
anism for damage in organic crystals leading to changes 
in structure and, in some cases, composition and chemis-
try.8-10 This damage leads to a loss of order in crystals 
which can be observed through the fading of diffraction 
spots to amorphous rings.11,12 A loss of molecular structure 
can be observed in EEL spectra and possibly changes in 
chemical composition by EELS and EDX.9 Mass loss of 
lighter atoms due to bond breakage and also sputtering 
may be seen as a change in mass-thickness contrast where 
areas that atoms have been removed appear less intense 
in the BF image.9,11 

The propensity for damage to be caused to the sample by 
the electron beam can be quantified by measuring the 
characteristic/critical electron fluence (CF) in units of e-

/Å2. The terms electron dose and electron fluence tend to 
be used interchangeably, although strictly dose is the en-
ergy absorbed by the sample per unit mass (in units of 
Grays). Here we use the correct term, electron fluence 
and define (CF) as the total number of electrons per unit 
area irradiating the sample when the intensity of a fea-
ture, such as a diffraction spot, drops to e-1 of the initial 
maximum intensity.12 The value of the critical fluence 
depends on the material and a variety of experimental 
parameters. One of the more important parameters is the 
operating voltage of the microscope which affects the 
resolution; the amount and type of beam induced damage 
that occurs and the sample thickness that can produce 
usable data. In the case of damage by radiolysis, which is 
a result of inelastic scattering of electrons, an increase in 
accelerating voltage decreases the damage to the sample 
due to an inverse relationship between the inelastic scat-
tering cross-section and accelerating voltage.10,13,14 In gen-
eral, for irradiation energies of 80 - 300 kV, biological ma-
terials have CF in the range of 1 - 15 e-/Å2, organic crystals 
0.2 - 120 e-/Å2, zeolites 100 - 600 e- /Å2, and transition 
metal oxides > 107 e-/Å2.15-20 Organic compounds generally 
show a large range of CF, making it difficult to know the 
electron beam sensitivity without determining it experi-
mentally. Although it is generally believed that crystals 
comprised of aromatic molecules are more beam stable 
compared to aliphatic molecules.21-23 Little work however 
has been carried out in single study on either a range of 
organic compounds with different structural motifs or on 

determining how other factors relating to molecular 
structure may influence CF. 

Here the CF of 20 structurally diverse, poorly water solu-
ble APIs was measured and correlated to molecular de-
scriptors, obtained from the 2D chemical structure. Prin-
cipal component analysis (PCA) was used to provide in-
sight into which molecular descriptors had the highest 
influence on CF for this set of compounds. A simple model 
was generated to correlate the measured CF with the most 
significant molecular descriptors obtained from the PCA. 

The predictive model could allow compounds of interest-
ed to be screened by their chemical structure for their 
suitability for TEM analysis; minimizing experimental 
time. TEM can identify trace amounts of crystalline mate-
rial and provide more detailed analysis of crystalline re-
gions which are crucial in the development of amorphous 
solid dispersions. 

  

Materials and Methods 

Materials 

The majority of APIs used in this study were selected 
based on work by Nurzynska et al., where a database of 
1327 APIs was reduced to 171 by filtering compounds that 
had poor aqueous solubility (log Sw < -4), low molecular 
weight (Mw < 800 g/mol) and were neutral (uncharged in 
the gastrointestinal pH range 1.2 - 6.5).24 After filtering, 
PCA was used to categorize the remaining APIs into 35 
different groups, each containing between 1 - 50 com-
pounds, with similar chemical structures. From these 
groups 25 compounds were selected to be representative 
of the larger population. From this 19 were selected for 
this work, with the other 6 being unavailable. Indometha-
cin, another poorly water soluble compound, was also 
included to give a total of 20 different APIs. All samples 
were kindly supplied by AstraZeneca. The chosen com-
pounds are listed in Table 1 of the supplementary material 
together with their chemical structures. 

 

TEM Methodology 

The crystalline APIs (crystal references shown in Supple-
mentary material) were prepared for TEM by grinding the 
powder and dispersing in water. By suspending the pow-
der in water this would prevent it from readily dissolving 
and any changes to the crystal form occurring. Approxi-
mately 3 - 4 drops of the suspended powder was placed 
onto a 400 mesh continuous carbon coated copper grid. 
The samples were examined in a Tecnai F20 TEM/STEM 
operated at an accelerating voltage of 200 kV, equipped 
with a field emission gun using an extraction voltage of 
4.5 kV. The images were captured using a Gatan Orius 
CCD camera. The electron flux (J), which is the rate of 
electrons passing through the sample per unit area, was 
controlled by altering the C1 condenser lens by selecting 
different spot sizes, generally between 7 and 9, and by 
defocusing the C2 condenser lens to lower the intensity of 
the electron beam. Selected area electron diffraction pat-
terns were acquired using an aperture size of ͝Ǥ͝ ɑm at the 
image plane from crystal areas that appeared relatively 
thin. In some cases the crystals were fairly large 



 

Figure 1. Example of an electron diffraction pattern time series of griseofulvin, acquired using an electron flux of 0.02 e-/Å2 s. In 
the images the (206) reflection gradually reduces in intensity as the electron fluence accumulates until it completely disappears, 
indicating loss of crystallinity. The cumulative electron fluence for each image is shown in the bottom left. See results and dis-
cussion section for more in depth discussion on the other reflections. 

(0.5 - ͞ ɑmȌ and thick allowing very few electrons to pass 
through the samples, these areas were mostly avoided 
when acquiring SAED patterns. The exact size and thick-
ness of crystals varied depending on the sample.  

All of the crystals were randomly orientated, sometimes 
with several crystals sitting above or below each other. 
Successive SAED patterns were collected at ~ 15 - 30 sec-
ond intervals until no diffraction spots were visible (Fig-
ure 1) and the time between the initial exposure and col-
lection of the first diffraction pattern was also recorded. 

It was assumed that the damage occurring within the 
sample was due to the accumulated fluence and was in-
dependent to J. This has been shown to be true for organ-
ic compounds when low values of J (<0.2 e-/Å2 s) are 
used.23 An electron flux between 0.01 Ȃ 0.03 e-/Å2 s was 
used for the experiments and calculated using equation 1. 
This equation estimates the probe current using a calibra-
tion curve provide by the microscope manufacture (FEI, 
now ThermoFisher Scientific) based on the measured 
brightness (i.e. exposure time) incident onto the fluores-
cent screen. The electron flux is then calculated by multi-
plying by the electron beam area. 

ሻݏ ሺ݁ିȀÅଶ ܬ  ൌ  ܽ ൈ ܾ ൈ ܶߝ  ൈ ௦ܥ   ൈ ݁  ൈ ܯଶ  ൈ  ͳͲିଶߨ ൈ ଶݎ      ሺͳሻ 

 

where a is a calibration constant (1.875 x 10-15), b is a con-
stant relating to the accelerating voltage (1.3 at 200 kV), ɸ 
is the emulsion setting which relates to the sensitivity of 
the TEMǯs phosphor viewing screen (equal to 2 during 
TEM operation), Cs is the screen correction factor specific 
to the phosphor screen used in the microscope (in this 
case equal to 1.2) and e is the elementary charge of an 
electron (1.6 x 10-19 C). The exposure time (Te) can be read 
from the exposure meter on the TEM phosphor screen 
and is dependent on the C1 and C2 condenser excitation, 
the source extraction voltage and size of the condenser 
aperture. To acquire the most accurate reading of the 
screen current the beam must be within the diameter of 
the screen with no sample in the field of view and no ob-
jective aperture inserted. M is the magnification at the 
viewing screen and r is the radius of the electron beam on 
the screen, in meters, and is controlled using the C2 con-
denser lens. It should be noted that while beam current 
estimates from the phosphor screen provide a good ap-
proximation of the electron flux the use of a Faraday cup 
provides a more accurate measurement and should be 
used when available.  

A minimum of five electron diffraction time series were 
taken for each compound, resulting in an average of ~80 
diffraction spots per compound, however in some sam-
ples it was only possible to obtain 8 - 30 spots, while in 
others, where more than five series were taken, over 150 
spots were analyzed. 
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TEM Data Analysis 

Electron diffraction patterns were analyzed using custom 
made MatLab scripts, which measured the intensity (I) of 
all diffraction spots and d-spacings for a particular elec-
tron fluence (F) calculated using equation 2. 

ሺ݁ିȀÅଶሻ ܨ  ൌ ൈ ܬ ሺݐ   ሻ    ሺʹሻݐ

 

where t0 is the time between the area first being exposed 
to the electron beam and the time taken to record the 
first diffraction pattern and t is the subsequent exposure 
time, both in seconds.  

All intensities were normalized (I/Imax) to the maximum 
intensity for that particular diffraction spot. Critical flu-
ence was then calculated by plotting the electron diffrac-
tion spot decay curves of ln(I/Imax) against F and fitting a 
linear function to approximate where I/Imax drops to e-1 
(or -1 for ln(I/Imax).  

 

Principal Component Analysis 

Different molecular descriptors that may influence CF 
were used as input parameters for PCA, shown in Table 1. 
Hydrogen bond donors were defined as N, O, S atoms 
covalently bonded to at least one hydrogen atom and hy-
drogen bond acceptors were defined as N, O, S and halo-
gen atoms with at least one lone pair. Rotatable bonds 
were considered as any single bonds not within a ring 
bound to any non-terminal heavy atom and conjugated 
carbons were taken to be any sp2 hybridized carbon atom. 
Values for each molecular descriptor for each compound 
are shown in the supplementary material. The selection of 
parameters used was based on readily obtainable values 
from the chemical structure and ones that have been 
shown previously to increase CF.18,26,27 Before PCA was 
performed the data were pre-processed by scaling the 
input parameters to have unit variance using the ǲpcaǳ 
function in MatLab. 

 

Multiple Linear Regression 

Multiple linear regression (MLR) was used to quantify the 
relationship between several predictor variables and a 
dependent variable, providing an equation that could be 
used to predict CF. A multiple linear regression model can 
be represented as: 

ݕ  ൌ ߚ   ଵݔଵߚ   ଶݔଶߚ   ڮ  ݔߚ       ሺ͵ሻ 

 

where k is the number of predictor variables, Ʌ0 is a con-
stant, Ʌ1, Ʌ2, ǥ, Ʌk are the regression coefficients and y is 
the dependent variable (CF). The parameters that were 
shown to have an influence on CF during PCA were used 
as the predictor variables to create a number of MLR 
models. In order to select the best and simplest model 
without over fitting, MLR was carried out using the 
ǲsteplmǳ function in MatLab, this function adds or re-
moves variables to increase or decrease the value of cer-
tain selection criteria, these being: adjusted R2, Bayesian 

Information Criterion (BIC) and Akaike Selection Criteri-
on (AIC).28,29 The adjusted R2 value is a statistical diagnos-
tic tool used to determine the percentage of the variabil-
ity of the dependent variable explained by the variation of 
the independent variables and takes into account the 
number of variables in the model. A larger adjusted R2 
suggests that the model provides a better fit. AIC and BIC 
are both information criteria which are used to measure 
goodness of fit, by calculating the difference between a 
given model and the ǲtrueǳ underlying model. The differ-
ence between AIC and BIC is how additional parameters 
that are included in the model are penalized. Smaller val-
ues calculated by AIC and BIC indicate that a model is 
closer to the ǲtrueǳ modelǢ therefore a smaller value sugǦ
gests a more accurate model. By using these selection 
criteria, the stepwise regression method can add or re-
move variables in order to improve the model over that 
expected by random chance. 

 

 

Table 1. Input parameters used in principal compo-
nent analysis. The parameters highlighted in bold 
were shown to be correlated to critical fluence in this 
work. 

Parameter Meaning 

Tm Melting temperature 

Mw Molecular weight 

HBd Number of hydrogen bond donors 

HBa Number of hydrogen bond acceptors 

rotB Number of rotatable bonds 

Ringarom Number of aromatic rings 

Ringaliph Number of aliphatic rings 

nX Number of halogen atoms 

Cc Number of conjugated carbons 

Cnc Number of non-conjugated carbons 

Ct Total number of carbons 

AtomnH Number of non-hydrogens 

AtomH Total number of hydrogens 

HBd:a 
Number of hydrogen bond donor/acceptor 

ratio 

HBa:d 
Number of hydrogen bond acceptor/donor 

ratio 

Cc:nc 
Number of conjugated/non-conjugated carbon 

ratio 

Cc:ct Number of conjugated/total carbons ratio 

Cnc:ct Number of non-conjugated/total carbons ratio 

AtomnH:H Number of non-hydrogens to hydrogen ratio 

CF Critical fluence 
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Results and Discussion 

 

Critical Fluence Measurements 

As mentioned earlier this is used to calculate the CF which 
it should be noted varies by < 0.1 when adding or remov-
ing any datum point on any of the plots (generally adjust-
ed R2 shifts by ~0.01-0.03 in these circumstances). In Fig-
ure 2a the intensity is at its maximum within the first two 
data points, corresponding to an electron fluence of <2 e-

/Å2. The intensity then decays and can be approximated 
to a linear function until ln(I/Imax) is equal to -1.5 (22% of 
the maximum intensity). At this point the diffraction spot 
is below e-1 of the maximum intensity and the CF can be 
calculated from the linear function. The spot continues to 
decrease in intensity until around 10 e-/Å2 where the in-
tensity plateaus and becomes similar to the background 
level, no longer visible in the electron diffraction pattern. 
Previous studies have observed similar decay profiles in 
other materials.18,27,30Ȃ34 Similar profile shapes were seen 
for the majority of diffraction spots from each sample. In 
the intensity of the first few data points small fluctuations 
could be seen, where there was an initial increase in in-
tensity before the decay. This may be attributed to a rapid 
loss of mass upon irradiation, reorientation or conforma-
tional changes occurring in the sample, producing a 
structure that is more stable to the electron beam.8,27,35,36 
Decreases in intensity are due to damage of both the 
chemical and crystal structure and in most cases it ap-
pears that both occur simultaneously.8 However, it has 
been demonstrated in phthalocyanines that the crystal 
structure is lost before the chemical structure while stud-
ies on tetracene show that the chemical structure is de-
stroyed first.8 

In Figure 2b the decay profile exhibits an initial plateau, 
between an electron fluence of 0 - 6 e-/Å2, here the spot 
intensity remains above 90% of the maximum before fol-
lowing a linear decay, at an electron fluence >9 e-/Å2, sim-
ilar to the one shown in Figure 2a but at an increased 
rate. This plateau is unexpected at room temperature and, 
as well as being observed for griseofulvin (5.78 Å) was also 
observed in other compounds: dutasteride (3.31 Å and 
6.62 Å) and in six different spacings in tolnaftate (3.07 Å, 
3.33 Å, 3.43 Å, 3.97 Å, 4.15 Å and 5.25 Å). Such a plateau 
has been referred to as latent decay by Siegel and Wade 
and is typically observed in samples that are studied at 
cryogenic temperatures.37,38 A proposed explanation for 
this decay profile was put forward by Siegel; the diffusion 
rate of damaged fragments decreases at low temperatures, 
preventing a change in the crystalline order.38 Once the 
number of fragments reaches a critical concentration, the 
fragments are able to diffuse away, no longer preventing 
changes to the structure and hence decreasing order at 
the corresponding diffraction intensities.30,31,37 The reason 
for a similar decay profile being apparent at room tem-
perature is not clear but it may be caused by steric hin-
drance preventing fragments from diffusing. The occur-
rence of a thermally activated reverse reaction or a heal-
ing effect may prevent a proportion of the damage. Allow-
ing for the structure to stay intact until the cumulative 
damage is too great and the structure finally breaks down. 

In Figure 2c, the decay profile starts with the diffraction 
spots at low intensities and as the fluence increases the 
intensity initially increases. At ~8 e-/Å2 the spot is at its 
maximum brightness and there is then a rapid decay in 
intensity levels. This has been referred to as the enhanced 
intensity effect and thought to occur in relatively thin 
samples (<100 nm) with a high density of lattice de-
fects.31,32,37 Some defects may be present before electron 
beam exposure but the majority of lattice defects i.e. 
point defects are likely to be caused during irradiation.8 
When there is a high density of lattice defects electrons 
that pass through the sample encounter strain fields caus-
ing the intensity of the beam to increase; leading to the 
enhanced intensity seen in the electron diffraction pat-
tern.39,40 In addition, reconfiguration or orientation into a 
more stable structure via the production of radiation in-
duced derivatives or mechanical movement of the crystal 
causing it to tilt off the original axis and can increase the 
relative intensities.32 Seemingly random and erratic 
changes in intensity have also been seen in other studies 
where there are multiple peaks in the decay curves and 
are thought to occur in relatively thick samples (multiple 
hundreds of nm). The decay profiles of these samples 
have been shown to follow the movement of bend con-
tours in bright field TEM images.37 This is due to a com-
bination of mechanical movement and structural changes 
within the crystal altering the lattice orientation relative 
to the electron beam.31,35,37,38 

Due to the limited amount of time available before dam-
age occurred in the current materials it was not possible 
to tilt a particular crystalline particle onto a recognizable 
zone axis. This means the crystals were randomly orien-
tated and the majority of diffraction patterns showed dif-
ferent inter-planar spacings making it difficult to provide 
a representative CF for a particular inter-planar spacing. 
Most previous studies examined thin crystals with pre-
ferred orientations which provide easily comparable dif-
fraction pattern series via selection of a single first order 
diffraction spots in order to calculate CF.17,18,30,31,37 Instead 
of selecting one spot to provide a measurement for CF, in 
this work an average of all the spots measured was taken 
to give an overall measurement of CF, hence crystallinity 
will be assessed in random orientations (Table 2). This 
average includes higher order spacings that are not gen-
erally included in CF measurements. It is observed that 
diffraction spots with smaller d-spacings generally fade 
faster, corresponding to a loss of high resolution infor-
mation and short range order, while the general molecu-
lar packing and long range order (large d-spacings) re-
main intact even though the molecules are fragmenting 
and losing their short range order.41 Including the smaller 
d-spacings within the average CF measurement generally 
provides a smaller value of CF, shown in Table 2, where 
the diffraction spots have been grouped into d-spacing 
ranges (<2 Å, 2 Ȃ 4 Å, 4 Ȃ 6 Å and >6 Å). The majority of 
samples follow the trend of smaller spacings correspond-
ing to smaller values of CF, however for griseofulvin the 
spacings >6 Å have a lower average CF compared to the 
spacings within the range 4 Ȃ 6 Å; there is also a larger 
spread of measured fluence as can be seen from the 
standard deviation. This may be a result of preferential  



 6 

 

 
Figure 2. Intensity curves of griseofulvin that demonstrate the different decay profiles observed, the linear sections of each 
graph are fitted using a straight line to calculate CF (a) Linear decay of 2.35 Å spacing, equal to a (206) reflection (b) La-
tent decay of 5.78 Å spacing, equal to a (111) reflection (c) Enhanced intensity effect followed by linear decay of the 4.10 Å 
spacing, equal to a (202) reflection. 

 

Table 2. Mean critical fluence and standard deviation of each compound calculated from diffraction pattern data. Critical 
fluence when all measured diffraction spots are included are shown and the number of spots used in these averages. Col-
umns 2, 3, 4 and 5 separate the diffraction spots based on d-spacing and show the calculated values when only spots with-
in those chosen ranges are included in the average. All units are in e-/Å2. 

API d < 2 Å 2 Ȃ 4 Å 4 Ȃ 6 Å d > 6 Å All d-spacings Total number of 
spots average 

Amcinonide 1.0 ± 0.1 1.1 ± 0.2 1.4 ± 0.3 1.5 ± 0.4 1.3 ± 0.3 42 

Bicalutamide 1.6 ± 0.2 2.9 ± 0.7 3.1 ± 0.6 4.41 2.9 ± 0.8 51 

Celecoxib 3.8 ± 1.4 5.2 ± 1.2 5.8 ± 0.7 6.0 ± 3.4 4.5 ± 1.6 161 

Ciclesonide - - 0.6 ± 0.1 0.7 ± 0.1 0.6 ± 0.1 8 

Cilostazol 1.6 ± 0.5 2.1 ± 0.9 2.5 ± 0.9 3.71 2.1 ± 0.9 166 

Drospirenene 0.8 ± 0.3 0.9 ± 0.3 0.9 ± 0.3 1.2 ± 0.3 0.9 ± 0.3 105 

Dutasteride 1.9 ± 0.4 2.1 ± 0.4 2.5 ± 0.6 2.7 ± 0.4 2.2 ± 0.5 70 

Efavirenz - 0.5 ± 0.1 0.4 ± 0.1 0.9 ± 0.1 0.5 ± 0.1 25 

Felodipine 1.8 ± 0.7 2.1 ± 0.9 2.7 ± 1.2 2.0 ± 0.3 2.1 ± 0.9 67 

Griseofulvin 4.4 ± 2.2 5.8 ± 3.1 7.6 ± 3.6 6.1 ± 3.4 5.3 ± 2.9 111 

Indapamide 2.7 ± 1.0 4.8 ± 1.9 5.0 ± 2.0 6.1 ± 2.2 4.5 ± 2.0 103 

Indomethacin 2.8 ± 1.6 2.8 ± 2.0 2.8 ± 2.4 3.9 ± 2.7 2.9 ± 1.9 241 

Lopinavir - 0.5 ± 0.1 0.7 ± 0.3 0.5 ± 0.1 0.6 ± 0.2 25 

Nandrolone 1.3 ± 0.2 1.4 ± 0.3 1.5 ± 0.2 1.31 1.4 ± 0.2 85 

Nifedipine 0.7 ± 0.1 0.7 ± 0.2 0.7 ± 0.3 0.9 ± 0.1 0.7 ± 0.2 60 

Nimodipine 2.1 ± 0.8 3.0 ± 0.7 2.7 ± 0.9 - 2.7 ± 0.8 65 

Nisoldipine - 0.3 ± 0.1 0.2 ± 0.0 - 0.3 ± 0.1 14 

Probucol 0.1 ± 0.1 0.1 ± 0.0 0.2 ± 0.1 0.1 ± 0.0 0.1 ± 0.1 61 

Simvastatin 0.6 ± 0.2 0.7 ± 0.2 0.7 ± 0.2 - 0.7 ± 0.2 45 

Tolnaftate 8.4 ± 4.6 13.8 ± 4.7 15.2 ± 3.8 14.6 ± 1.7 13.0 ± 5.1 165 

1 Only data from one diffraction spot available. 
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damage along certain crystal planes, causing the intensity 
of these spots to fade irrespective of their inter-planar 
spacing. The large standard deviation may also be a result 
of sample thickness which was not taken into considera-
tion during this study due to the difficulties associated 
with measuring this powder samples. Thickness has been 
shown to give a linear dependency to the CF of the sam-
ple, with thicker samples providing larger CF values; as a 
result of heating and other effects.9,42  

The detection of diffraction spots may be improved 
through the use of an imaging filter and the latest genera-
tion of electron detectors; both of which may affect the 
observed intensity decay and lengthen the life of the crys-
tal relative to the background signal. In the former case 
the imaging filter can eliminate or significantly reduce the 
effects of inelastic scattering, which is particularly prob-
lematic for low Z materials such as these pharmaceuticals 
and has previously been used to remove the effects of 
inelastic scattering in 2D proteins crystals.43 In the latter 
case improvements in the detector quantum efficiency 
will increase the signal-to-background ratio allowing easi-
er identification of diffraction spots at low electron flu-
ence. 

 

Principal Component Analysis (PCA) 

Using the molecular descriptors from Table 1 and the 
experimentally determined CF, PCA was carried out to 
discover if a correlation exists between these descriptors 
and CF. The results showed that 86% of the total variance 
in the input parameters could be explained using four 
principal components (PC), where 40%, 24%, 14% and 8% 
of the variance is explained by PC1, PC2, PC3 and PC4 
respectively (shown by the scree plot in the supplemen-
tary material). The PC loadings were then used to find a 
correlation between each molecular descriptor and CF. 
This was achieved by plotting PC loadings against each 
other and measuring the component angle between CF 

and each molecular descriptor. The graphs and an exam-
ple of one of the component angles being measured can 
be seen in Figures ͟a and ͟bǤ A value of cos Ɍ ̹ ͝ suggests 
that the molecular descriptor influences CF positively, if 
cos Ɍ ̹ -1 it suggests a negative correlation and if cos Ɍ ̹ ͜ 
then the molecular descriptor is independent of CF. For 
there to be an overall correlation between the molecular 
descriptor and CF the sample relationship must hold true 
in both PC͝ vs PC͞ ȋɌPC1-2Ȍ and PC͟ vs PC͠ ȋɌPC3-4). The 
graph of ɌPC3-4 against ɌPC1-2 in Figure 3c shows clearly the 
descriptors that are positively correlated, negatively cor-
related and independent when considering all four PCs. 

From the 19 molecular descriptors entered into the PCA, 9 
were shown to be either positively or negatively correlat-
ed to CF, these being the number of hydrogen bond do-
nors (HBd), the number of hydrogen bond acceptors 
(HBa), the number of rotatable bonds (rotB), the number 
of aromatic rings (Ringarom), the number of conjugated 
carbons (Cc) and the ratio of number of hydrogen bond 
donors to acceptors (HBd:a), the ratio of number of hydro-
gen bond acceptors to donors (HBa:d), the ratio of number 

of conjugated to non-conjugated carbons (Cc:nc) and the 
ratio of number of conjugated carbons to total number of 
carbons (Cc:t). It should be noted that using the CF for 
different d-spacing ranges, as opposed to the overall aver-
age, gave little or no difference to the results, and thus the 
results presented in Figure 3 are from the overall averag-
es. 

The molecular descriptors which gave a positive correla-
tion to CF were Ringarom, Cc, Cc:nc and Cc:t. It was expected 
that the number of aromatic rings would give a positive 
correlation since previous studies have suggested that the 
delocalization of electrons in a ring allows the energy de-
posited from the electron beam to be shared and dissipat-
ed more effectively which then decreases the formation of 
damaging radicals.22,23,26,33 The presence of benzene rings 
have been suggested to influence the delocalization of 
electrons up to twelve atoms away from the ring.21 

The molecular descriptors which gave a negative correla-
tion to CF were HBd, HBa, rotB, HBd:a, HBa:d. The number 
of rotatable bonds relates to the number of different 
structural configurations the molecules can undertake 
and in this study the greater number of rotB lead to a 
lower CF. Surprisingly factors that related to hydrogen 
bond donors/acceptors all appeared to give a negative 
correlation to CF. This was initially unexpected since or-
ganic crystals are held together by weak intermolecular 
forces such as van der Waals bonding, hydrogen bonding 
and ɕ-ɕ stacking of aromatic rings and it was assumed 
that if more hydrogen bonds were present then the crystal 
would be more stable i.e. requiring a higher electron flu-
ence before damage occurred. If a crystal is mainly stabi-
lized through hydrogen bonding removal of the hydrogen 
bonded atoms by the electron beam may cause disruption 
to the crystal structure at an increased rate as compared 
to structures that are mainly stabilized through van der 
Waals or ɕ-ɕ stackingǤ The hydrogen atoms may be re-
moved via knock on damage, where the electron collides 
with the hydrogen atom directly and due to the low bind-
ing energy the atom is removed from the structure.11 

However, no correlation between the overall number of 
hydrogen atoms and CF was found. Alternatively the hy-
drogen atoms may be removed through radiolysis where 
the covalent bond between the hydrogen atom and an-
other atom (C-H, O-H, N-H etc.) is broken and due to the 
size of the hydrogen atom it can diffuse away preventing 
reformation of the covalent bond.8 When hydrogen bond-
ing is present the adjacent covalent bond is weakened 
making it more susceptible to damage by radiolysis.40 The 
weakening of the adjacent covalent bond was demon-
strated in a study by Conroy et. al. using liquid cell TEM 
where the mineral boehmite (ɇ-AlOOH), a layered mate-
rial that is structurally stabilized through hydrogen 
bonds, was exposed to electron irradiation and layers of 
the material were found to delaminate and dissolve.44 In 
comparison a similar mineralǡ gibbsite ȋɇ-Al(OH)3), 
showed no delamination or dissolution suggesting that in 
boehmite the hydrogen bonding network breaks down. 
Further evidence supporting the weakening of adjacent 
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Figure 3. (a) PCA loadings for principal component 1 and 2 (b) PCA loadings for principal component 3 and 4 (c) Angles between 
critical fluence and other molecular descriptors calculated from graphs a and b. Points in the top right quadrant are positively 
correlated in all principal components, points in the bottom left quadrant are negatively correlated in all principal components 
and all the other molecular descriptors are independent of critical fluence (which we demonstrate here correlates to itself, as 
expect. 

covalent bonds comes from gamma irradiation experi-
ments that showed significantly more hydrogen was re-
leased for boehmite as compared to gibbsite.45 This was 
also consistent with corresponding measurements of O-H 
stretch frequencies in IR spectroscopy, which indicated 

that the O-H bonds strength was weaker (i.e. lower wave-
number) in boehmite (3290 - 3085 cm-1) compared to 
gibbsite (3463 - 3468 cm-1), but the hydrogen bonding 
between structural units was stronger.46,47 This effectively 
implies that strong hydrogen bonding between molecular 
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units weakens the neighboring covalent bond (O-H, N-H 
etc.) making it more susceptible to radiolysis and break 
down of the structure leading to a negative correlation 
with the CF. This could in principle be correlated to CF for 
compounds in this study by measuring the O-H and N-H 
bond strength of each compound by IR spectroscopy.  

Melting temperature (Tm) which had previously been 
shown to be correlated to the CF for polymers was not 
correlated to CF for these 20 compounds.18 Previously, 
significant deviations for conjugated systems were ob-
served when comparing CF to Tm due to the fact that con-
jugated systems have little effect on increasing the Tm 
directly (which is related to the flexibility and mobility of 
a molecule), whereas conjugation increases the radiation 
resistance of a molecule.18,41  

The majority of samples measured here contained at least 
one conjugated ring possibly explaining why this set of 
data did not follow the same trend. The number of halo-
gens (nX) has also been previously shown to increase CF; 
in the study by Clark et al. all hydrogens in copper 
phthalocyanine were substituted by F or Cl and the halo-
genated compounds showed increases in CF.27 The substi-
tution was thought to create a caging effect where the F 
and Cl atoms, due to their much larger size compared to 
hydrogen, sterically hindered the diffusion of molecules 
preventing/delaying radiation damage. Here no correla-
tion was found between nX and CF, possibly because the 
compounds that possessed either F or Cl (amcinonide, 
bicalutamide, celecoxib, dutasteride, efavirenz, felodipine, 
griseofulvin, indapamide and indomethacin) contained 
very few of these (between 1 and 6) compared to the 
number of hydrogens (9 - 35). 

 

Multiple Linear Regression (MLR) 

From the molecular descriptors shown to be correlated to 
the CF, several multiple linear regression models were 
constructed using stepwise regression and judged based 
on the selection criteria mentioned earlier. This was done 
to generate potential models that would then be tested 
further to give the best prediction for CF. For each criteri-
on 20 different models were generated where one sample 
was excluded at each iteration. By excluding one sample 
during the iteration process the best derived model equa-
tion sometimes changed, due to fitting a slightly different 
dataset. 

The models that were derived more than once are shown 
in Table 3. To find which of these gave the best fit for CF; 
further models were generated using the ǲfitlmǳ function 
in MatLab with the "RobustOpts" turned on, in order to 
reduce the effects of extreme data points such as tolnafta-
te which has a CF more than twice as large as the next 
highest compound. The root mean squared error (RMSE) 
and adjusted R2 was then used to judge which of these 
models gave the best prediction for CF. Out of all the po-
tential models generated model 1 occurred most frequent-
ly and gave the best fit (adjusted R2 0.49) alongside one of 
the smallest error values (RMSE 2.35). Three predictor 
variables are used in this model all of which are ratios; 

hydrogen bond donors to acceptors, hydrogen bond ac-
ceptors to donors and conjugated carbons to non-
conjugated carbons. Model 2 included rotB in addition to 
Cc:nc, HBd:a and HBa:d. This gave a similar RMSE value to 
model 1 but decreased the adjusted R2 value indicating a 
worse fit. Cc:nc or Cc appeared in every equation suggesting 
it is important to include information on conjugation 
when predicting CF, although Cc:nc did not provide an ad-
equate prediction on its own, as shown in model 4 which 
had the highest RMSE (3.00) and lowest adjusted R2 
(0.28). Model 6 included a total of 5 predictor variables 
and had a higher RMSE and lower adjusted R2 than mod-
els 1 and 2 which suggests that adding too many variables 
decreases the effectiveness of the model and that a suffi-
ciently good prediction for CF can be achieved using the 
predictor variables in model 1. The plot of predicted CF 
against the experimental CF using the equation for model 
1 is shown in Figure 4a. 

Table 3. MLR equations to predict CF for the most 
commonly generated models through stepwise re-
gression when excluding one sample on each itera-
tion. The MLR coefficients shown are averaged 
across all iterations. The mean squared error and 
adjusted R2 show how well each model compares. 

Model Equation RMSE 
Adjusted 

R2 
Frequency 

1 

3.20 Ȃ 3.19 
HBd:a Ȃ 0.27 
HBa:d + 0.47 

Cc:nc 

1.91 0.47 36 

2 

3.11 + 0.03 rotB 
Ȃ 3.51 HBd:a Ȃ 
0.28 HBa:d + 

0.49 Cc:nc 

1.89 0.44 12 

3 
3.09 + 0.14 Cc Ȃ 

4.14 HBd:a Ȃ 
0.26 HBa:d 

2.08 0.37 2 

4 
1.08 + 0.50 

Cc:nc 
2.38 0.29 2 

5 
2.15 Ȃ 0.34 HBd 
Ȃ 0.13 HBa:d + 

0.48 Cc:nc 
2.14 0.34 2 

6 

0.32 Ȃ 1.58 HBd 
+ 0.69 HBa + 
3.90 HBd:a Ȃ 
0.46 HBa:d + 

0.53 Cc:nc 

2.04 0.32 2 

 

The three compounds that showed the highest error in 
predicted CF (Figure 4b) all contain no hydrogen bond 
donors, with tolnaftate having an experimental CF of 16.3 
e-/Å2 whilst being predicted at 7.5 e-/Å2. The relatively 
high electron beam stability of tolnaftate compared to 
other compounds may be due to a lack of hydrogen bonds 
and the presence of two fused benzene rings, only seen in 
tolnaftate, promoting largescale charge and heat delocali-
zation across the whole molecule. The work presented 
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Figure 4. (a) Predicted CF of each compound, calculated using the regression equation in model 1 vs experimental CF. The error 
bars represent the standard error of the mean and points shown in red are two of the compounds that are poorly predicted. The 
data point for tolnaftate is not shown on the graph as the experimental CF is twice as large as the next highest compound. The 
red line is for y = x and shows how closely the model predicts CF. (b) Root mean squared error of each compound for model 1, 
the points above the black line are predicted outside an RMS error of ±2 and all contain no hydrogen bond acceptors.

here was only carried out with a limited number of samples 
most of which had CF <5 e-/Å2 providing a very small repre-
sentation of compounds that have a CF >5 e-/Å2. This may be 
due to a disproportion number of poorly water soluble drugs 
having low CF making it unlikely that less sensitive com-
pounds would have been selected. We have however predict-
ed CF for another poorly water soluble compound furosemide 
at 6.2 e-/Å2 and found this to be close to the subsequently 
determined experimental value of 7.1 e-/Å2. In this study we 
have shown by using only a small sample set of poorly water 
soluble molecules that CF can be predicted using information 
obtained from the chemical structure. This provides the op-
portunity to save experimental time by screening suitability 
of compounds for analysis by TEM. However to be more 
widely applicable to not only poorly water soluble drugs but 
to other drug molecules, using a larger sample to build the 
model would be the next step to improve the predictive ca-
pabilities. In addition more descriptors shown to be im-
portant for compound stability could further improve the 
model. A more detailed assessment regarding crystal struc-
ture, intermolecular bonding present and the reactivity of 
radicals that form during irradiation, may provide further 
insight into the mechanisms for individual compounds and a 
more accurate prediction of CF. Furthermore the use of the 
latest generation of detectors and an imaging filer, may allow 
for better detection of diffraction spots by increasing the 
signal-to-background ratio. Potentially extending this meth-
od of testing the suitability of crystals for TEM analysis, to a 
broader range of pharmaceuticals than those presented here.  

For those compounds that are stable for TEM, this tech-
nique offers the possibility to investigate trace amounts of 
crystalline material that may be present within amor-
phous formulations during processing or storage. Identi-
fying the sites at which crystallization occurs in these 
formulations will be the first step to inhibiting it. 

  

Conclusions 

In this study, the electron beam stability of 20 different 
poorly soluble active pharmaceutical ingredients was as-
sessed by measuring the critical fluence for diffraction 
spots obtained by selected area electron diffraction meas-
urement at the single particle level in TEM. A set of mo-
lecular descriptors obtained from the molecular structure 
or other easy to measure parameters (some of which had 
been previously shown to have an effect on critical flu-
ence), were then used in principal component analysis in 
order to determine which were the most influential. It 
was shown that descriptors relating to the number of ar-
omatic rings, previously believed to be important for the 
stability of organics in TEM, the number of conjugated 
carbons and the ratio of conjugated carbons to non-
conjugated carbons had the highest positive correlation 
to critical fluence, confirming that conjugation has the 
largest impact on compound stability. Descriptors that 
included hydrogen bond donors, hydrogen bond accep-
tors and rotatable bonds showed the highest negative 
correlation. This negative correlation may be due to the 
removal of hydrogen atoms, via radiolysis rather than 
knock on damage, causing destabilization of hydrogen 
bonding networks and loss of crystal structure. The num-
ber of halogen atoms and also melting temperature de-
scriptors that had previously been correlated to an in-
crease with critical fluence was shown to have no correla-
tion for this set of compounds. 

The molecular descriptors highlighted from PCA were 
then used to derive several different multiple linear re-
gression models which aimed to provide the most accu-
rate prediction for critical fluence using the fewest num-
ber of predictor variables. The best prediction for critical 
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fluence used only three predictor variables, these being 
ratio of conjugated carbons to non-conjugated carbons, 
the ratio of hydrogen bond donors to acceptors and the 
ratio of hydrogen bond acceptors to donors. The three 
samples which contained no hydrogen bond acceptors 
gave the largest error when predicting critical fluence; 
this may be due to the lack of a predictor variable to ac-
count for other potential mechanisms of electron beam 
damage. This predictive model can be used to screen 
poorly water soluble drugs to establish those that are sta-
ble enough for analysis by TEM. TEM then offers the pro-
spect of determining the presence of crystalline material 
at low levels in ASD at length scales and limits of detec-
tion unobtainable by other techniques.  
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