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Fully automatic and accurate detection of lung nodules in CT
images using a hybrid feature set

Furgan Shauka?", Gulistan Raj3 Ali Gooya?, Alejandro F. Frangi

aDepartment of Electronic and Electrical Engineerldgiversity of Sheffield, Mappin Street, Sheffield $1D UK.
PDepartment of Electrical Engineering, UniversityEmigineering & Technology, Taxila 47080, Pakistan.

Purpose: The aim of this study was to develop a novel technique forradgle detection using an optimized feature set
This feature set has been achieved after rigorous experimentation, mdschelped in reducing the false positives
significantly.

Method: The proposed method starts with pre-processing, removing any tomessmn from input images, followed by lung
segmentation using optimal thresholding. Then the image is emhasio® multi scale dot enhancement filtering prior to
nodule detection and feature extraction. Finally, classificatiolnrng nodules is achieved using Support Vector Machine
(SVM) classifier. The feature set consists of intensity, shape (2D andh@Dgxture features, which have been selected to
optimize the sensitivity and reduce false positives. In addition to ,S3@vhe other supervised classifiers like K-Nearest-
Neighbour (KNN), Decision Tree and Linear Discriminant Analysis (LDA) havelssn used for performance comparison.
The extracted features have also been compared class-wise to deteenmmost relevant features for lung nodule detection.
The proposed system has been evaluated &hgcans from Lung Image Database Consortium (LIDC) dataset and k-fold

cross validation scheme.

Results: The overall sensitivity has been improved compared to the peemiethods and false positives per scan have been
reduced significantly. The achieved sensitivities at detection and classifictages are 94.20 % and 98.15 % respectively

with only 2.19 false positives per scan.

Conclusions: It is very difficult to achieve high performance metrics using only a sifegieire class therefore hybrid
approach in feature selection remains a better choice. Choosing tighfeatures can improve the overall accuracy of the

system by improving the sensitivity and reducing false positives.

Keywords: CAD, Feature extraction, Lung nodule diec

1. INTRODUCTION

Lung cancer is one of the leading causes of the deaths around themitioride smallest rate of survival after
diagnosis. The survival rate can be increased by early nodule detelating.cancer is found in both developed
and under developed countriehe current five-year survival rate is only 16%and estimates suggest that by

2030, lung cancer will reach around 10 million deaths per3sear.

* Corresponding author. Tel.: {192-333-5903313. Fax:0-092-543-602003.
E-mail address:lf.shaukat@shefﬁeld.ac.*furqan.shoukat@uettaxila.edu!r(F. Shauka(bqulistan. raia@uettaxila.edu.k@. Raja),

a.gooya@sheffield.ac.{(A. Gooya ,a.franqi@shefﬁeld.ac.L(A. Frangi).
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The main reason for lung cancer is the formation of canceraliga®in lung lobes or lung periphery. Nodules
can be defined as lung tissue abnormalities having a roughly spheticalistrand diameter of up to 30 mirh.
35  They can be classified into the following categories: well-circumscribed, jasteuiar, juxta-pleural, and pleural
tail. Well-circumscribed nodules are solitary nodules having no attachment todlgiboring vessels and other
anatomical structures. Juxta-vascular nodules show strong attachment toetirbly vessels. Juxta-pleural
nodules are found to have some attached portion to the nearby plefae¢ sBleural tail nodules, haviadail
which belongs to the nodule itself, show minute attachments to ngletmal wall® Sample images of differen

40 nodule groups can be seen in Fig. 1.
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45 Fig. 1. Sample images of four nodule groups. From left to righll;e#eumscribed, juxta-vascular, juxta-pleural andupée tail nodules.

Computer Aided Detection (CAD) can play an important role in aiding eatgction of the cancéBecause of
ther rapid growth and increasing reliability of medical imaging technologies, C/lems are critical for
objective diagnosis and timely early detection. The main idea of a C&Brsys the extraction with high accuracy
of the region of interest (ROI) imaged through CT, PET, MRI or dthaging modalitie$:® A complete diagram
50 forthe lung CAD process, suggested in this paper, is shown i@.Hipe steps involved in this process are briefly

explained below.

Classification

Lung Field
Segmentation

Fig. 2. Process of lung nodule detection consists of acquirirignage followed by lung segmentatiorodule detection and false positive
reduction or classification
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Image acquisition can be defined as a process of acquiring medical imagesnfaging modalitie$.Many

common methods are available for lung imaging. Computed Tomog(gihystands out as a key imaging
modality compared to other lung imaging methods for the primatysis@f lung nodules screening. The Lung

Image Database Consortium (LIDG},stands out among the available public databases due to the standard
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radiological annotations provided with the images and its widespreadtisers databases are, Early Lung
Cancer Action Program (ELCAP) Public Lung Image Dataldadsed ELCAP Public Lung Database to Address
Drug Respons#

Lung segmentation can be defined as the process of extracting thedume form input CT image and
removing the background and other irrelevant components. legrmgentation serves as a prerequisite to the
nodule detection. Accurate lung segmentation plays an important role tacertha efficiency of lung nodule
detection system. Numerous methods have been proposed in litepatine éxtraction of lung volume from CT
image such as optimal thresholding, rule-based region growing, gibtedholding, 3-D-adaptive fuzzy
thresholding, hybrid segmentation, and connected component labeling.tidgténitial segmentation, juxta-
pleural nodules are included by refining the extracted lung volume. Trosd@ chain-code method, a rolling ball
algorithm, and morphological approaches have been generally3f3ed.

Nodule detection can be defined as the process of defeatipicious areas in lung lobes which may cause the
lung cancer. It is performed after lung segmentation which decreasesrtiead by removing the background
and unwanted areas from input CT image. Various methods haveresentpd in the literature for lung nodule
candidate detection. Multiple gray-level thresholding stands out among &vait@thods. Moreover, shape-
based, template-matching-based, morphological approaches with convexity modilerdmg-based methods
have been used for this purposeg’. 23-24

After nodule candidate detection, we have to classify them into nodule®asntbdules. In literature, this step
is commonly referred to as false positive reduction and it comprise® atéys (i) Feature Extraction (ii) Nodule
Classification where nodule classification here means classification of noddidatas into nodules and non-
nodules. Several methods of extracting image features and nodule classifiGtoopased in literature. Most
used features are intensity based statistical features, geometric featuyesdéent feature®¥:14With the help of
extracted feature vectors, nodules are detected through various supandsead-supervised classifiers with
reduced amount of false positives."19.25-2%\/e briefly review the related work in the following, highlighting the
challenges which have motivated our work in this paper.

This section presents a group of papers which have used small datasgtsngpeamall number of nodules. |
is presumable that the performance of the systems will be worsenedionsymore realistic scenarios with
broackr range of nodule types present in clinical scans. Cuenca‘epadposed a CAD system for solitary
pulmonary nodule detection in CT images using an iris filter. Luslgnre was segmented using adaptive

thresholding and features were extracted with the help of 3D iris filtezar Discriminant Analysis (LDA) was



90 applied to reduce the false positives (FP). The system achieved a serdi®@d%p with 7.7 FP/scan. The system
was evaluated using a private dataset containing only 77 solitary nodtlie$, are relatively easier to be
detected. Guo et &F proposed an adaptive lung nodule detection algorithm. The algorithsistand of a feature
selection and classification part. Eight features were selected after extract®vingas applied as a classifier.
The system was evaluated using a private dataset of 29 scans with 2mihiciticess including only 34 true

95 nodules. Similarly, Sousa et &ldeveloped a method for automatic detection of lung nodules in CT imduss. T
used subset of features to reduce the complexity and increase tthefgbpeesystem. Initially the system extracted
24 features and after selection, there were eight best features selected. Thelsysbteoh @ FP/scan of 0.42 and
84.84% sensitivity. The dataset used to evaluate the system contain83onbtdules (23 benign and 10
malignant). In the same manner, Liu ef%presented a CAD based pulmonary nodule detection method based

100  on analysis of enhanced voxel in 3D CT image. The method comdistsultiple steps, including lung
segmentation, candidate nodules enhancement, voxel feature-extraction afidatiassvith Support Vector
Machines (SVM). The system showasgjood performance by achieving a sensitivity of 93.75% and 4<&f®
but the dataset used consists of 32 cases containing only 33 solitalgsnddiext, Orozco et &t proposed a
novel approach of lung nodule classification in CT images withogt $@gmentation. Eight texture features from

105 the histogram and the gray level co-occurrence matrix for each @Jeiwere extracted. SVM was used for
classification of nodule candidates into nodules and non-nodules after being wiaiméte extracted features.
The reliability index of 84% was achieved. The system was tested aigirigate dataset consisting of only 38
scans with nodule§ artar et af? proposed a method for classification of pulmonary nodules by asfiferent
features. 2-D and 3-D geometrical and intensity based statistical features weréhgssgistem achieved an

110 accuracy of 90.7% and was evaluated using a private dataset consistingubh®bary nodules only.

A group of papers underperforms in terms of accuracy/sengitiby having relatively lower
accuracy/sensitivity as compared to other systems. Messal’@raposed a system for lung nodule detection in
CT images. A set of 245 features were extracted and 40 were selectedsfEne wgs evaluated using LIDC
dataset. Achieved sensitivity was 82.66% with 3FP/scan. The systertedetedules of juxta-vascular, juxta-

115 pleural and solitary type, having sizes in the range of 3-30 mmsygtem showed good performance in terms
of FP/scan but underperforms in terms of sensitivity. Murphy t@rbposed a CAD system using local image
features and k-nearest-neighbor classification. The system was evaluated lasge private dataset, achieving
sensitivity rate of 80% with 4.2 FP/scan. The system detected pleurabargleural nodules having sizela-

mm using 813 scans. Retico efaproposed a fully automated system to detect the pleural nodules im$ew d
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CT-scan images. A feature set consisting of 12 texture and morpholagitakfs was extracted from each nodule
candidate. The system achieved a sensitivity &6 W&th 6 FP/scan. Teramoto et#lproposed a hybrid method
for the detection of pulmonary nodules using positron emission t@plgicomputed tomography. The proposed
method was evaluated using 100 cases of PET/CT images. The sydtmved a sensitivity of 83.0% with
FP/scan of 5.0.
High false positive rate becomes a major issue in some other studies. €zaképroposed a computerized
lung nodule detection method using 3D feature extraction and learning basethmalg, The proposed system
claimed sensitivity up to 106 and a false positive rate of 44 per scan. Moreover, system doeowiotepany
information regarding the type of nodules in consideration. Assef&gpraposed a method based on template
matching and multi-resolution for lung nodule detection. Seven statisticalvaridtensity based features were
extracted for the false positive reduction stage. The system achieved atpaf@1% and a false positive rate
35.15%. Choi et al.proposed a computer-aided detection method based on 3-D shape-basedlésatiptor.
A 3-D shape-based feature descriptor and a wall elimination methodhtkaduiced to include juxta-pleural
nodules. The system was evaluated with LIDC images having 14&s08ystem achieved a sensitivity of 97.5%
with 6.76 FP/scan

Following section presents other studies highlighting some additioakéiches. Mabrouk et dlproposed a
technique for automatic classification of lung nodules in CT images usinglassifiers. A total of 22 image
features were extracted. A fisher score ranking method was used aga d$eldation method to select best ten
features. The system showed good results while dealing with largiesddi failed to detect the smaller nodules.
Choi et aP proposed a detection method based on hierarchical block classification. The imatijedeasinto
sub blocks and an analysis was made on the basis of entropyeanduth blocks were selected having high
entropy. System attained 95.28% sensitivity and 2.27 FP/scan tielgyEtem shows a good performance overall
but the system’ ability to detect all types of nodules is limited. Tariq et aP® proposed a CAD system for pulmonary
nodule detection in CT scan images using neuro-fuzzy classifieetdiletl feature set containing different
properties were extracted and applied to neuro-fuzzy classifier. They cliiatetie method is effective which
can also detect small nodules. But the standard datasets and metrics to evaluaenhsesftgmance have not
been discussed. In addition, system does not give any informatianding types of nodules in consideration.
Akram et aPF® proposed a SVM based classification of lungs nodule using hybrid fedtane CT images. The
2D and 3D geometric and intensity based statistical features were extractesednd wrain the classifier. The

sensitivity of 95.31% is claimed but the system does not give any informagarding FP/scan. In addition, the



150 number of nodules used to validate the results is too small. Hence, therglitthe chance that the performance
of the system will not be affected in various more realistic scenari@s.rétiew of these CAD systems is

summarized in Table 1.

Table1 - Review of Current CAD Systems, *N/A means Not available.

CAD Systems Data No. No. Extracted Sensitivity FPR Remarks
Set Cases Nodules Features (%)
Cuenca et af® Private 22 77 Intensity, 80.00 7.70
Morphological
Guo etal® Private 29 34 Shape 94.77 N/A
. Used dataset is too smal
Sousa et af® Private N/A 33 Shape, Texture, 84.84 0.42 containing less number o
Gradient, nodules.
Histogram,
Spatial
Liu et al.® Private 32 33 N/A 93.75 4.60
Orozco et al** LIDC, 128 75 Texture 84.00 7.00
ELCAP
Tartar et al®? Private 63 95 Shape 89.60 7.90
Messay et af® LIDC 84 143 Shape, Intensity, 82.66 3.00 Systems underperform in
Gradient. terms of sensitivity/
accuracy.
Murphy et al 33 Private 813 1518 Shape Index, 80.00 4.20
Curvedness
Retico et al* Private 42 102 Morphological, 72.00 6.00
Texture
Teramoto et af®  Private 100 103 Shape, Intensity ~ 83.00 5.00
Ozekes et af® LIDC 11 11 Shape 100.00 44.00 High false positive rate
make the schemes
Assefaetal’”  ELCAP 50 165 Intensity, 8100 35.15 inefficient.
Statistical
Choi et al?® LIDC 84 148 Shape Based 3C 97.50 6.76
Descriptor
Mabrouk et al’ Private 12 N/A Shape, Intensity 97.00 2.00 System failed to detect
smaller nodules.
Choi et al® LIDC 58 151 Shape, Intensity 95.28 2.27 System’s ability to detect
all type of nodules is
limited.
Akram et al*® LIDC 47 50 Shape, Intensity 95.31 N/A System is evaluated with

small number of nodules
and FP/scan is not
informed.

155
In summary, the review of the current schemes shows their 1atklity to detect all nodules while maintaining

the same precision in terms of sensitivity and reduced numbalsefgositives per scan. Most of the algorithms
are optimized and limited to a particular set of data which limits the generalizGtlenresults. In addition, the
current schemes have not been evaluated on sufficiently large datasets te awnievobustness. Therefore,

160 methods evaluated having lesser number of nodules are not guaranpeesett the same performance in all
6
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circumstances. Moreover, since feature extraction is very importantefehtracterization of the nodules from
other anatomic structures present in the lung lobes, the choice of optiature set for nodule classification is
still an unresolved issue. Thus the real challenge is to make more accutatessysterms of sensitivity and
reduced FP/scan with increased nodule diversity.

In this paper, we present a novel technique for pulmonary lung ndetaletion using a set of optimum features
and SVM classifier. An optimum feature set has been achieved after rigorousnexyiation, which has helped
in reducing the false positives significantly. Prior to nodule detectiomage enhancement technique has been
used to increase the detection rate of low density nodules, which has helpedkase the sensitivity of the
proposed system. A fully automated lung segmentation technique hagyged using optimal thresholding
and connected component labelifig the best of our knowledge no similar technique has been reportetigvith
combination of steps that we have used. In addition to SVM, differentfidestave been used to evaluate the
performance of the proposed system. Finally, an attempt hasriznto determine the most relevant feature
class in extracted feature set. The overall sensitivity has been improved edrigp#nre previous methods and
false positives per scan have been reduced significantly. The papgariized as follows. Section 2 presents the
proposed methodology for lung nodule detection. Section 3 presentedhits and discussion and Section 4

presents the conclusion.

2.METHOD

The proposed methodology consists of series of steps which startpwetprocessing followed by lung
segmentation, image enhancement, nodule detection, feature extraction andatlassdf lung nodules. The
block diagram of the proposed method is shown in Fig. 3rdprpcessing stagthe lung image is threshad
using optimal thresholding, then the background removal aledfiling operations are done on the image prior
to lung segmentation frothresholded image. Contour correction is made to include juxta-pleadales using
morphological operations. Before ROI extraction, i.e. identifying the candidateles, it is very important to
make sure that all candidate nodules have been included. To this end, the comtmied image is enhanced
The candidate nodules are detected and segmented simultaneously. Nextuthe &a extracted from lung

nodule candidates and used étassification using SVM classifier.

2. A. Lung Segmentation
Lung segmentation hascritical importance as it is pre requisite to the nodule detection.iikagcurate lung

volume segmentation can lead to the low accuracy of whole systens patier we propose a fully automated
7



190

195

200

205

210

215

segmentation method for lung volume from CT scan images. Foitnege, we have used optimal thresholding
followed by a connected component labeling and contour correction. For optimal threghditifi’ be the
threshold after thé" step The lung CT scan can be divided in two density groups. Thealles in lung CT

scan normally varies from -2000 HU to +2000 HU. The lung area also callebady area is a low density area
which ranges from -1000 HU t&00 HU. 3% 4°The CT scanner area is also part of the non-body area. The body
area contains the surroundings of lung lobes. Because the lungsamebiody areave initially select a threshold

value of -500 HU foff™°.

Pre-Processing

| H
Input CT Image q Optimal Thresholding

Image Enhancement

Background Removal

T
T
i

Candidate Nodule Detection

Hole Filling

Feature Extraction

?q
|
Em

Fig. 3. Flow Chart of the Proposed Method.

Contour Correction of Lung Lobes

For selection of new threshold, we apflyto the lung image. Let, and pu, be the mean intensities of the
object and background in the lung region respectively, the m@sttold is giveiby: 4°

. +
TiHL Ho - Hp 1

In this manner this iterative approach carries on until our thresholeéoges to a point, and the optimal threshold

T,p is Obtained. As such, an initial segmented lung image vofliney, z) can be obtained as follows:

f(x,y,z) = Top

fGoy.2) <T,, @

1
flx,y,2) = {0

In which x and y indices represent the slice coordinates and z indicates the slieg.tvabyolume consists of

the total number of z slices and each slice has dimensions of x x y pRedsilts of optimal thresholding on a

(o]
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few sample images can be seen in column (b) of Fig. 4. Aftdyiagmptimal thresholding we get a lung CT
image which contains body and non-body area. White area belonga-tmody area and black belongs to body
area. We are interested in extracting the lung region from non-body vaxelschieve this, we apply 3D
connected component labeling to initially thresholded infagey, z) to acquire the lung region fronon-body
voxels. Using this technique the first and second largest volumeelarted. Most of the unwanted non-body
components are ignored in the volume selection. After the backgremuVal, the resultant image at this stage
contains holes in lung lobes, which may be potential nodules or vessels. Tistfe imcluded to the lung region
for accurate detection and thus filled by morphological operatidhs resultant image at this stage can be seen
in column(c) of Fig. 4. The hole-filled image may contain the potential nodulesabdhder known as juxta-

pleural nodules. To include these, we use a rolling ball algofitifiimal process images are shown in column (e)

of Fig. 4.

@ (b) © (@) (€)

Fig. 4. Example images of lung volume segmentation, (a) to (e) fefintol right presenting input, thresholded, holedlllung segmented
and contour corrected images, respectively.
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2. B. Image enhancement and nodule detection

Image enhancement is very critical for the sensitivity of the lung nadtéetion system as it plays an important
role in detection of the nodules by enhancing them and reducing faiSegqsdsy weakening the other structures
in lung lobes?? It is also necessary because there are some low density nodules, whigmmaayundetected
Hence, it is imperative for us to account for every potential nodule candidlaltés paper, we propose a multi-
scale dot enhancing filté?, based on Hessian matrix for image enhancement. In the first s@pussian
smoothing*on all the corresponding 2D slices is performed to reduce the noisemsitivity effect. A 2D
smoothing is applied because it produces promising results and redogagational complexityAfter Gaussian
smoothing, Hessian matrix and its eigen vallig$ < |1,| are calculated for every pixel to determine the local
shape of the structufé The suspected pulmonary nodule region exhibits the form of a cimulaval object
whereas vascular tissue structures presents a line-like elongated stiintuedore this property can be used to

distinguish different shapsructures present in lung lob&s.

For circular structures we have:

A=21,<<0 ()
And for Line structures:

1, <<0,2,=0 (4)

Here we have assumed that we are trying to enhance bright objecthdipdark background. The filter response

can be calculated as:

|AZ|2/ |/11|’ /11 < O;/12 <0
Ecircie = { (5)

0, otherwise

Because we have different pulmonary nodule diameters, a single scaihdmcement was not good enough.

Therefore, we used multi-scale enhancement filtering to optimize the extr&yiassuming that the nodules to
be detected have diameters in the rajfje d, |, the N discrete smoothing scales in the raiﬁ’gé4,d1/4] can

be computed a&:

do do 2 do N-1 9o dq
0, =—, 0, =T—, 03=T“—, civciossc0. ON =T — =—= 6
1 2’ 2 4’ 3 4’ N 4 4 ()

10



wherer = (Z—i)(l/m_l)) and each scale has the corresponding nodule diasheteFhe algorithm works as
follows: First, we determine the specifiedscale of the image by using Eqg. (6) and smooth the image using
Gaussian function. Initiallysmallest value of scale is selected which is incrementally extended. Then the two
260 eigen values of Hessian matrik, andA, are calculated which are followed by the calculation of respective value
of E;,cie filter. This process is repeated for different scales and finally we integrate the filter’s output valueso
obtain the maximum value for the best enhanced effect and generate thetresaljieas

1, if: Ecircie,max
Ip(x,y) =10, otherwise 7)

where Egircie max = Max Ecirele, 0 € [Omin, Omax]. Fig. 5 shows the results of image enhancement at different
265 slices. After enhancement, the lung nodule candidates are detected by applying optstabitting (explained

in section 2.1) on dot enhanced images. Then a rule-based analydiedra made based on some initial

measurements like area, diameter and volume whether to keep or dhecaetected nodule candidat@he

advantage of rule-based analysis is that it eliminates the objects which are toar $owablig to be considered a

nodule candidate and thus reduces the workload for the next stagegristed objects must meet the following
270  basic size requirements to be considered a good nodule candidate. The dargauteay lie in the ranged038

mn?, equivalent to a diameter 23-mm and the volume must not exceed the range3BOmn?. After rule-

based analysis, several features are extracted from good nodule caratidatesd to train the SVM classifier in

the next step.

275 (@) (b) (c) (d)

Fig. 5. Example images showing results of image enhancement at diffticas. (a) and (b) shows a low density nodule in nedieci

which is detected after image enhancement wheren¢cjd) shows the other two slices after image enhancement

11
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2. C. Lung Nodule Classification
The ultimate goal of this step is to reduce the false positives peltsoamprises of two steps: feature extraction,

and classification. We briefly provide details on each of these steps wlltweirig.
2. C.1. Feature Extraction

Feature extraction can be used to reduce the original dataset to certain charactdristican differentiate one
input from others Nodules have their own characteristics, which differentiate them from othemacaito
structures present in lung lobt®¥e have selected an optimum set of lung nodule features, whichebas b
achieved after experimentation and correlation analysis. Correlation coefficeemy of/lo samples Aand B can

be calculated ag®

>(a-a(b-1
Mg = ' — =
\/Z(a ~a?) (b- b’ ®)

where@and b represents the means of A and B, respectively. Rigorous expéaiine has been done in
selection of feature set which gives the optimum results in classifia#tlang nodule candidates. Our approach
was to select a large initial set of features that represents the state of théeattries utilized by the most
successful published CAD systems. From this initial pool, we carrie@aturé selection and trimmed down the
feature set to the optimal subset for nodule detection consideringhieotiensitivity and the FP/scan. We can
broadly classify the selected nodule features into: shape, intensitgxne related quantities as shown in Table
2.These features were extracted from all the lung nodule candidates and wtaskffication. Examples of some

detected nodule candidates can be seen in Fig. 6.
2. C.2. Support Vector Machine Classifier

Once the feature vectors have been formed, they are used as aariofagsification and false positive reduction.
In our proposed method, we have used SVM classifier as it is computatieffialgnt and gives better resufts’®

To train the classifier, we use the annotated data from the radiologists. Ndimeahumber of nodule samples
are much less than the number of non-nodules, affecting therparfoe of a classifier. To remove this biasness,
we have balanced our dataset by selecting the equal number of nodlulesnanodules randomly. Next, the

balanced dataset is randomly split into training and testing datasets. Mofealeci0% of the data is used for

12



305 Table 2 - Extracted features of nodule candidates.

Shape Features Intensity Features Texture Features
n . A Ps(i,j
Area®® A= z 0 Elongation® a Mear?® X = Liza Xi Normalized GLCM*® Ps(i,j) = %
o€om E =3 X E T Ps ()
mage Mpa = szpyqf(x'y) Ll = i > (k- 22)? Energy® AN,
Moments’ =5 Perimetef? = ) Variance®® g2 = &=tV ene = P2(i,))
(xy)ec n-1 =0 j=0
Central . L-1L-1
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Moments’ Hpq = ZZ(" %)? (Y = ¥0)1f (%, ) Circularity % C= % Maﬁlr:r;lijdrgl\glalue Imax = max(l) Entropy ent = — Ps (i, j)logPs (i, )
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Fig. 6. Examples of detected candidates (a) nodules (b) namesdt can be seen that nodule diversity and tese resemblance to other
anatomic structures present in the lung lobes make skefaletection more challenging and produces false pesjtivhich are being
reduced with the aid of a classifier.

training and 30% of the data is held out as a test set for the final evaluatiensystem. In training phase, we
have used k-fold cross-validation scheme for model selection and validatiofiold cross-validation scheme,
training data set is randomly divided into k-equal sized sub-sanigies. from those samples, one sample is
selected as validation data for model assessment and remaining k-1 sampkesdafior training the classifier.
This process is repeated k-times. The k results from the folds arevbeaged to produce a single estimation.
The advantage of this scheme is that each sample is used for traithinglidation purposes having each value
used only once for validation. In training phase, the input to theifdasonsists of the feature vector and the

known class labelS'he SVM solves the following optimization problem:

N
min W W+CZsi (€))
i=1
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Subject to (for any=1 ...N)
fOx) =y wW'd(x) —b) 21— ¢ (10)

Where g; = 0 and f(x;) is the decision function. C >0 can be defined as penalty parameter ofothie. In
addition, SVM can efficiently perform non-linear classification using kernéd.tfilm this paper, we have used a

polynomial andaradial basis function as kernel functions as follows:

2
K (x;, %) = exp (—V”xi - x| ) ab
K (x, %) = (yx{ x5 + 1) (12)

Where v, r and d are kernel parameters. The penalty factor and kernel scale parameters have been optimized using
grid search. An exhaustive grid search has been used to select thesegranatrere the range of penalty factor
and kernel is selected as C =°10...., 1(? andy = 23, ...... , 28 respectively. The interval between the two
consecutive values of penalty factor and kernel is set as 1 amesfettively. Different pair ofg, y) values are

tried and the one with best cross-validation accuracy is pfekétihis optimized pair of parameter is then used

to train the classifier using only training data.

Once the classifier is trained and its hyper-parameters are tuned, themltkgdlnation of the classifier is done
using the test set only. More specifically, 30% of the data held out initiallged for final evaluation of the
classifier and the corresponding results are reported in next section.i@nethote that now the input to the

classifier consists of only the feature vector.

Feature selection was done using the training set only. Once wee ggitimal feature set for nodule detection

considering both the sensitivity and the FP/scan from training datasetyaHenit and apply it to the test set.

The performance of a classifier can be calculated by the standard performatizs mainly sensitivity,
specificity, accuracy and receiver operating characteristic curves (R@EsIIrROC curves are obtained by
plotting the sensitivity and false positive rate for different threshaldes. The area under the ROC curves

summarizes the performance of the classifitdese metrics can be calculated as follows:

TP
itivity = ———— 13
sensitivity TP T FN (13)
g TN
specificity = TN T FP (14)

15



350

355

360

365

370

TP+TN
TP+FP+TN+FN

accuracy =

(15)

Where TP, TN, FP, and FN denote true positive, negative, and false pasdivegative labels.

3. RESULTSAND DISCUSSION

We have done an extensive evaluation of our proposed sgstémng Image Database Consortium (LIDC).
LIDC is a publicly available database accessible from The Cancer Imaging &f€tilA). We have considered

the 850 scargLIDC-IDRI-0001 to LIDC-IDRI-0844) of this dataset, which contains nodules of size 3-30 mm

fully annotated by four expert radiologist in two consecutive sessi@ufy ET scan consists ©50-300 slices
where each slice is of size 512*512 and 4096 gray level values in HUix&heacing is 0.78 mm 1 mm and

reconstruction interval varies from3lmm.

We have considered all the nodules (even if only one of the radicldgist marked it) in evaluation of our
proposed system. The total number of nodules in 850 CT sc@@42sin our evaluationywe have considered
each detected nodule as a nodule if its distance to any of the nodudedatéiset is smaller than 1.5 times the
radius of that nodule. This value is achiewstexperiments and we call it near hit. If a hit has been made on a

detected nodule we call it as true positive otherwise it is called false positive.

Our system detectsl22 nodules with 38682 non-nodules, which gives the detection r&2 % with 45.51

% FP/scan. Note that these non-nodules have been further reducedubg tiiea classifier at the classification
stage. Results have been summarized in the following tables. Tablew8 thigoclassification results of SVM
with different kernel functions on test dataset while ugn§ and 7-fold cross validation schemes in training
phase. It is to note that penalty factor and kernel parameters of thesés mave been optimized using grid
search. For SVM-Gaussian, the pair (C=1 and.125) achieved maximum cross-validation accuracy and was
used to train the model while for SVM-Cubic, the pair (C=11jand.325) achieved maximum cross-validation
accuracy and was used to train the model. Lastly, for SVM-Quadratipath€C=9 andy= 0.525) achieving
maximum cross-validation accuracy was selected to train the model. Our $ysteawhieved a sensitivity of
9841 % and an accuracy of 97.40 % using SVM with Gaussian kerneldiuntitcan be seen that Gaussian

kernel function outperforms other kernel functions regarding the accwfatye system and 7-fold cross

! The case no. LIDC-IDRI-0132,0151,0315,0332,0355,0365,0482 appear twice as distinct cases in the dataset and
cases with IDs. LIDC-IDRI-0238,058%0 not exist in the dataset.
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validation scheme yields the maximum accuracy. The performance ofstieenswith Gaussian kernel function
remains almost the same in 2 and 5-fold cross validation scheithea slight difference in metrics. Other two

kernel functions, SVM-Cubic and Quadratic achieve the highest sensitivig@$63f% and 80.90 % respectively.

In addition to performing grid search for the selection of(§;,we have also experimented with different values
of kernel scale and penalty factor while keeping one of them constahserve the effect of these parameters.
Table. 4 shows the classification results of SVM-Gaussian using diffeeenel scale values in 2-fold cross
validation scheme. We have evaluated our system using different vakesef scale between the range 0.3 to
3. The penalty parameter has been kept constant with a value of f&.Hé ceen that the performance of the
system decreases with the increasing value of scale after achiegingaimum accuracy at initial value of
y=0.3. The system achieves a lowest accuracy of 83.30 % for a Vgled.0Table. 5 shows the classification
results of SVM-Gaussian using different penalty parameter value$old 2ross validation scheme. The value
of the penalty parameter used varies from 1 to 4. The value of kernehasddeen kept constant. It can be seen
that the accuracy of the system increases with the increasing valuealty pemameter and attains a maximum

value of 97.0 % for C=4.

In addition to the SVM classifier, we have also evaluated our system wusimg ather supervised classifiers
mainly K-Nearest-Neighbour, Decision Tree, Linear Discriminant Bodsted Tree. Table. 6 shows the
classification results of these classifiers using 2-fold cross validation scliecan be seen that Decision Tree
shows better performance as compared to other classifiers by achievimgumsaaccuracy and sensitivity while

Linear Discriminant performs poorly by achieving the lowest seitgitiv

From the review of the existing methods, we found that it is kargt to compare the results with the previously
published work because of their use of non-uniform perfoceametrics and different evaluation criteria
including the dataset and types of nodules considered. Despite of this coneteaimye tried to make a
performance comparison of our proposed system with the otimgr CAD systems as shown in Tablelt®an

be seen that our proposed system shows better performance asetbtopather systems regarding sensitivity
and FP/scan. Other systems which are close in the performance are Chdilesaay et at®and Akram et af?.
Choi et aF proposed a novel shape-based feature extraction method. Eigen valmpdsition of Hessian matrix
was done to obtain the surface elements which could describe the kEalisformation of the target object and
features were formed from these surface elements. The systeavalaated by considering 148 nodules in 84

scans of LIDC dataset. System shows good performance in terseggifivity by achieving a value of 97.5 %
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but underperforms in terms of false positives by having a vale76f FP/ scarMessay et al®computed a
detailed feature set consisting of 245 features (2D & 3D) mainly dieigrio feature classes of shape, intensity
and gradient. A sequential forward selection method was next applied to bktaiptimum feature subséthe
system was evaluated using LIDC dataset and considering 143 nodutem Slysws good performance in terms
of false positives with a value of 3 FP/scan but underperforms irs w@fsensitivity. Akram et af® computed
the 2D shape features (Area, Diameter, Perimeter, Circularity), 3D shapeede@tiolume, Compactness,
Bounding Box Dimensions, Elongation, Principal Axis Length) 2Ddand 3D intensity based statistical features
(Mean inside, Mean outside, Variance inside, Kurtosis inside, Skewness Mami@um value inside, Eigen
values). The system was evaluated using LIDC dataset. System slamhsegasitivity having a value of 95.31 %

but the number of nodules used to validate the results is too small.

3. A. Feature Ranking

Various features have been proposed in literature to differentiate betwedesrathliother anatomical structures
but the research on measuring the effectiveness of these featurelsebaviémited. In this paper, we have
compared different classes of features to determine the most relevant featureTaldes 8 shows the
classification results of SVM-Gaussian using different classes of featuiz4$old cross validation scheme.
Features from clasShapeshows the maximum performance regarding sensitivity andamcof the system as
compared to other feature classes. But results clearly show that iy idiffiult to achieve high performance

metrics using only a single class therefore hybrid approach in éesglection remains a better choice.

Table 3 - Classification Results of SVM on test dataset withedéht kernel functions using 8 and 7-fold Cross Validation Scheme in
training phase

k-fold Classifier AUC Accuracy (%) Sensitivity (%) Specificity (%) FPs/Scan
SVM-Gaussian 0.995011 97.10 98.15 96.01 2.19
2-Fold SVM-Cubic 0.942661 90.10 9212 88.63 3.50
SVM-Quadratic 0.906624 83.40 80.21 85.73 4.27
SVM-Gaussian 0.995264 97.40 98.32 96.46 1.88
5-Fold SVM-Cubic 0.949235 90.10 92.28 88.31 3.36
SVM-Quadratic 0.916236 83.80 80.90 86.16 3.98
SVM-Gaussian 0.994015 97.40 98.41 96.40 191
7-Fold SVM-Cubic 0.955405 90.90 92.67 89.38 3.11
SVM-Quadratic 0.919643 83.20 80.29 85.59 3.76
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Table4 - Classification Results of SVM-Gaussian on test dataset difflegenty values and 2-fold Cross Validation Scheme in training

phase.
Penalty Kernel scale AUC Accuracy (%) Sensitivity (%) Specificity (%) FPs/an
Parameter (C) ()
1 0.3 0.99214 97.00 98.04 95.87 1.31
1 0.5 0.992096 96.80 97.92 95.53 1.56
1 1 0.988753 96.40 97.86 95.26 1.79
1 13 0.973747 93.30 94.12 92.67 2.00
1 15 0.964420 91.20 91.14 91.34 2.36
1 18 0.950276 88.70 86.63 90.40 2.62
1 2 0.941655 87.40 84.79 89.57 2.85
1 25 0.922157 84.30 79.98 87.93 3.29
1 3 0.913129 83.30 79.60 86.41 3.71
425
Table5 - Classification Results of SVM-Gaussian on test datasey ddfierent C values and 2-fold Cross Validation Schemteaining
phase.
Penalty Kernel scale AUC Accuracy (%) Sensitivity (%) Specificity (%) FPs/<an
Parameter (C) (Y)
1 1 0.988753 96.40 97.86 95.26 179
2 1 0.991408 96.70 98.12 95.45 1.74
3 1 0.991548 96.90 98.23 95.07 1.84
4 1 0.992020 97.00 9832 95.26 179
Table 6 - Classification Results of different classifiers on tegaset using 2-fold Cross Validation Scheme in traiphase.
Classifier AUC Accuracy (%) Sensitivity (%) Specificity (%) FPs/an
Decision Tree 0.941685 91.40 96.03 87.55 3.39
Linear Discriminant 0.792127 74.10 57.06 88.18 3.25
K-Nearest-Neighbour 0.882561 78.40 83.04 74.59 6.93
Boosted Tree-Ensembile 0.959660 89.60 91.67 87.93 3.29
430
Table 7 - Performance Comparison of Different CAD Systems ANfeans Not Available.
CAD Systems Year Data Set Nodule Number of Sensitivity FPs/scan
Size(mm) Nodules (%)
Proposed System 2016 LIDC 3-30 2242 98.15 2.19
Akram et aF® 2016 LIDC 3-30 50 95.31 N/A
Choi et aP 2014 LIDC 3-30 148 97.50 6.76
Teramoto et af® 2014 Private 4-30 103 83.00 5.00
Choi et aP 2013 LIDC 3-30 151 95.28 2.27

19



Tartar et af? 2013 Private 2-20 95 89.60 7.90

Orozco et af? 2013 LIDC,ELCAP 2-30 75 84.00 7.00
Assefa et at? 2013 ELCAP N/A 165 81.00 35.15
Choi et al* 2012 LIDC 3-30 76 94.10 5.45
Messay et af® 2010 LIDC 3-30 143 82.66 3.00
Sousa et &° 2010 Private 3-40 33 84.84 N/A

Table 8 - Classification Results of SVM-Gaussian on test dataseq dgfierent feature classes and 2-fold Cross Validatwre®e in
435 training phase

Features AUC Accuracy (%) Sensitivity (%) Specificity (%) FPs/scan
Intensity 0.780086 72.40 68.53 76.49 6.13
Shape 0.901880 84.60 80.59 87.87 3.62
Texture 0.835350 76.40 71.89 80.09 5.43
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Fig. 7. ROC curves of the SVM classifier with different kerfgiction using (a) 2-Fold Scheme, (b) 5-Fold Sch&h&-Fold Scheme
SVM-Q: Quadratic kernel function, SVM-G: Gaussiannetifunction, SVM-C: Cubic kernel function.

ROC:s curves have been drawn to visualize the classifier’s performance. Fig. 7 shows the ROCs curves for SVM
455 classifier with different kernel functions usingz?and 7-fold cross validation scheme, respectively. It can be seen
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that SVM Gaussian kernel function outperforms the other two kernefidas while SVM Quadratic function
shows the lowest performance. Fig. 8 (a) shows the ROCs cun@gNbclassifier with Gaussian kernel function

using different kernel scale values in 2-fold cross validation scheme.
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Fig. 8. ROC curves of the SVM classifier with Gaussian kernettion using 2-Fold cross validation scheme with (afedét kernel scale
Y values, varying from 0.3 to 3 (b) with different pér parameter C values varying from 1 to 4.
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Fig. 9. () ROC curveof SVM classifier with Gaussian kernel function using@&e cross validation scheme with different featursssa
470 (b) ROC curves of different classifiers using 2-Foldssrealidation scheme.

The kernel scale value varies from 0.3 to 3 by keeping the persaliynpter constant. It can be seen that the
performance of the classifier decreases with the increasing valué&igf 8 (b) shows the ROCs curves for SVM
classifier with Gaussian kernel function using different penalty paramateesvin 2-fold cross validation
475 scheme. The penalty parameter value varies from 1 to 4 by keepirgytie¢ dcale value constant. It can be seen
that the performance of the classifier remains almost the same with iminease. Fig. 9 (a) shows the ROCs
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curves for different feature classes using SVM classifier with Gaussiael Kenction in 2-fold cross validation
scheme. It can be seen that features from Shageshows the maximum performance as compared to other two
feature classes. Fig. 9 (b) shows the ROCs curves for different clasisifizfold cross validation scheme. It is
noteworthy that Linear Discriminant classifier performs poorly as eoetpto other classifiers by having the
lowest area under the curve. Fig. 10 shows the overall performamee pfoposed CAD system by the free-
response ROC (FROC) curv&ausing SVM classifier with different kernel functions and 2-fold cresilation

scheme. The system shows robust and accurate performance in detedtites.
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Fig. 10. FROC curves of the proposed system with respect to theetiffkernel functions of SVM classifier.

4. CONCLUSION

A well performing CAD system contribute to the health provision by helphieg@xpert radiologist in the detection

of lung cancer and by providing them with a second opinionthi;mpaper, we have proposed a method with
hybrid feature set for lung nodule detection. In the pre-processayg, the lung image has been thresholded
using optimal thresholding, followed by background remowalk filling operations and lung segmentation. Then
the contour correction of the segmented lung fields has been madkitteijuxta-pleural nodules. The candidate
nodules have been detected and segmented simultaneously from an enhsyEedising multi scale dot
enhancement filtetShape, intensity and texture features have been extracted fromdduolp candidates and
used for false positive reduction usm§VM classifier. The proposed system has been evaluated using the LIDC
dataset and k-fold cross validatidrhe achieved sensitivity is 98.15 % with 2.19 false positive per scgn onl

In this paper, we have used a hybrid feature set to improve the classifa@atiaracy of the system. Moreover,
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we have also made a comparison of feature classes which clearly indicate shagledeature can detect the
nodules with high precisioMhus, choosing right set of features can improve the overall accurtioy system
by improving the sensitivity and reducing false positives. We alserempnted with different classifiers to assess
the performance of the system but results clearly show that SVM, heitheixibility of having different kernel
functions, remains a better choice as compared to other classifiers in termgratpc

A future area which needs to be focused is the detection of micro sq@umm). Future CAD systems
should be able to detect all types of nodules (including micro nodules) wdieaming the same precision in
terms of sensitivity and reduced number of false positives per Barover, the systems should be evaluated
on large datasets to achieve more robustness.
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