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I have two aims in this paper. The first is to break the deadlocked exchange between John Skorupski and John Broome concerning how best to understand Thomas Nagel’s distinction between agent-neutral and agent-relative reasons for action. The second is to provide a reformulation of the distinction which captures an uncontroversial distinction between those reason-giving considerations which encapsulate an indexical relationship between an agent and an object of moral concern, and those which do not. The resolution of this exchange, and subsequent reformulation of the dichotomy has two important ramifications for contemporary debates in moral philosophy. First and foremost, it reveals the true, pre-theoretical nature of the distinction between agent-neutral and agent-relative reasons for action, and how the notion of agent-relativity cannot be utilized to underwrite the existence of deontic constraints. And, secondly, it provides definitive support for Skroupski’s claim that agent-relative reasons are not the defining feature of deontological ethics.

Since its conception by Thomas Nagel, the distinction between agent-neutral and agent-relative reasons for action has played a dominant role in normative theorizing. However, the role the distinction has played has often been one of confusion, rather than clarity; superficial similarity of terminology disguises the fact that philosophers use the terms in radically different ways due to their competing aims and prior assumptions. This paper examines one instance of this confusion, and offers a resolution to the deadlocked exchange between John Skroupski and John Broome concerning how best to understand Nagel’s formulation of the distinction. After breaking this deadlock and discussing a number of problems that beset the Nagelian version of the distinction, I’ll offer a reformulation of the dichotomy which captures a pre-theoretical distinction between agent-neutral and agent-relative reason-giving facts or principles. I’ll conclude the paper by citing some implications this view has for contemporary moral theorizing.

**I. NAGEL’S PRINCIPLE-BASED DISTINCTION**

To understand how Nagel’s distinction works, we need to get clear on how he understands the concept of a normative (or justifying) reason for action.

For Nagel, all normative reasons can be formulated as predicates derived from universal practical principles, and are defined in the following way:

[E]very reason is a predicate *R*, such that for all persons *x* and all events φ, if *R* is true of φ, then *x* has prima facie reason to promote φ.[[1]](#footnote-1)

For every token reason, there is a corresponding predicate *R*, such that it figures in a universally quantified normative proposition providing *prima facie* reason for agents to promote the occurrence of events, ranging from specific actions, inactions, circumstances, to more general states of affairs, outcomes, or ends. In this sense, a reason can apply to a specific event such as my drinking a beer ten seconds from now, or it can apply to a more general state of affairs, such as someone being in good health. In the latter case, any number of more specific events may promote the end in question.[[2]](#footnote-2)

The formal distinction between agent-neutral and agent-relative reasons emerges within the universally bound reason-defining predicate:

Formally, [an agent-relative reason] is one whose defining predicate *R* contains a free occurrenceof the variable *x.* (The free agent-variable will, of course, be free only within *R*; it will be bound by the universal quantification over all persons which governs the entire formula.) All universal reasons and principles expressible in terms of the basic formula either contain a free agent-variable or they do not. The former are [agent-relative]; the latter will be called [agent-neutral].[[3]](#footnote-3)

With this set, we can utilize Nagel’s distinction to delineate a formal difference between the egoist’s and the utilitarian’s fundamental principles of action:

**Egoist:** Everyone has reason to do what has a propensity to benefit themselves.

(*x*, φ) (If φhas a propensity to benefit *x*, then *x* has reason to promote φ)

**Utilitarian:** Everyone has reason to do what has a propensity to maximize aggregate utility.

(*x*, φ) (If φ has a propensity to maximize aggregate utility, then *x* has reason to promote φ)

As far as these examples go, the significant mark of agent-neutrality is whether or not *the* *reason*, i.e. the fact picked out by the predicate (notthe act or event to be promoted) can be specified without an essential reference to the agent for whom it is a reason. So, for any given egoist, if, say, eating healthily has a propensity to benefit him, then that gives him an agent-relative reason to promote its occurrence (i.e. to eat healthily). The reason is agent-relative in the sense that its defining predicate contains an essential reference to the agent for whom it is a reason (i.e. it is the agent *himself* who stands to benefit from eating healthily). On the other hand, for any given utilitarian, if donating money to charity has a propensity to maximize aggregate utility, then that gives her an agent-neutral reason to promote its occurrence (i.e. to donate money to charity). The reason is agent-neutral in the sense that its defining predicate lacks reference to the agent for whom it is a reason (i.e. it is simply that aggregate utility will be maximized by performing the act in question, not, specifically, *the agent’s* utility).

**II. AGENT-NEUTRALITY: PERFORMING ACTIONS, OR PROMOTING EVENTS?**

Now that we’re clear on how Nagel’s distinction is supposed to work, we can begin to mediate the exchange that occurred between Skorupski and Broome concerning how best to understand the notion of agent-neutrality.

Skorupski has always insisted he is using the terms ‘agent-neutral’ and ‘agent-relative’ to ‘coincide respectively’ with how Nagel uses the terms ‘objective’ and ‘subjective’ in *The Possibility of Altruism*.[[4]](#footnote-4) There is, however, a subtle difference between the two distinctions which, for Broome, has substantial implications for how we understand the notion of an agent-neutral reason for action.

To see this, consider Skorupski’s most recent statement of the distinction:

(It’s being the case) that *R*φ gives *x* reason to φ.

Where ‘*x*’ is replaceable by terms denoting agents and ‘φ’ by terms denoting actions open to *x*. (That is, for any given *x*, ‘φ’ ranges over the action-types open to *x*.) If all instances of the schema are true, then ‘*R*’ is a *reason-giving predicate on agents and actions open to the agent*.[[5]](#footnote-5) Now we define agent-neutral and agent-relative reasons as follows:

(i) If ‘*R*’ contains a free occurrence of ‘*x*’ then it is an agent-relative predicate. If it does not, it is an agent-neutral predicate.

(ii) A reason for action which is expressible by an agent-neutral predicate is agent-neutral. A reason for action which is not so expressible is agent-relative.[[6]](#footnote-6)

Now consider the following reason for performing an action:

That the act has a propensity to benefit an agent who does it.

For Broome, the predicate ‘... has a propensity to benefit an agent who does φ’ expresses an egoistic reason for an agent to directly perform an act which has a propensity to benefit himself – a reason that is uncontroversially agent-relative.[[7]](#footnote-7) However, when this predicate is run through Skorupski’s machinery, it emerges as agent-neutral:

(1) (*x*, φ) (It’s being the case) that doing φ has a propensity to benefit an agent who does φ gives *x* reason to φ.

This predicate contains no free occurrence of *x*, so it is agent-neutral according to Skorupski’s definition. Yet it expresses an egoistic reason for action, and egoistic reasons should definitely not be counted as agent-neutral. Skorupski’s definition is too broad, then.[[8]](#footnote-8)

Broome then insists that Nagel’s version of the distinction – formulated in terms of *promoting the occurrence of an event* –bypasses this problem:

(2) (*x*, φ) (It’s being the case) that doing φ has a propensity to benefit an agent who does φ gives *x* reason to promote φ.

Understood in this way, agent-neutral reasons require agents to share a common *aim*.[[9]](#footnote-9) For instance, say you and I are at a party, and there is one beer left in the ice bucket. And, suppose that anyone at the party has reason to drink it (for the reason that drinking it has a propensity to benefit an agent who does so). According to Broome, Skorupski must define this reason as *both* agent-neutral and egoistic because it applies to anyone who can perform it:

(3) (*x*) (It’s being the case) that drinking the last beer has a propensity to benefit an agent who drinks it gives *x* reason to drink the last beer.

Yet, (3) gives each agent at the party the conflicting aim of drinking the last beer themselves, and cannot, therefore, be *genuinely* agent-neutral. Formulating the distinction in terms of a reason to promote the occurrence of the event in which an agent drinks the last beer bypasses this problem:

(4) (*x*) (It’s being the case) that drinking the last beer has a propensity to benefit an agent who drinks it gives *x* reason to promote the occurrence of an agent drinking the last beer.

This (putatively) gives *anyone* a reason to promote the occurrence of the event in which an agent drinks the last beer, not merely an agent who has a propensity to benefit from performing the act herself. Hence, Broome’s insistence that ‘agent-neutrality cannot be satisfactorily defined in terms of reasons to do an act’.[[10]](#footnote-10)

**III. MEDIATING THE DISPUTE**

In response, Skorupski maintained that Broome had provided a defective analysis of his own formulation of the distinction by treating it asymmetrically to Nagel’s, i.e. Broome’s (4) is not, in fact, an accurate representation of Nagel’s position. Rather, the genuine parallel, in Nagelian terms, would actually take the following agent-neutral form:

(5) (*x*, φ) (It’s being the case) that *promoting* φ has a propensity to benefit an agent who promotes φ gives *x* reason to *promote* φ.

Adding:

A problem I have with (5) is that I don’t know what it is to promote an action [...] And, now whatever talk about ‘promoting’ may mean – the point Broome makes about (1) could be made about (5). The predicate ‘promoting φ has a propensity to benefit an agent who promotes φ’ contains no free occurrence of *x* and so it is agent-neutral according to Nagel’s position. Yet it expresses an egoistic reason for action, and egoistic reasons should definitely not be counted as agent-neutral. Nagel’s definition is too broad then.[[11]](#footnote-11)

Now, because Skroupski fails to understand what it means to promote an action, this leaves only two possible readings of Broome’s predicate ‘… has a propensity to benefit an agent who does φ’ – both of which are agent-neutral, and neither of which express an egoistic reason for action. On the first reading, ‘an agent’ could refer to some (existentially quantified) agent or otherwhose doing φ has a propensity to benefit himself:

(6) (*x*, φ) (∃*y*) (It’s being the case) that *y’s* doing φ has a propensity to benefit *y* gives *x* reason to φ.

Or, on a second reading, ‘an agent’ could refer to any (universally quantified) agent whose doing φ has a propensity to benefit himself:

(7) (*x, y,* φ) (It’s being the case) that *y’s* doing φ has a propensity to benefit *y* gives *x* reason to φ.

In (6), we have an agent-neutral reason for any given agent to directly perform an action-type because (for the reason that) performing that action-type (the action-type in question) has a propensity to benefit some agent or other who performs it. For instance, if *y’s* drinking the last beer has a propensity to benefit *y*, then that (putatively) gives anyone reason to drink the last beer (for the reason that it benefits *y*). This resembles the way in which an annoying sibling might eat the last slice of cake simply to upset their younger sister, even though they dislike the cake themselves – a reason that is spiteful, but not egoistic. And, in (7), we have an agent-neutral reason for any given agent to perform the action-type in question because performing that action-type has a propensity to benefit anyone who performs it. For instance, if drinking the last beer has a propensity to benefit to anyone who drinks it, then that gives anyone reason to drink it (for the reason that it has a propensity to benefit anyone who drinks it). Nevertheless, although the egoist will accept the truth of (7), as Skorupski points out, it does not express an egoistic reason for action; the egoist will accept (7), but only because:

(8) (*y*) (*y’s* doing φ has a propensity to benefit *y*) & doing φ is open to *x* → *x’s* doing φ has a propensity to benefit *x*.

What brings out his adherence to egoism is that he has to establish that doing φ gives an expected benefit to *x* before he considers *x* to have reason to do φ. The point about rational egoists is not that they reject all agent-neutral principles; the point is that they agree with such principles only in so far as they follow from the agent-relative principle which they endorse.[[12]](#footnote-12)

But, what if we think in terms of reasons for an agent to *promote* φ? At this point, it’s vital to remember that Nagel does not speak in terms of reasons to promote acts. Rather, he speaks in terms of reasons to promote the occurrence of *events* (ranging from specific events (actions) to more general states of affairs). With this in mind, consider, again, Broome’s predicate:

That the act has a propensity to benefit an agent who does φ.

As we’ve just seen, this reason-defining predicate utilizes an ambiguous quantifier in its reference to ‘*an agent* who does φ’. This is problematic for Broome, because it’s entirely a matter of interpretation how ambiguous reason-defining predicates are to be understood – that’s precisely Nagel’s point*.*[[13]](#footnote-13) Broome takes the predicate to express an agent-relative reason for an agent to directly perform an act which has a propensity to benefit himself. But, if this is the case, then its formulation will have to contain a free occurrence of the agent-variable within the antecedent of its defining predicate (where, in the limiting case, if φ is an act, doing φ counts as promoting φ):

(9) (*x,* φ) (It’s being the case) that doing φ has a propensity to benefit *x* gives *x* reason to promote [i.e., *do*] φ.

However, Nagel’s point is that the same predicate can also be subjected to an *agent-neutral interpretation*, which would, in this case, express a reason for *anyone* to promote the occurrence of the event (act) that gives an expected benefit to an agent who does it – *whether or not that agent is oneself:*

(10) (*x*, φ) (It’s being the case) that doing φ has a propensity to benefit an agent who does φ gives *x* reason to promote an agent doing φ.

In this instance, the predicate lacks an occurrence of the agent-variable *x*: *R* (φ) ‘φ has a propensity to benefit an agent’. Or, more specifically: (∃*y*) (*y’s* doing φ has a propensity to benefit *y*):

(11) (*x*, φ) (It’s being the case) (∃*y*) that *y’s* doing φ has a propensity to benefit *y* gives *x* reason to promote *y’s* doing φ.

This predicate contains only the bound agent-variable, *y*, and still applies when *x* and *y* are the same person.[[14]](#footnote-14) For instance, if *y’s* drinking the last beer has a propensity to benefit *y*, then that gives *anyone* reason to promote the occurrence of *y* drinking the last beer. Granted, in their primary application, there will always be significant overlap between agent-neutral and agent-relative reasons. But, for Nagel, the derivative influence of the agent-neutral reason extends to acts which promote the occurrence of acts by *other* agents which have a propensity to benefit *them*:

[Agent-neutral reasons] are not just universal reasons in the sense that anyone can have them; they are in addition reasons for anyone to promote what they apply to. They are not reasons *for* particular individuals, but simply for the occurrence of things they hold true. [...] The reasons then apply in the first instance to conduct which meets these descriptions, but they also apply, derivatively, to actions which promote more conduct of the same kind, whether in oneself or in others.[[15]](#footnote-15)

Hence, Nagel’s substantive claim that mere acknowledgement of the idea that all agent-relative reasons have agent-neutral counterparts is enough to explain the *possibility* of altruism.[[16]](#footnote-16)

**IV. THE NECESSARY ASYMMETRY**

It’s now clear that Skorupski’s use of the terms ‘agent-neutral’ and ‘agent-relative’ do not ‘coincide respectively’ with how Nagel uses the terms ‘objective’ and ‘subjective’ in *The Possibility of Altruism*. Nevertheless, taken alongside Broome’s concerns, this does not undermine the formal adequacy of Skorupski’s version of the distinction. On the contrary, it enables us to observe an asymmetry in Nagel’s formulation of the distinction via his differential treatment of those agent-neutral reasons which are generated when we subject our agent-relative reasons to the requirement of agent-neutrality (the agent-neutral counterparts) and those reasons which are fundamentally agent-neutral in content.

As I explained in note 16, the substantive claim of *The Possibility of Altruism* was that all agent-relative reasons had to be subsumable under their agent-neutral counterparts. For instance, if you accept that you have an agent-relative reason to perform an act which has a propensity to benefit yourself, then you must be able to understand this reason as not, essentially, your own. Additionally, you must also recognize an agent-neutral reason for anyone (including yourself) to promote what the reason applies to (recall the agent-relative (9) and its agent-neutral counterpart (11)):

(9) (*x*, φ) (It’s being the case) that doing φ has a propensity to benefit *x* gives *x* reason to promote [i.e., do] φ.

(11) (*x*, φ) (It’s being the case) (∃*y*) that *y’s* doing φ has a propensity to benefit *y* gives *x* reason to promote *y’s* doing φ.

Now, although Nagel characterizes all reasons in terms of reasons to promote the occurrence of events, ultimately, all reasons direct suitable agents to perform action-types which promote the event in question.[[17]](#footnote-17) As we saw in section I, the egoist has an agent-relative reason to *do* whatever has a propensity to benefit himself, and the utilitarian has an agent-neutral reason to *do* whatever has a propensity to maximize aggregate utility. At this level, then, agent-neutral reasons are equally concerned with agents performing action-types which promote the occurrence of a particular state of affairs. However, one cannot characterize the agent-neutral counterpart reasons generated by agent-relative reasons in the same way without generating reasons that are in direct tension with the original notion of agent-neutrality, i.e. a universally shared reason for anyone to promote the occurrence of the event in question. Recall (6), for instance:

(6) (*x*, φ) (∃*y*) (It’s being the case) that *y’s* doing φ has a propensity to benefit *y* gives *x* reason to φ.

Drawn in terms of reasons to perform the action-type in question, (6) gives any given agent a reason to perform the action-type that *y* has reason to do (for the reason that it benefits *y*), which can result in conflicting aims. Contra Broome’s conclusion, then, it is *not* that ‘agent-neutrality cannot be satisfactorily defined in terms of reasons to do an act’. The point is subtler: *the agent-neutral counterpart reasons which are generated when we subject our agent-relative reasons to the Sidgwickian objectivity constraint (the requirement of agent-neutrality) cannot be satisfactorily defined in terms of reasons to perform the action-type in question.* Indeed, if Nagel did not characterize agent-neutral counterparts in terms of promoting the occurrence of the event in question, then the central argument of *The Possibility of Altruism* would be untenable – the counterpart reasons would not reflect the possibility of altruistic action. There is, then, an asymmetry in Nagel’s original formulation of the distinction. Like agent-relative reasons, those agent-neutral reasons which are fundamentally agent-neutral in content *can* be successfully defined in terms of reasons for a given agent to perform the action-type in question. However, the agent-neutral counterpart reasons which are generated by subjecting our agent-relative reasons to a Sidgwickian objectivity constraint cannot be satisfactorily defined in terms of performing the action-type in question – they *must* be defined in terms of promoting the occurrence of the event (action-type) in question.[[18]](#footnote-18)

At this stage of my argument, I conclude that Skorupski’s formulation of the distinction is more viable than Nagel’s, namely in its ability to offer a symmetrical distinction between agent-neutral and agent-relative reasons drawn in terms of reasons for agents to perform action-types that are open to them.[[19]](#footnote-19) Nevertheless, there are still a number of ambiguities surrounding the Nagelian version of the distinction that need to be ironed out, particularly in relation to the status of deontic constraints.

**V. THE STATUS OF DEONTIC CONSTRAINTS**

Stemming from Nagel’s infamous discussion of the issue in *The View from Nowhere*, it’s now almost orthodoxy to equate deontic constraints with agent-relative reasons:

Deontic constraints are agent-relative reasons which depend not on the aims or projects of the agent but on the claims of others. […] If they exist they restrict what we may do in the service of either relative or neutral goals.[[20]](#footnote-20)

However, despite this generally unquestioned orthodoxy, it remains unclear how these constraints are to be captured formally, for a distinct category of ‘negative reasons’ was never a part of Nagel’s original system:

We do not have to define a separate category of negative reasons, for any predicate *R* which provides a reason *against* the occurrence of anything to which it applies, will have corresponding to it another predicate *Q* which provides a reason *for* anything to which it applies, and which covers the same territory. We need only define *Q* as the predicate which holds of φ when *R* holds of the non-occurrence of φ.[[21]](#footnote-21)

However, while this is true, it is unsatisfactory when trying to express the *force* of deontic constraints. If we want to understand deontic constraints qua agent-relative restrictions (i.e. agent-relative prohibitions on specific action-types open to agents), then we need to look further.

In his response to Skorupski, Broome suggested that Nagel would formulate constraints in the following way:

(13) (*x*, φ) (It’s being the case) that φ is the telling of a lie by *x* gives *x* reason to promote the non-occurrence of φ.

(14) (*x*, φ) (It’s being the case) that φ is the killing of an innocent person by *x* gives *x* reason to promote the non-occurrence of φ.

(15) (x, φ) (It’s being the case) that φ is the breaking of a promise by *x* gives *x* reason to promote the non-occurrence of φ.

Following David McNaughton and Piers Rawling (and Portmore), the idea is that constraints are said to be *author agent-relative* in the sense that each agent has a special responsibility not to violate the constraint themselves – qua author of their own actions.[[22]](#footnote-22) Indeed, Nagel was keen to stress that ‘deontological reasons have their full force against *your* doing something – not just against it happening’.[[23]](#footnote-23) These agent-relative constraints are then said to contrast with the following agent-neutral counterparts, requiring agents to *minimize* the general occurrence of such constraint violation:

(16) (*x*, φ) (It’s being the case) that φ is the telling of a lie gives *x* reason to promote the non-occurrence of φ.

(17) (*x*, φ) (It’s being the case) that φ is the killing of an innocent person gives *x* reason to promote the non-occurrence of φ.

(18) (*x*, φ) (It’s being the case) that φ is the breaking of a promise gives *x* reason to promote the non-occurrence of φ.

Now, I’ll argue below that agent-neutral reasons are not, inherently, utilitarian exhortations to minimize or maximize.[[24]](#footnote-24) Nevertheless, the more serious problem here is that all of the agent-relative reasons above are equivalent to their agent-neutral counterparts because, for Nagel, *promoting* the non-occurrence of an event covers, primarily, the agent’s own actions (recall, in the limiting case, if φ is an action, *doing* φ counts as *promoting* φ). And, as far as deontic constraints are concerned, their primary function is to prohibit the performance of certain *action-types* by the agent in question. Moreover, there is a clear difference between the principle ‘It is wrong to tell lies’ and the principle ‘You should minimize the telling of lies’. Broome suggests that Nagel would capture the difference between these two principles *in terms* of the distinction between (author)agent-relative reasons and what we might call ‘utilitarianized’ agent-neutral reasons:

(19) (*x*, φ) (It’s being the case) that φ is the telling of a lie by *x* gives *x* reason to promote the non-occurrence of φ.

(20) (*x*, φ) (It’s being the case) that φ increases the number of lies told gives *x* reason to promote the non-occurrence of φ.

However, the reason expressed in (19) is not genuinely agent-relative; it’s equivalent to:

(21) (*x*, φ) (It’s being the case) that φ is a lie gives *x* reason not to φ.

Indeed, as Skorupski points out:

In general, any agent-neutral reason-predicate, ‘*R*φ’ can be converted into an agent-relative predicate, ‘φ is an *R*-ing by *x*’*.* That does not show that it expresses an agent-relative reason. The question is whether you *can* express the reason with an agent-neutral predicate.[[25]](#footnote-25)

There is, then, a further tension between Nagel’s formal dichotomy and the alleged agent-relativity of deontic constraints.[[26]](#footnote-26) Indeed, Nagel openly admits that the agent-relative status of constraints is somewhat puzzling:

Deontological reasons have their full force against *your* doing something – not just against it happening. [...] You shouldn’t break a promise or tell a lie for the sake of some benefit, even though you would not be required to forgo a comparable benefit in order to prevent someone else from breaking a promise or telling a lie. [...] The relative character cannot come simply from the character of the interest that is being respected, for that alone would justify only a neutral reason to protect the interest. And the relative reason does not come from an aim or project of the individual agent, for it is not conditional on what the agent wants. It is hard to understand how there could be such a thing. One would expect that reasons stemming from the interests of others would be neutral and not relative.[[27]](#footnote-27)

In an attempt to demystify this position, Nagel appeals to the doctrine of double effect: the idea that there is a significant distinction between *intentionally* bringing about an outcome, and causing an outcome that is *foreseeable*, but notintentional:

The principle says that to violate deontological constraints one must maltreat someone intentionally. The maltreatment must be something that one does or chooses, either as an end or as a means, rather than something one’s actions merely cause or fail to prevent but that one doesn’t aim at.[[28]](#footnote-28)

The particular rationale for a deontological constraint, then, is that its violation would be an instance of *intentional* *victimization* on the effected agent. However, this is hardly an appeal to (author)agent-relativity, in the sense that each agent is required not to commit intentional violations *himself*. Indeed, by moving away from the idea that constraints are creatures of the agent’s perspective, Nagel moves away from the notion of an (author) agent-relative reason entirely:

[T]he victim feels outrage when he is deliberately harmed even for the greater good of others, not simply because of the quantity of harm but because of the assault on his value of having my actions guided by his evil. What I do is immediately directed against his good: it doesn’t just in fact harm him.[[29]](#footnote-29)

Here, no appeal is made to the notion of an (author) agent-relative reason; there is simply the intentional assault on an individual’s value which is a wrongdoing on the part of the agent.[[30]](#footnote-30) In fact, Nagel ultimately abandoned the idea that the rationale for deontic constraints could be sought in the evil intentions of the victimizer, in favour of a rationale grounded solely in the inviolable status of those victimized:

The status is of a certain kind of *inviolability*, which we identify with the possession of rights, and the proposal is that we explain the agent-relative constraint against certain types of violation in terms of the universal but non-consequentialist value of inviolability itself.[[31]](#footnote-31)

So, the underlying rationale for deontic constraints is no longer (author) agent-relative, yet, deontic constraints remain a species of agent-relative reason (in the author agent-relative sense).[[32]](#footnote-32) And, given that author agent-relativity was never part of Nagel’s original system, I suggest the theoretical notion of an author agent-relative reason – as something meaningfully distinguishable from a non-utilitarianized agent-neutral reason – should be abandoned.

**VI. A TENSION IN SKORUPSKI’S ACCOUNT**

Now that we’re clear on the difficulties that beset the idea of author agent-relative constraints, we can isolate a different kind of tension within Skorupski’s formulation of the distinction.

The purpose of Skorupski’s original note was to challenge the tendency to make agent-relativity a necessary feature of deontological ethics. Nevertheless, while I certainly agree that agent-relativity is not the defining feature of deontological ethics – the defining feature is simply the claim that there are valid moral principles which do not depend on a prior theory of intrinsic value – there are some fundamental issues with Skorupski’s formal dichotomy which need to be addressed.

To begin with, consider how Skorupski formulates a deontic constraint against the killing of innocent people:

(22) (*x*, φ) (It’s being the case) that φ is the killing of an innocent person gives *x* reason not to φ.

In this instance, the putative moral principle ‘It’s wrong to kill innocent people’ entails an agent-neutral reason for action.[[33]](#footnote-33) Likewise, the principle ‘It’s wrong to break promises’ entails the following (in reason-giving terms):

(23) (*x*, φ) (It’s being the case) that φ is the breaking of a promise gives *x* reason not to φ.

Now, this is where Skorupski’s position begins to get confusing. In line with the reasons not to kill innocent people and not to break promises, Skorupski once proclaimed the reason there is not to tell lies is also agent-neutral:

(24) (*x*, φ) (It’s being the case) that φ is a lie gives *x* reason not to φ,[[34]](#footnote-34)

Affirming elsewhere that the principle ‘It’s wrong to tell lies’ is agent-neutral in the following sense:

The agent-neutral reason-predicate is ‘It is wrong to tell lies and φ is a lie’. In other words, I am taking it that (*x*) (It is wrong to tell lies and φ is a lie → *x* has reason not to do φ).[[35]](#footnote-35)

However, in a footnote that occurred later in *Ethical Explorations*, Skorupski U-turns on the status of the reason not to tell lies without reference to his earlier view, declaring:

If there’s reason not to tell a lie, just because it’s a lie, and ‘lying’ means ‘saying something one believes to be false’, then that reason is *agent-relative*.[[36]](#footnote-36)

(25) (*x*, φ) (It’s being the case) that φ is saying something *x* believes to be false gives *x* reason to φ.

Furthermore, in his most recent discussion of the distinction, the status of the reason one has to *keep* one’s promises is explicitly identified as agent-relative. For instance, Skorupski states that the fact that he has promised to send Mira a book is an agent-relative reason for him to send her one, expressible via the following universal predicate:

(26) (*x*, φ) (It’s being the case) that *x* has promised to φ gives *x* reason to φ,

adding:

This reason *cannot* be expressed by an agent-neutral predicate: that is one which contains no free occurrence of the relevant agent-denoting term.[[37]](#footnote-37)

There is, then, an ambiguity within Skorupski’s formulation of the distinction. In earlier works, reasons not to kill innocent people, break promises, tell lies, etc., are explicitly identified as agent-neutral. Yet, more recently, reasons not to tell lies, and reasons to keep one’s promises have been formally identified as agent-relative.

**VII. QUALIFYING SKORUPSKI’S ACCOUNT**

To understand why these ambiguities occur, we need to get clear on the differences between Skorupski’s predicate-based distinction, and his most recent statement of the distinction formulated in terms of *essentially indexical* and *non-indexical* reason-giving facts:[[38]](#footnote-38)

[A] reason-giving fact is *essentially* indexical when the actor, in order to grasp it as a reason for *him*, or a reason for him to φ at some *time* identified by its relation to the present, must grasp it indexically as a fact about himself or about the present; that is when its indexicality is essential to its reason-giving force. […] A reason is relative if and only if it is essentially indexical. […] When the reason giving force of the fact, for the actor, does not rest on its indexicality we shall say the reason is *neutral*.[[39]](#footnote-39)

Defined in this way, agent-relative reasons are said to be indexical facts, where an indexical fact is simply ‘a true proposition expressible by a declarative sentence containing indexicals’.[[40]](#footnote-40) From the first-person perspective, then, the fact that eating healthily has a propensity to benefit *me* is an agent-relative reason for *me* to eat healthily; the fact that *I* have promised to send Mira a book is an agent-relative reason for *me* to send her one; the fact that taking *my* grandfather fishing promotes his interests is an agent-relative reason for *me* to take him fishing. In these cases, an indexical must appear in my representation of the reason in order for me to recognize it as a reason for me to act at a given time.[[41]](#footnote-41) On the other hand, the fact that any contribution to some particular charity at any time will be used effectively by that charity for famine relief is considered to be an agent-neutral reason for me to contribute to charity. This fact need not be presented to me in an indexical way in order for me to recognize the reason it is for *anyone* to contribute to charity.

Skorupski does not address the subject of deontic constraints in relation to this fact-based version of the distinction. Nevertheless, regarding the reason not to tell lies, the earlier idea was that the indexicality of the reason is essential to its rationalizing force:

If there is a reason not to tell a lie just because it’s a lie, and ‘lying’ means ‘saying something one believes to be false’, then that reason is agent-relative. One doesn’t have to know ‘who one is’ to grasp that one has it in a particular case, but one still needs to know *something* about oneself, viz., that one believes some particular thing to be false. This indexical fact is open to reflective awareness, but the point remains that there is an indexical fact about oneself that one needs to know.[[42]](#footnote-42)

The case is said to be different when dealing with the reason to give money to famine relief, or the reason not to kill innocent people:

I don’t have to know any such indexical fact, about who I am, what relations I stand in, or what time it is now, to know that if it’s obligatoryto contribute to famine relief, there’s reason – reason for me now – to contribute to famine relief; or that if it’s wrong to kill the innocent, there’s reason for me now not to kill the innocent. [...] I don’t have to know who I am, or any other fact about me to know that it’s wrong to kill innocent people, and hence that *I* have reason not to kill innocent people. That’s because this is *not* an agent-relative reason.[[43]](#footnote-43)

Now, I don’t want to deny that saying something one believes to be falsegives one a reason not to say it – because it’s lying and, just like killing innocent people, it is, *prima facie*, wrong to tell lies. Nevertheless, this reason is not agent-relative in the same sense as, say, the reason there is not to neglect one’s talents, or the reason there is not to neglect one’s family and friends, or the reason there is to keep one’s promises. These reasons are *object agent-relative* in the sense that they’re relativized to specific individuals given their histories and a significant relationship to an object of moral concern; much like your child, your promise is an entity that you have previously ‘created’. A reason not to tell lies is not object agent-relative in this sense. Granted, Skorupski admits that one doesn’t need to know ‘who one is’ in order to know that there’s a reason for them not to tell lies. However, it’s *not* the case that an agent must believe some particular thing to be false in order to grasp that they have a reason not to tell lies at a given time. ‘Lying’ may well mean ‘saying something one believes to be false’, but it’s perfectly conceivable that I could know that it’s wrong to tell lies, and that there’s a reason for me, now, not to tell lies – *because I know it’s wrong to tell lies* – without having to believe some particular thing to be false. I know, for instance, that it would be wrong for me to lie to my girlfriend about my whereabouts on Friday evening, but there’s no particular thing I need to believe is false in order for me to know that it’s wrong for me to lie to her, qua acknowledgement of the putative agent-neutral principle ‘It’s wrong to tell lies’, or even acknowledgement of the putative agent-relative principle ‘It’s wrong to lie to one’s girlfriend’.

Far from qualifying things, this leaves us in a bit of a mess. Granted, Skorupski’s focus remains the same, i.e. emphasis on determining the agent-neutral/relative status of a reason depends on whether or not the reason-giving predicate *can* be expressed agent-neutrally. But, as we’ve just seen, the machinery can generate conflicting results depending on whether we appeal to reason-giving facts or reason-giving principles.

**VIII. CAPTURING AGENT-RELATIVITY**

How, then, should we capture genuine agent-relativity? My proposal is that there is an inherent connection between *object agent-relativity* and the essentially indexical account of agent-relative reasons, which does not hold in the case of *author agent-relativity*, where emphasis is placed on whether the reason can be meaningfully transposed without indexical reference to the agent without redundancy. There is, then, a significant difference between, say:

(27) (*x*, *y*) That *y* is *x’s* child is a reason for *x* to care for them (that is *y*).

(28) (*x*, *y*) That *y* is *x’s* promise is a reason for *x* to keep it (that is *y*).

(29) (*x*, *y*) That *y* is *x’s* ambition is a reason for *x* to pursue it (that is *y*).

And:

(30) (*x*, φ) That φ is *x’s* lie is a reason for *x* not to tell it (that is φ).

(31) (*x*, φ) That φ is *x’s* killing of an innocent person is a reason for *x* not to do it (that is φ).

(32) (*x*,φ) That φ is *x’s* contribution to charity is a reason for *x* to do it (that is φ).

On this view, (27), (28), and (29) are *genuinely* agent-relative because they cannot be meaningfully transposed without indexical reference to the agent without redundancy. On the other hand, the authoragent-relative (30), (31), and (32) *can* be meaningfully transposed without indexical reference to the agent without redundancy:

(33) (*x*,φ) That φ is a lie is a reason for *x* not to tell it (that is φ)

(34) (*x*, φ) That φ is the killing of an innocent person is a reason for *x* not to do it (that is φ)

(35) (*x*,φ) That φ is a contribution to charity is a reason for *x* to do it (that is φ)

Those reasons which are object agent-relative are genuinely agent-relative. Those reasons which are not object agent-relative are agent-neutral.

**VIIII. AGENT-RELATIVITY AND THE STATUS OF DEONTOLOGY**

To be clear, my claim is not that author relativity is incoherent *as an account of the underlying rationale for deontic constraints* – certainly, the author rationale for constraints is one that needs careful consideration. My claim is, rather, that the theoretically substantive notion of *author agent-relativity* cannot be distinguished from the pre-theoretical notion of *non-utilitarianized* agent-neutrality in any meaningful way, and does not, therefore, constitute a genuine distinction between agent-neutral and agent-relative reasons for action.[[44]](#footnote-44) The genuine distinction is simply a distinction between those reason-giving considerations (be they facts or putative moral principles) which encapsulate an essentially indexical relationship between an agent and an object of moral concern, and those which do not.

This observation lends support to Skorupski’s idea that the tendency to make agent-relativity a necessary feature of deontological ethics is mistaken, i.e. that no thesis about agent-neutrality versus agent-relativity should be a defining feature of deontological ethics.[[45]](#footnote-45) To see why, consider that ‘teleology’ is understood, fundamentally, as a theory of desired *ends* – what’s good. Pure teleological ethics, then, affirms that deontic verdicts are derived from a prior theory of intrinsic value. In this sense, there can be both agent-neutral and agent-relative teleological ethical theories. Utilitarians share the same, fundamental agent-neutral principle of action: ‘Everyone has reason to do what has a propensity to maximize aggregate utility’. This is why utilitarianism can be categorized as an agent-neutral, teleological ethical theory; it gives all agents the same substantive, and ultimate aim of maximizing aggregate utility. Egoists, on the other hand, share the same fundamental agent-relative principle of action: ‘Everyone has reason to do what has a propensity to benefit themselves’. This gives each agent the same substantive, and ultimate aim of maximizing their own utility. In this sense, egoism can be categorized as an agent-relative, teleological ethical theory.[[46]](#footnote-46)

What, then, of ‘deontology’? Following Skorupski, deontology is best understood as a theory of *duty* – a theory that concerns itself with (morally) right or wrong action. *Pure* deontological ethics, then, is an ethics that does not depend on a prior theory of intrinsic ethical value, i.e. what’s good or bad (morally speaking). Skorupski takes Kant’s ethics to be *purely* deontological in this sense:

[T]he concept of good and evil is not defined prior to the moral law, to which, it would seem, the former would have to serve as foundation, rather the concept of good and evil must be defined after and means of the law.[[47]](#footnote-47)

Indeed, in light of this idea we can see that debates concerning whether Kantian moral prohibitions must be understood as agent-relative – even if we allow that all reasons are teleological – are misguided.[[48]](#footnote-48) The categorical imperative itself (qua fundamental principle of morality), is deontological and agent-relative:

Act only in accordance with that maxim through which *you* can at the same time will that it become a universal law.[[49]](#footnote-49)

Nevertheless, the subsidiary maxims through which one can act can take either agent-neutral or agent-relative form. The point is that many moral maxims are agent-relative, and give rise to agent-relative reasons: ‘It’s wrong to neglect *one’s* children’, ‘It’s wrong to break *one’s* promises’, etc. But there are also agent-neutral duties arising from principles such as ‘It’s wrong to kill innocent people’, ‘It’s wrong to tell lies’, ‘Everyone should help those in need’, etc. Ultimately, then, the deontological distinction between right and wrong action has nothing to do with the distinction between agent-neutral and agent-relative reasons. Consequently, it’s mistake to characterize deontological ethics solely in terms of agent-relativity.

**X. CONCLUSION**

I began this paper by mediating the exchange that occurred between Skorupski and Broome concerning how best to formulate Nagel’s distinction between agent-neutral and agent-relative reasons for action. Mediating this exchange revealed that Nagel’s distinction contained an asymmetry in the way it was formulated, and that we do best by speaking in terms of reasons for agents to perform action-types open to them, rather than reasons for agents to promote the occurrence of events.

After clearing up some ambiguities with the Nagelian distinction, and the status of deontic constraints, it emerged that there are, in fact, two notions of agent-relativity in play: *author agent-relativity*, and *object agent-relativity.* I then argued that Nagel – the original proponent of agent-relative constraints – does not provide an adequate agent-relative rationale for their existence; Nagel’s distinction is drawn solely in terms of object agent-relativity, and the notion of author agent-relativity is imported into his later account of deontic constraints without justification. From here, I maintained that object agent-relativity is the genuine notion of agent-relativity which, unlike author agent-relativity, can be mapped on to the essentially indexical account of agent-relative reasons without redundancy. Consequently, the (author) agent-relativity traditionally associated with deontic constraints is not genuine agent-relativity, and cannot be distinguished from a non-utilitarianized conception of agent-neutrality in any meaningful way. Again, the genuine distinction between agent-neutral and agent-relative reasons is simply a distinction between those reason-giving considerations (be they facts or putative moral principles) which encapsulate an essentially indexical relationship between an agent and an object of moral concern, and those which do not. This captures agent-relativity solely in terms of object agent-relativity, and lends definitive support to Skorupski’s view that no thesis about agent-neutrality versus agent-relativity should be a defining feature of deontological ethics.[[50]](#footnote-50)
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