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A systematic technique is developed for studying particle dynamics as induced by a turbulent liquid flow, irawbpdrttr
agglomeration and breakup are considered. An Eulerian description of the carrier phase obtained using large eddy simulation
is adopted and fully coupled to a Lagrangian definition of the particle phase using a pointwise discrete partittnsitmula

efficient hard-sphere interaction model with deterministic collision detection enhanced with an energy-balance agglomeration
model was implemented in an existing computational fluid dynamic code for turbulent naetifdwe. The breakup model

adopted allows instantaneous breakup to occur once the transmitted hydrodynamic stress within an agglomerate exceeds
critical value, characterised by a fractal dimension and the size of the agglomerate. The results from the developed technique
support the conclusion that the local turbulence kinetic energy, its dissipation rate and the agglomerate fractal dinterision con

the kinetics of the agglomeration and de-agglomeration processes, and as well as defining with time the morphology of the
particles and their resultant transport. Overall, the results are credible and consistent with the expected physicaadbdhaviour

with known theories.

l. INTRODUCTION

Turbulent solid-liquid flows are encountered in numerous natural, industrial and tahprdcesses.
Our interest is in the prediction pérticle transport with a physically-sound description of both particle-
particle interactions (e.g. collision and agglomeratiamd fluid-particle interactions (e.g. breakup). In
addition, particle-wall interactions may occur leaditm wall deposition, wall erosion or particle re-
suspension depending on the magnitude of the short-range particle-surface intératiess multiscale
particle interactions (with the wall, other particlesl @ine fluid) define with time the morphology of the
particles and their resultant transport within the system, as well as anyehaduhodulatior of the

carrier phase. The general description of the multiscale interaction of the dispersed phake with



turbulent fluid flow is a challengg task, however, due to inheraminlinearities, inhomogeneities and

coupling over disparate temporal and spatial séates

In most systems, there is competition betweagicageration and breakup. Agglomeration is greatly
enhanced by the way individual particles interact with turbulence structures, @axdicular due to their
segregation into regions of strain where they either breakup through the high shearing of the flow or
continue to grow with enhanced collision ratés The rate of agglomeration and breakup in pumps and
in pipe flow, for example, are important flow characteristics that feed into transport predictitats

used in industry.

For predicting and investigating particle transport, agglomeration and breakup, compufaiid
dynamic (CFD) methods have been developed, alongside advanced experimental approaches. It is
important that numerical simulations replicate agbingisical experiments in order to improve confidence
in their use in practical applications. However, detailed experimental data for wall-bounded turbulent
multiphase flows is scarce, and what is available is often incomplete, and henalmiuithe thorough
validation of numerical simulations. In addition, paé-fluid and particle-particle interaction-related
simulations are very difficult to validate given the inherent difficulties in measuricly gloenomena
experimentally. To overcome these challenges, the numerical methods underlying the osimulati
approaches adopted must be carefully selected and assessed to improve the integrity of the simulation:
and the findings that result therefrom. In additiord amthe absence of appropriate experimental data for
model validation, efforts must be made to ensue¢ fimulations are qualitatively correct as a first

necessary step in ensuritigeir quantitative accuracy.

One of the main CFD tools being used to underpin the understanding of turbulent flows is direct
numerical simulation (DNS). Several established methods have been developedufatirginthe

transport of the dispersed phase in turbulerg-pivase flows in conjunction with DNS, including



pointwise particle tracking, interface tracking and the lattice Boltzmann methé® Each of these
methods has its limitations in terms of its robustness and its numerical accuracycenbgtfNumerical
complexity also limits the DNS of turbulentultiphase flows to small Reynolds numi{&e, < 590),

e.g.'> 2 DNS of a turbulent channel flow (single phase) uR¢p ~ 5200 has appeared recenti,
However, because of the presence of complex physical phenomena interacting with darbulen
(multiphase flow, inter-particle collision, complex geometries) and the fact that yimelB& number of
industrial scale flows is a few orders of magnitude larger than is currently achievable, the use DNS in

general is not feasibfe

Large eddy simulation (LES) has been adoptestudy industrial and natural flow applications, and
for the study of complex physics. LES with modelling of the sub-grid scale (SGS) and of the SGS
influence on particle dispersion can reproduce the results of DNS and experiment with reasonable
accuracy and computational efficiency for turbulent particle-laden flow. Recently, Setwitt&* have
demonstrated that the properties of the agglomerates formed in such flows change when tugplivey c
between the discrete and continuous phases is considered rather than one-way coupling. The author
further reported that no significant difference was ol in the properties of the agglomerates formed
based on results obtained using LES or DNS. The work of Schiutte!* therefore shows that eddy-
resolving simulations (LES and DNS) can successfully capture particle-particle ante{parktialence

interactions.

To model inter-particle collision and agglomeration using a microscopic approach, both the hard-
sphere and soft-sphere collision models can bd.Us=S coupled to the tdasphere collision modét’
and energy-balanced and momentum-balanced agglomeration h&tflsave been used to study inter-
particle collision and particle agglonagion in turbulent channel flow. Afkharai al. ?* and Hellesta:

al. % applied LES coupled to the discrete elementhiod based on the soft-sphere collision mééied



model particle agglomeration in solid-liquid turbulent channel flow. Ho and Sommeéffelahd
Sommerfeld and Stiibirtg, also used a macroscopic approach to model particle agglomeration processes

in homogeneous isotropic turbulence based on stochastic collision #hodel

Agglomeration is favoured when the cohesive force between patrticles is stronger than the kineti
energy between colliding particl& Once formed, the individual agglomerates can interact with turbulent
structures which may cause them to segregate into straining regions where they either breakup through
the high shearing of the flow in these regions or continue to grow with enhariisidrcoates. Stresses
passed from the turbulent flow to the agglomeratesratuced by shear stress from fluid flow, particle-
particle and particle-wall collisiorls?” 22 Agglomerates breakup when the hydrodynamic stresses exceed

a critical stress which characterises the agglomerate’s strérth

Particles collide by different mechanisms and stick together forming irregular-shaped or fraétal-like
30 The structure of these agglomerates is characterised by the fractal dimensaon, pre-exponential
factor, k,,, of simulated agglomerates of monodisperse primary particles for ballistic orahfiusited
particle-agglomerate and agglomeragglomerate collision mechanisifts Rector and Bunkef in
studying how colloidal particles in sludge suspensions interaction with each other bawvetisht the
primary particle size, agglomerate diameter and the fractal dimension of the agdéomiéuence many
of the key sludge properties, such as viscosity, sedimentation rate, and sediment density. fhoised
Langevin dynamics to investigate the aggregation of soot nano-particles in turbovesit ilith the
morphology of the aggregates again characterised by the fractal dimehsidhe fractal dimension of
agglomerates formed by diffusion-limited agglomerate-agglomerate agglomerayipicadly 1.78, and
for diffusion-limited particle-agglomerate agglomeratiyn= 2.5, for ballistic agglomerate-agglomerate
agglomerationi; = 1.90, and for ballistic particle-agglomerate agglomeratipr= 3.0, as reviewed by

Eggersdorfer and Pratsints The use ofi; to characterize agglomerates has become standard practice



even though such particles may not fully obey fractabt, but they are considered to be sufficiently
close to it to be judged fractal-like. Therefore, our interest is in how the fractal dimension influences

agglomerate breakup and, subsequently, particle collision and agglomeration grocesse

Contrary to previous collision onfy, agglomeration onl§ 13-2*and breakup only” 2% 33 34studies,
or studies based on phenomenological approaches (e.g. population balance e§uimoplesent work
investigates both particle agglomeration and breakup in order for the predictivetecémiployed to be
applicable to practical processes. In this papleerefore, we investigate the competition between
agglomeration and breakup using a previously well-validated ¥&®upled to a discrete particle
simulation (DPS}, an energy-balanced agglomeration mé#lahd a shear-induced agglomerate breakup
approach¥* 3’ The adopted breakup model has been implemented by Bablet® for estimation of the
breakup rate of small aggregates in fully degetbbounded and unbounded turbulence, and by Marchioli
and Soldati®** for the breakup of ductile agglomerates. This study is motivated by the fact that
agglomeration and breakup define with time the rholggy of the particles, and the transport and settling
dynamics of particle suspensions and sludges encountered in nuclear waste treatment. Thegechniq
proposed in this paper are, however, fundamental and generic and can be applied to particle agglomeratior
and agglomerate breakup under aerodynamic and hydrodynamic conditions that occur in various other

industrial and natural processes.

Il MATHEMATICAL MODEL

A. Large Eddy Simulation
In large eddy simulation, the filtered governing equations of mass and momentum of an
incompressible flow, with the contribution thfe dispersed phase included, can be written as:

o
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wherep, u andp represent the fluid density, velocity and pressure, respectively. The ténsordr; i

are the viscous stress and the unknown sub-grid @I8) stress tensors. The SGS stress tensor, defined

7° = wu; — w;u;, is closed using the dynamically calibrated version of the Smagorinsky fid@el

ast;;

where the anisotropic part of the SGS stressl&ea to the filtered rate of strain tensor vfﬁs =
2v4,45S;; With the SGS kinematic viscosity given by,s = CsA%||S;;||. Cs is the Smagorinsky constant
and ||S;;|| represents a Frobenius nofj$y;|| = (2§ij§ij)1/2 of the filtered rateof strain tensors$;; =
1/2 (01, /0x; + 0%;/dx; ). The dynamic version of the Smagorinsky mo@ef, allows the value of the
parametels to be determined as a function of time and positigrs Cs(x;, t). Coupling between the
fluid and particle phases is incorporated by the addition of a momentum goufbe, momentum source

term is evaluated frorfy = (1/A3%) Zgilsi(p), where the summation is performed over the number of

particles present within a specific control volume, Anel (Ax X Ay X Az)l/ ® is the filter width and;(p)
is the momentum source term arising from pié particle. In this paper, the contribution of the SGS
stress momentum exchange was not accommodated. The souréeteisnthe mean pressure gradient

imposed that drives the flow adg, is the Kronecker functions(; = 1 for i = j, §;; = 0 for i # j).

B. Discrete Particle Simulation

The discrete particle motion is governed by the following Lagrangian equations:

u-v) 3p . pDbu p ¢du dv Kogs)
= P @- LFP - P (=2 3
dv { - fo + Csy, i, [(@—Vv) x®] + o, D + 20, (dt dt) dt + | G, " dw, (3)

dxp = vdt, (4)



where the derivatived/dt andD/Dt represent Lagrangian derivatives following the particle and the fluid
element, respectively, and bold symbols denote vector quantitiesdwjit = du/dt + v - Vu and

Du/Dt = du/dt +u - Vu. The terms on the right-hand side of Eq. (3) are, respectively, contributions
from the drag, shear lift, pressure-gradient, and added-mass forcestacikbatic force term accounting

for the influence of the SGS fluid velocity fluctuations on particle accelerfti@ravity and buoyancy
forces were not included as the focus of this paper is limited to turbulence effects on collision,
agglomeration and breakup eventsandx,, are the particle instantaneous velocity and positionuand
andw = 0.5(V x u) are known resolved fluid velocities and rotation interpolated at the particle position.
The termsf, andCg;, are, respectively, the drag and shear lift forces taken from the Schiller and Naumann
drag correlation and the Mé&? shear lift force correlation, both due to the particles’ finite Reynolds

number.

For the stochastic tern6, = 1 is a dispersion coefficier’f and the unresolved turbulence kinetic
energy,kggs = 2A26_3/3§i]~§i1~, of the continuous phase is computed assuming equilibrium of the small

scales The Smagorinsky constanfs = Cs(x,t), is closed using the dynamic calibration of the

Smagorinsky model constatft 3° with the filter widthA and the filtered strain tens[irj as defined in

the previous subsection. The tedW, = £ x V/dt is an incremental Wiener term, whérés a random
vector sampled with zero mean and a variance of unity, independently for each time steperdtteoim
between particles and the fluid phase turbulence is considered using the followisgdlme, = 7,,.

Other alternative time scales are reported in Bini and J8nes

C. Particle Collisions
Particle-particle interaction is modelled using tteterministic hard-sphere collision model assuming
binary collisions and neglecting particle angular momentum. The concept of virtuaf éelesdopted,

where the computational domais decomposed intal, x d,, X d, virtual cells. The standard
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deterministic collision detection procedure is limitedte particles in each virtual cell. The use of the
concept of virtual cells enables the cost of checking for collisions to be reduced igf), when

collisions between all possiblentiale pairs are considered, @(N,).

In order for two particles within a virtual cell tmllide, two conditions have to be fulfilléél The first
condition is that they must approach each other, expressgd ag. < 0), wherex, andv, are the
relative separation distance and relative velocitiyvben the two particles, respectively. The second
condition is that the minimum separation distax¢g,,, occurring ai\t,,;, within a time stepA ¢, must
be less than the sum of the particles radii; = (d,; + d,,)/2. Therefore, contacts between

neighbouring particles within a time step are detected by satisfying the contfitions

X, v, <0) & (|xr,mm| <dj;) and (At < At) (5)
If a collision is detected, the position and velocity gesbf the colliding parties are updated as per the

hard-sphere model.

D. Particle Agglomeration
Agglomeration of the colliding particles is basedaonexpression which peits agglomeration if the
elastic energy (i.e. the relative kinetic energy before the collision minus the dis®pateg) after the

compression period of the collisionless than the work required @@wercome the van der Waals forces
18:
(i —vi)? = [(v; —vi) ‘nP(1—ed) _ H' 6 dx+dy ]
V; —V; vV, =V c €n (1-—e2) p1 D2
— — — * n * =k Ik * * *

where quantities with the superscript * are made dimartess in the integral scale using the channel half-

(6)

height, h, fluid bulk velocity, u;,, and fluid densityp. H is the particle Hamaker constapt,is the

maximum contact pressure at which plastic deformation ocyis the minimal contact distance a#d



is the normal restitution coefficierNote the superscript (—) denstguantities before the collision, and

the subscripts 1 and 2 denote particles number one and two. The agglomerdjg; sare] structure are

based on a volume-equivalent spheg, = (d3, + dg_z)l/g’.

E. Agglomerate Breakup

Breakup is defined as a singular event in time, i.e. there is an exact moment in time when an
agglomerate turns from being intact into being broken. We assume that this happensewlbeal th
hydrodynamic stress~u(e/v)/?, i.e. the applied breaking force at the agglomerate position acting on
the agglomerate, exceeds a critical stress?®, i.e. the mechanical strength of the agglomerate. Here,
€= 2(v + ngs)fijfij is the instantaneous turbulence kinetic energy dissipation rate at the position of the
agglomerate, and andv are the dynamic and kinematic viscosfieespectively. The critical stress.
is a characteristic of the considered agglomerates.a@s a function of the aggregate properties such as
size, structure, type of the conséitu particles, and the chemicave@onment. Among these variables,
the size of the aggregate is the most crucial. A large body of experimental, mliraedcheoretical

studies, see Babler al. ?° and cited references, suggest a power law dependency of the form:

O~1"1 = Np_pq/df (7)

whereNpp~rdf is the number of primary particles constituting the agglomedates the agglomerate
fractal dimensiony is the radius of the primary particle, anpd= [9.2(3 — df) + 1]/2 is a scaling
exponent that depends on the agglomerate struuFaere are no exact models to effect breakup, and
recent researci! has been limited to detecting the moment break-up events are likely to occur. We adopt
this model for detecting breakup events for small agglomerates and subsequentlp kneagarent
agglomerate into two smaller particles. This method of breaking an agglomerate into $#® @adpular

modelling assumption adopted mainly because ofaitlieof data for other types of breakup mode.



Il. NUMERICAL SIMULATIONS

The simulation treats the continuous phase in an Eulerian framework based on large eddy simulation,
using the BOFFIN (Boundary Fitted Flow Integrator) LES ctdOFFIN is a block-structured and
boundary conforming coordinate code parallelised by domain decomposition using messsagg p
interface routines. It comprises a second-orderratedinite-volume method, based on an implicit low-
Mach-number formulation using a co-located storage arrangement. For the momentum equation
convection terms, an energy-conserving discretisation scheme is used, and all othelespatiaes are
approximated by standard second-order central differences. Time derivatives axeagiped by a three-
point backward difference scheme with variable time step to ensure that the maQououwnt number,
based on thdiltered velocity, always lies between 0.1 and 0.2. This LES solver has been validated
thoroughly for many different flows, e.tf: *3 In this paper, we extend the BOFFIN code to handle four-

way coupling with deterministic collision, agglomeration and shear-induced breakajidoparticles.

We simulate a turbulent channel flowRat, = 300 for validation purposes and Re, = 590 for the
particle agglomeration and agglomerate breakup cases. Wexagdgptandz-axes as the wall-normal,
spanwise and streamwise directions, respectively. The dimensions of the computatiaiaé émd mesh
resolution are given in Table 1. For the DPS validation, we matched the parameters used for the DNS at
Re,; = 300 and density ratigg, /p~790, employed by Marchioli and Solddfi Two particle sets were
considered, characterised by diéfat non-dimensional relaxation times;, in a one-way coupled
simulation, as listed in Table 2. For the DPS inRlag = 590 case, a total numbé¥, = 2,747,570 of
spherical primary calcite particles of diametgr= 60 um, a simulant representative of UK legacy waste
sludge, at volume fractiom, = 107> was used, with the mechanicabperties for this simulation listed

in Table 324 4%, In all the simulation cases, periodic boundary conditions were applied in the spanwise

10



and streamwise directions for both the continuous and dispersed phases. The no-slip condition and perfec

elastic wall conditions were imposed on the walls for the continuous and dispersed phases, respectively.

Table 1: Grid parameters for LES of turbulent channel fléy,, ), Ny, anday, ) are the size

(624 x(y.z
of the domain, the number of grid points and filkedths in wall units, resggctively. Grid parameters
used for DNS aRe, = 300 by Marchioli and Soldafi* andRe, = 590 by Moseret al. *° are also

provided for reference.

Re, LyXLyXL, Ny X N, X N, AL A A}

Current LES
300 2hxmhx2mh  129x128x128 0.14-14.2 14.84 29.68
500 2hxmhx2mh  129x128x128 0.26-26.39 29.19 58.38
DNS
300 2hXx2mhx4mh 257 x256x256 0.02-3.68 7.39 14.78

590 2h X mh X 2mh 257 x384x384 0.04-720 480 9.70

Table 2: Particle parameters for validationf, = 300.

T, T, () d, d, (um) pplp
1 1.13 x 1073 0.153 20.4 790
25 2.83 x 1072 0.765 102.0 790

Table 3: Particle (calcite) mechanical properties and associated parameters used in studying particle

agglomeration and breakup for tRe, = 590 case.

Parameter Symbol  Units Value
Particle density Py kg ni3 2710
Hamaker constant H J 3.8 x 10720
Mean yield stress a Pa 3.0 x 108
Minimal contact distance & m 2.0 x 10710
Primary particle diameter dy pm 60

11



Normal restitution coefficient en - 0.4
Particle volume fraction a, - 1.0 x 1073
2.0,2.5,2.8,3.0

Agglomerate fractal dimension ds

The patrticle equations of motion, Egs. (3) and (4), were integrated using adolethRunge-Kutta
scheme. Sixth-order Lagrangian polynomial and trilinear interpolation sciémese used to obtain the
fluid properties at a particle’s position for tlRe, = 300 and Re, = 590 cases, respectively. The
particle’s initial position was random, and the initialooty was set equal to that of the fluid at the
particle’s position. The particles’ trajectories waracked, including inter-particle collisions, for >
5000 to allow for proper mixing before particle agglomeration and breakup were allowed to occur. The
time counter was the readjusted #tb= 0 at the start of the particle agglomeration and breakup

computation.

The agglomeration kinetics, as illustratedrig. 1(a), are such that during the agglomeration process
two primary particles (monomers/,;_,) collide and agglomerate to form a diméf,;—,, while a
monomer and a dimer collide to form a trimig,; —3, which is an agglomerate of three primary particles,
and so on. The breakup kinetics, as illustratddgnl(b), are in direct opposition to that of agglomeration,

such that a trimer breaks up into a monomer and a dimer, and so on.

1'|| o i=1 |:‘ I| il J -‘II".l..' l : |
5 (b) AN Nains
(a) \ - ' /
2
"I.” , ) ||' ____-" l ) \I' 10=1 ! \
\ ;'f'- Na,i=1 ' Vai=2
L L ) A
AN
(1 Neg Mase \
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Fig. 1: Schematics ofa) particle agglomeration process gbdl agglomerate breakup process.

Throughout this paper, the velocity, length and tsoales are made dimensionless using either wall
variables as™ = u/u,, x* = xu,/v andt*™ = tu? /v, or using integral scales as = u/u, , x* = x/h,

andt* = tu,/h.
V. RESULTS AND DISCUSSION

A. Validation of Fluid and Particle Velocity Statistics

Turbulence properties are characterised by the turbulence kinetic energy, with its SGS component,
ksgs, shown inFig. 2(a). It represents the intensity of the fluid fluctuation velocity. The turbulence kinetic
energy dissipation rate, shown inFig. 2(b), determines the intensity of the turbulence shear gradient,
turbulent length and time scales. The turbulencegtigs have a significant influence on the particle
transport, agglomeration and brepkprocesses. The turbulence kineticergy facilitates collisions
amongst particle®, a precursor to particle agglomeration. while its dissipation rate induces breakup of
the formed agglomeratéd This makes it imperative to ensure that the solid-liquid flow simulation is

validated.
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Fig. 2: Instantaneous contours onxn— y* plane: (a) non-dimensional SGS turbulence kinetic energy,
ksgs/ksgsmax, @and (b) non-dimensional turbulence kinetic energy dissipationeyatg,y, for Re; =
590, sliced atz*~4.6.

The computed statistics of the mean streamwise veldaiy, of the root mean square values of the
velocity fluctuations along the wall-norméd,;"), spanwise(u,), and streamwiséuy,*), directions, and
of thex — z component of the Reynolds shear straggu,"), are shown irfFig. 3. Note that the statistics
presented here were gathered for aM#t /u, containing samples taken after each time step~3.0 x
10~* sforRe, = 300 and At = 3.5 x 10™* s forRe, = 590). The 10 cycles mentioned here refers only
to the sampling interval for the fluid and particle velocity statistics presented in3Fagsl 4 and not to
the agglomeration and breakup events to beridbestin later sections. This time interv@loH /u,) is
more than enough to obtain a statistically steady state result. The results are time- and space-average

(denoted by(---)) as well as averaged over the two halves efctiannel, to increaske reliability of the

14



statistical sample. These statistical moments from the present LES are compared with DNS results for a
turbulent channel flow ake, = 300 %4, in Fig. 3(a, b), and aRe, = 590 “°, in Fig. 3(c,d), with good

agreement found.

] —

o DNS
LES ¢
15 E

+3N 10 u

-1 - .““0 ....““1 . ...““2 . . . L .
10 10 10 10 0 100 200 300

25 rorTTTT rorTTTT LR

20

15

10

= AT BT B
107 10° 10" 102
x X

Fig. 3: Statistics of fluid phase in turbulent channel flow simulations: (a, ¢) mean streamwistyyveloc
(uz), and (b, d) root mean square of velocity fluctuations along wall-notafa), spanwise{u;"), and

streamwise(u,"), directions, and Reynolds shear strés$,u.t). Simulations aRe, = 300 (a, b) and
Re, =590 (c, d).

Similarly, the velocity profiles ofhe particles at Stokes numbefs= 1 and25 are compared with

equivalent values obtained from the DNS database of Marchioli and S8kaaie, = 300 in Fig. 4. As

previously reported in Njobuenwu and Fairweathethe comparisons show very good agreement,

15



confirming that the use of a highly resolved LES and dynamic modelling of the SGS termegalde
results. Note that the results shown in Fi@. and (4) have appeared in an earlier pdpand are

reproduced here for completeness.
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Fig. 4: Statistics of particle phase inrbwlent channel flow simulations Be, = 300 with density ratio,
pp/p~790: (a, c) mean streamwise velocify, ), and (b, d) root mean square of velocity fluctuations
along wall-normal, #;5,s), Spanwise, i ,s), and streamwisepft,,), directions, and Reynolds shear
stress, %, v,*). Simulations for (a, by, = 1, and (c, d)r, = 25.
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B. Particle-Particle Interactions and Agglomerate Breakup

To examine the extent to which the agglomerate fractal dimengipduring agglomerate breakup
influences the global agglomeration process, as well as the transient and steady-stater lwdhareiou
system, a series of simulations were carried out. The work ofesab&® was considered, which reported
that agglomeration of solid primary particles in a typically random process results in agtgomera
structures with fractal dimensions around 2.0. Under flow conditions, therauéported that the value
of the fractal dimension can be significantly larger, even up to its threshold oa8.0, due to the
restructuring and breakage processes. Hence, in this work, the vailjese® set tal, = 2.0, 2.5, 2.8
and3.0. A fifth simulation, used as a control, is the case of no-breakup in whiclicaseo. All other
parameters such as fluid properaesl particle properties were kept constant at the values listetbies
1 and3. Note that the results for particle agglomeratod breakup were sampled for a time interval of

up tot*~300, i.e.t*~100 greater than the~200 reported in previous worké&*°

1. Effect of Fractal Dimension on Agglomerate Breakup
Figure 5 shows the critical stress that the local hygraimic stress must overcome to restructure or
breakup an agglomerate held together by van deal¥\forces as a function of the number of primary

particles in the agglomerat®,,,, for four values of the fractal dimensiaty, The factors influencing the

critical stress, based on the empirical correlation in Eq. (7), are the number of primary particles in the
agglomerate and the agglomerate fractal dimension. Interestingly, kéépirapnstant and increasing
d, from a value of2.0 to 3.0 results in larger values of,, signifying an increase in the difficulty of

breaking up an agglomerate. Conversely, the agglomerate strength becomes weaker with an increase it

N,,, for a givend;. However, at higher value of the fractal dimension, &:.g= 2.8 and 3.0, follows
a trend almost independent8f,,, especially at higher values &f,,. The variation o, ~f (df, N,p)

therefore indicates that the fractal dimension and size of the agglomeraty pegddaeters that control

17



the breakup process, and that the fragmentation dynamics of an agglomerate become slower as the fracte
dimension increases. On the balance of probability, it can be concluded that thecenfifiche fractal

dimension of the agglomerate on agglomerate breakup is more significant than that of agglomerate size
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Fig. 5: Variation of agglomerate critical shear stress, as a function of number of primary particles in
an agglomeratey,,, for a given agglomerate fractal dimensia, < df < 3.0.

The effect of the fractal dimension on the location where breakup events occur, irrespethige
agglomerate type (or size) involved, is shown in the probability density fuschd (x*), in Fig. 6.

With respect to the contours of the turbulence kinetic energy dissipation rate shbugnatb), it is

evident inFig. 6 that the fractal dimension has a large eftatthe probability of the location along the
wall-normal directionx™, at which agglomerate breakup occurs. For a fractal dimedgien2.0, Fig.

6(a) shows that agglomerate breakup occurs at all positions between the two parallel walls bounding the
channel flow. Most of the breakup presenteBim 6(a) occurs in the near-wall regions. This observation

is significantly different when compared to all other cases wdjere 2.0. In relation to the agglomerate
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critical stressg,,, given inFig. 5, the agglomerate strength is strongly dependeuf; phence, breakup
occurs mostly in the near-wallgi®ns where the hydrodynamic stress,e'/?, resulting from the local
turbulence kinetic energy dissipation ratgis largest, as shown in the contour&igf. 2(b). For thed, =

2.8 and3.0 cases, agglomerate breakup occurs at the plane closest to both walls where the stresses are ¢

a maximum value.
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Fig. 6 Influence of fractal dimension,, of the agglomerate structuon the probability density
function,PDF (x*), of the non-dimensional position in the wall-normal direction where agglomerate
breakup occursi; = (a) 2.0, (b) 2.5, (c) 2.8 and (d) 3.0.

Overall,Figs. 5 and6 clearly show that the number of agglomerate breakup events increases as the
agglomerate fractal dimension, a measure of the agglomerate strength, deevéhsassignificant
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difference between the two low strength & 2.0 and2.5) cases, shown iig. 6(a) and(b), and the two
high strength cased{ = 2.8 and3.0), shown inFig. 6(c) and(d). This observation is consistent with

those reported in literatuf@

WegTrTTT T T T T T T T3
10" ;;Z-E;i'i;
> 107 & -
£ 3 d. E
Z 10° -
d, =20 =
4 - — — d,=25 i
10 - d=28
i d,=3.0 4

10°% [ N T NI N

0 50 100 15 200 250 300
t*
Fig. 7: Influence of fractal dimensiou, of the agglomerate structure on the time history of breakup
events N, normalised by the initialumber of primary particledy,.

The time evolution of the cumulative normalised number of agglomerate breakup aygpils,,
irrespective of the agglomerate type (or size), against the normalised*timeshown in a log-linear plot
in Fig. 7 for various agglomerate fractal dimensions. The resuliSgn7 show, as expected, that the

number of breakup events decreases with increasing agglomerate fractal dimensign=rar to 3.0,

and further confirms the findings reported in relation to the resukgyef5 and6.

The influence of the agglomerate structure fractal dimengipr-(2.0, 2.5, 2.8 and 3.0) on the total
number of accumulated agglomerate breakup evapis, of the same type (i.elouble (2), triple (3),

quadruple (4), etc. particles) after a simulation tifhe 300 is shown inFig. 8. The average number of
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accumulated breakup events of any agglomerateisypighest for agglomerate type (2) and reduces as

the agglomerate size increases up to type (20). This trend is to be expected as the primary event of
agglomeration must occur first before the secondagnt of breakup. The initial phase of particle pair
formation, for all values of the fractal dimension, favours agglomerates of ssialerwhich are then
subjected to breakup processes before undergoing subsequent phases of agglomeration. As will be show
later in Fig. 13 which considers the temporal particle size distribution, the smaller agglomerates
outnumber the larger agglomerate sizes. A large number of smaller sized agglomerggesequisite

for the large number of small agglomerate breakups, assuming favourable breatiljpreo with
reference tdigs. 2, 5 and6. Hence, at any reference timeg, the agglomerates of smaller size first

undergo breakup before the formation of larger agglomerates is possible for aaivaindimension.
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Fig. 8: Influence of fractal dimensiowy, of the agglomerate structure on the number of agglomerates
of the same type (double (2), triple (3), quaale (4), etc. particles) that undergo breakup.

In addition, for each agglomerate type, e.g. double (2) agglomerates, the number qi bresits
decreases as the fractal dimension increasesZi@mo 3.0. This observation corroborates those made in
relation to the results dfig. 5 where small values af; were noted to promote breakup. In the case of
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particular fractal dimensions, no-breakup was recorded for agglomerates of the triple (3) tjpe for
2.5, while type (7) was the largest agglomerate size to undergo breakufy. £d8.5, agglomerates of

type (7, 10, 15, 17 and 20) did not undergo breakup, whilstfer 2.8 and3.0, all agglomerate types

were involved in breakup apart from type (3), fhr= 2.8, and for types (10 and 17), fad; = 3.0.

Further inspection ofig. 8 also suggests that breakup events for large values of the fractal dimension,

i.e.df = 2.8, involve a wider spectrum of agglomerate types when compared to those with small values

of the fractal dimensions, i.d; < 2.5.

2. Effect of Fractal Dimension on Particle-Particle Interactions
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Fig. 9: Influence of fractal dimensiory, of the agglomerate structure on the time history of the number
of collisions,N,,;, normalised by the initial maber of primary particlesy,.

Figure 9 shows the influence of the fractal dimension of the agglomerate structure on thertdtaf n
of accumulated particle-particle collisiong,,;, normalised by the initiahumber of primary particles

injected, Ny, as a function of time. These résushow that breakup model witly = 2.0 predicts the
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largest number of particle-particle collisions, consistent with the breakup events meitioglatdon to

Figs. 6-8. More collisions occur with decreasing fractal dimension from the limit case of no-breakup
(No bkp ) throughd; = 3.0 tody = 2.0. Itis obvious that the breaking up of an agglomerate in the flow
populates it with smaller agglomerates containirggnaller number of primary particles which have a
higher propensity to collision and subsequent agglomeréatith*® Hence, as most breakup occurs
towards the end of the reported breakup time histofidn7, its effect on the number of collisions in

Fig. 9 is more pronounced at highthan at earlier simulation times.

Figure 10 shows the temporal development of the population of inter-particle collisions leading to
agglomerationN,4,/N,, hereafter called agglomeration events, for four values of the fractal dimension
and the no-breakup case. Similarly, the time histdrthe normalised total number of agglomerates,
N,/N,, independent of their type (or size), as a function of time and as a consequence of particle
agglomeration and breakup events is showRig 11. Similar to the relationship betwedh,;/N, and
ds, the agglomeration event§,,,/N,, in Fig. 10 decrease ad; decreases fror.0 to 3.0, with the
lowest values occurring for the no-breakup case. The casedyith2.0 has the greatest number of
agglomeration events consistent with the largesnber of inter-particle collisions, ashing. 9, as well
as the highest number of breakup events, d&&dn7. A high number of inter-particle collisions is a
prerequisite for a large number of agglomeration processes, assuming that the stickingddficeigly
large 18, while breakup events populate the flow withglomerates with fewer numbers of primary

particles, a precursor tugh collision rate$ 2%
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In Fig. 11, a smaller fractal dimension, synonymous with a weaker agglomerate bonding strength,

predicts a significant decrease in the number of agglomerates in the system with émesulis ir-ig.

7 indicate that agglomerates with smallgr as in the case whedg = 2.0, favour agglomerate breakup

which then populate the flow with particles of relatively smaller size. Smaller particles lveviethigher

surface areas have been shown to favour particle collision and agglomeration, anthdwenbigher
agglomeration rates, as shownFig. 12 and in previous work$ 8 48 Subsequently, these smaller
particles that evolved because of breakup everlisle@and re-agglomerate. Hence, this supports the
results ofFig. 9 where the case witth, = 2.0 exhibits the highest collision rates, and the resultsgf

10 where the same case shows the greatest cumulative number of agglomeration events. Note that the
curve fordy = 2.0 in Fig. 11, as well as irFigs. 12 and13, is not smooth when compared to the other
fractal dimension cases. This is because for the former case, after the onset of agglomeration, the
agglomeration process is in strong competition with the breakup process since, as niatiéornnaEigs.

5 and®6, the agglomerates formed df = 2.0 are highly susceptible to breakup. Hence, the apparent
equilibrium between the rates of agglomeration and breakup causes the small varidtipé, with

time as agglomeration events are quickly undone by the breakup mechanism.

The results inFig. 11 show a strong dependency betwegnand the cumulative number of
agglomerates present in the system at any tiNpeSuch behaviour is consistent with that observed by
Soo et al. *° who used a population balance equation method and found a strong dependency of
agglomeration processes on the fractal dimension. As noted, this is consistént,wattdN,, , ; in Figs.

9 and10. As more agglomerates are broken up, the nurabagglomerates in the system is depleted,
leaving the number of agglomerates remaining to be lower atépthkn at larger valueshe difference
in the number of agglomerates in the system for the vadipualues increases with time. HenceFig.

11the case withly = 2.0 results in smalleN, /N, values than for the case wilh = 3.0. The no-breakup
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caseas expected, shows the largdsy N, values with time as all agglomerates are only consumed by

forming larger structures and none are consumed in forming smaller agglomerate sizes.

Figure 12 shows the accumulated collision efficientaiso known as the agglomeration rate),
Ngg4/Ncor, defined as the ratio of the total number afuaulated particle-partielcollisions leading to
agglomeration to the total number of the accumulated particle-particle collisions, as@fohtitne for
four values of the fractal dimensiady. It is clear that the largest agglomeration rate is predicted by the

ds = 2.0 case, followed by thé; = 2.5, 2.8, 3.0 and the no-breakup cases.

0.08 —
0.07 o

8 =2.0 I
< =25 I
g k00— =2.8 I
< (e =30 .
0.06 PR ~n.__ - Nobkp _ - —

- \z.-.:;,:__ e — Il

il T S i

L -‘h"‘-..__.‘_“- 1

0.05 ANV RV (T, (YA T TR

0 50 100 15 200 250 300
t*
Fig. 12: Influence of fractal dimensiouy, of the agglomerate structure on the time history of the

agglomeration ratio rate, expressed as the inverse of the ratio of the total number offjzatioiée
collisions,N,,,, to the total number of collisions leading to agglomeratipp, .

The rate of agglomerate formation start&/gf, /N, ~ 0.07 and reduces at the same rate during the

initial (pair-formation) phase for all the five breakup cases (no-breakup included). However, as time
progresses into the breakup phase of the newly formed agglomerates and the cluster-cluster agglomeratiol

phase, the agglomeration rate of the= 2.0 case reverses from decreasing to steadily increasing with
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time. At the same time, the agglomeration rate for the other ca@ses 2.5 —3.0,and df — =)
continues to decrease with time. THiecrease is maintained until at aboi#100 when it shifts to an
increasing trend with time when the breakup process fodthe 2.5,2.8 and 3.0 cases has increased
significantly due to the availability of agglomerates of larger sizes. During this time, the base case of no-
breakup maintains the previously observed agglomeration rate — time relatibA%Hip*® i.e. in cases

where appropriate initial conditions for the particktjcle interactions and no agglomerate breakup are
considered, the agglomerate rate has been regotted %o reduce with time. Overall, the value of the

agglomeration rate decreases significanthen increasing the fractal dimension fram= 2.0 through

ds = 3.0 to the no-breakup case. Similar behaviour, with a strong dependency of the agglomeration
process on the fractal dimension, was also observed iarghd° where for fractal dimensiod = 1.8

the initial dynamics of the moment ratio was significantly different from all other cased withl.8.

This behaviour is attributed to the fact that at a very small fractal dimensiond,es92.0, the
agglomerate structure is so weak that the agglomerate undergoes breakup easily, pelategpihe
system with particles of smaller sizes. These smalteed particles are subsequently susceptible to
collision and agglomeration, having a higher agglonmanatte than cases with a larger fractal dimension,

ds > 2.0. In addition, as shown in Fig. 5 and in K@), the relationship leeen agglorarate breakup

and fractal dimension is not linear but a power fiomc Hence, there is a large difference in breakup

processes occurring at lower and higther

27



1 00 1 1 1 | 1 1 OD ] 1 1 | 1
A0+ g0+ B
= ~d
= =
< eor < sof o 4
Zm Zm \{:“:‘QQ_“\ - "
70} 70} RN
N
@ (b) e
60 N 1 n 1 1 N 1 " 1 " 60 i 1 i 1 i 1 1 1
0 50 100 150 200 250 300 0 50 100 150 200 250 300
25 1 1 1 | 1 10 1 1 1 L) 1 '
(d) 1
8 /
< < —~
9_?“ E_Tu 6
=z z
“‘a? X
- < 4r
> z
2 -
0 n 1 n 1 n 1 L 1 1 1 I 0 L i 1 n L " | L
0 50 100 150 200 250 300 0 50 100 150 200 250 300
t t

Fig. 13: Influence of fractal dimensiouy, of the agglomerate structure on the time history of the
particle size distributiony, ;, expressed as: (a) a percentage of the evolution of the primary particle size,
N, =1, normalised by the initial number of primary particl¥g, and (b, c, d) a percentage of the
population of agglomerate siz¥, ;-;, normalised by the total numbef agglomerates present,. Key
as Fig. 12.

The transient particle size distributiomith the primary particles (single(1)), -1, presented as a
percentage of the initial nurabof all primary particleN,, and the agglomerates (double (2), triple (3),
etc),N, ;>1, presented as a percentage of the total number of all agglomaatesth time,t*, is shown
in Fig. 13 for all breakup cases considered. For the population of single parti€lies 13(a), the profiles

start at 100% when the system is populated by onlyMhe,; sized single particles. Then as time
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progresses and the pair-formation and cluster-cluster formation phases set in, mohg, pf;tiparticles

are consumed leading to a steady reduction in the number of these particles with time. However, as the
system progresses further into the breakup phase, the population baland, pf {lszed single particles
predicted by thel; = 2.0 case starts increasing with time until the profile flattens out a at steady level of
about 90%. At this point there seems to be a psegddibrium between the rate of consumption of the

N, ;=1 sized particles in the production of agglomerates and the rate of their replenishment due to the
breakup of agglomerates. Contrary to the behaviour otifhe 2.0 case, the other caset; > 2.0,

continue to reduce with time, with the reduction rate inversely proportional to the Istiehtte
agglomerate, and with the base case of no-breakup showing about 70%/gf-thearticles remaining

att® = 300.

For the population balance of the agglomeraligs,,, shown inFig. 13, it follows that the rate of
consumption of the double (2) particlesHig. 13(b), triple (3) inFig. 13(c) and quadruple (4) ifig.
13(d) in the production of larger sized agglomerates, and the rate of replacement of the i@dgltype
due to breakup, are identical for the weakest agglomerate structure cased}.e- th0. The percentage
of the agglomerate for th&; = 2.0 case stabilises at approximately 97%, 2.5% and 0% fa¥ ths,,

N, ;-3 andN, ;_, cases, respectively. However, for the otfjer- 2.0 cases, the relationship between the

rate of production of a specific agglomerate size and its corresponding consumption varies depending on
the agglomerate size. In the case of double-sized agglome¥ates, their population steadily reduces

with time, with the no-breakup case giving the lowest values. This is becaubés fagglomerate only
depletion due to agglomeration occurs, with no-breakup of larger particles balancing theieoinseq
reduction in their number. For the larger agglomerate sigsg andN, ;—,, their population increases

with time since their number is skewed towards production rather than depletion by egtiempbor

agglomeration.
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Fig. 14: Influence of fractal dimensiouy, of the agglomerate structure on the time history of the
particle size distributiony, ;, expressed as: (a) a percentage @fetvolution of the primary particle
size,N, ;=1, normalised by the initial maber of primary particlesy,, abd (b, c, d) a percentage of the

population of the agglomerate si2g,;-,, normalised by the total number of agglomerate presgnt,

Lastly,Fig. 14 compares the number of primary patrticles (i.e. single (1)) and agglomerates of the same
type (double (2), triple (3), quadruple (4), quintu@@® sextuple (6), etc. particles) existing at simulation
time ¢* = 300 for the four fractal dimensio(d, = 2.0,2.5,2.8 and 3.0) and the no-breakup base case.
Note that only up t&/,,, = 10 agglomerate sizes are shown even though larger sizes were observed in the
simulation. The results shown complement the findings noted in relatkig.td3 where the number of
a specific particle size decreases as the particle simmages. Hence, the number of the single particles is
larger than the number of double, triple, etc. padicénd so on. For the single particles, the number
remaining at* = 300 predicted for thel, = 2.0 case is larger than for the other cases, and an inverse
relationship between thewumber and the value df is maintained. However, the reverse is the case for
the number of agglomerates sizds,, computed with respect tfy. Figure 14 therefore indicates that
the number of a specific size of agglomerate remaining in the system increases with an im¢rease i

value ofdy, with an approximately linear relationship between the remailjpgparticles andl;. The
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base no-breakup case shows the largest number of agglomerate sizes remaiaiggsiteth, with up to

N,, = 10. The strength of the agglomerate is characterised by the fractal dimefsiand the size of

the agglomeratey,,,, asa.~f(ds, Npp). Hence, as the agglomerate size increases, the strength of the
agglomerate becomes weaker and it is more susceptible to breakup. Therefore, atisraaddarger

N,,,, more agglomerates will breakup, thereby depleting the number of such large agglomesafeg

is evidenced by thé, = 2.0 case where only a small number\gf, = 5 particles remain in the system

att™ = 300.

V. CONCLUSIONS

Following preliminary results of turbulence-inchd particle agglomeration and breakup presented
recently®, large eddy and discrete particle simulation have been used to predict particle amghomer
and breakup processes, together with a determirisii¢ment of inter-particle collisions and particle
feedback effects on the fluid phase. Agglomeration is based on the pre-collisigy-eenentum
balance, restitution coefficient and van der Waalsractions. To allow the overall model to be applied
to practical processes, it was also extended to handle the breakup of the agglomerateseratgglo
breakup was considered to occur instantaneously subject to a hydrodynamic stress exceeding a critica
value dictated by the properties of the agglomeratterins of the critical stress that must be overcome
for breakup to occur, the fractal dimension and size of the agglomerate are key parametang théte
process, with the fragmentation dynamics of an agglomerate becoming slower as the fractal dimension
increases. Breakup events also increase with time as larger agglomerates are formed which are weaker i
strength and hence susceptible to breakup. Breakup events, therefore, reduce the numberesbtesglo
in the system as well as populating it with particles of smaller size, thereby promoting morensaiigio
collisions leading to agglomeratioRredictions for the base case of no-breakup followed the behaviour

previously reported in literatufe!8-20. 48
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For agglomerates of low strengtii(= 2.0 and 2.5), breakup was found to occur at all locations
between the two walls of a turbulent channel flow, but mostly in the near-wall regions tivadocal
hydrodynamic stressesx~e'/2, resulting from the local turbulence kinetic energy dissipation ¢atee
greatest. For higher strength agglomeradgs< 2.8 and3.0), agglomerate breakup occurred at the plane

closest to both walls where the stresses are at a maximum value.

These results support the conclusion that the local energy dissipation rate controls the kinetics of the
agglomerate breakup process while the kinetic energy controls the agglomeration processes itself which
occurs mostly in the bulk region of the channel flow. The bulk flow assists the transportatien of
agglomerates towards the high shear stress regicgre ey experience high dissipation rates and break

as a consequence.

The predictive technique developed and demonstrated provides a powerful simulatishi¢cbals
fundamental and generic in nature, and which can be applied to particle agglomeration and agglomerate
breakup under aerodynamic and hydrodynamic conditions that occur in many industrial and natural
processes. Finally, it should be noted that for validation of the techniques reported there is agetjuirem
for relevant detailed experimental data which are at present scarce, notwithstanding the obvious

difficulties inherent in measuring the processes of interest.
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