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Abstract

In this paper, the dynamic behaviour of a mechanical isolator known as the
Zener model is considered. This model consists of a mass supported by a
spring that is in parallel with two further elements in series; a damper and
a second spring. Previous work had already demonstrated that this system
has benefits for the transmissibility above the resonance frequency, when
compared with the traditional spring-damper isolator. In this work we study
the influence of replacing the main spring with a nonlinear cubic spring. In
fact, we show that use of a cubic stiffness can provide improvement in the
transmissibility for frequencies around and above the resonance if the stiffness
is of the softening type. Results are based on the analytical development of
the equation of motion using the harmonic balance method.

Keywords: Vibration Isolation, Nonlinear, Zener model

1. Introduction

In linear vibration theory, when considering discrete elements subjected
to base excitation, such as the single degree-of-freedom (SDOF) spring mass
damper system, there is the concept of transmissibility (absolute and rela-
tive). The absolute displacement transmissibility is defined as the ratio of
the displacement of the mass to the displacement of the base.

Vibration isolation occurs when the transmissibility is less than one (dis-
placement of the mass is smaller than the base displacement). For a SDOF
spring mass damper system this occurs for frequencies higher than ω0

√
2,

where ω0 is the resonance frequency of the undamped system. Therefore, in
order to maximize the isolation region, it would make sense to have the res-
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onance frequency as low as possible but this typically results in low stiffness
or large mass which cause undesirably large static deformations.

Increasing the viscous damping coefficient, c, reduces the transmissibil-
ity near the resonance, but degrades the high frequency response. It is
well known that the high frequency transmissibility of a harmonically forced
spring-viscous damper isolator reduces at the rate 2ξ0/Ω where ξ0 = c/2mω0

is the damping ratio and Ω = ω/ω0 is the frequency ratio, where m is the
mass and ω the base excitation frequency.

Therefore, the requirements for the design of a new vibration isolation
system are naturally focused on defining a system with low transmissibility
at resonance without degrading its high frequency performance. An optimal
solution for this type of isolator cannot be achieved using linear theory, hence,
exploring the non-linear behaviour of mechanical components is a potential
solution for this problem.

For instance, Ibrahim [1] has presented a comprehensive literature review
of nonlinear passive vibration isolators prior to the year 2008. Since then,
there were many other research papers discussing the use of nonlinear ele-
ments for the benefit of vibration isolation. In the work of Kovacic et al.
[2], the authors proposed the study of a combination of linear and inclined
pre-stressed springs which were both geometrically and physically nonlinear.
An optimal combination of the system parameters is found that maximizes
the displacement from the equilibrium position when the prescribed stiffness
is equal to that of the vertical spring alone. Carrella et al. [3] have also pro-
posed the use of nonlinear elements to achieve high static and low dynamic
stiffness (HSLDS). Similar analysis was presented by Carrella et al. [4] with
the use of magnets to provide nonlinear behavior of the isolator system and
by Shaw et al. [5] where the authors present nondimensional analysis that
shows the response of HSLDS mounts subject to harmonic excitation, relative
to an equivalent linear system demonstrating the effects of nonlinearity.

The work Guo et al. [6] studied a nonlinear viscous damper used as an
energy dissipating device for the force and displacement transmissibility of a
single degree-of-freedom system. Analytical algorithms are derived using the
Ritz–Galerkin method. Peng et al. [7] study the influence of cubic nonlinear
damping in a vibration isolator using the harmonic balance method. They
claim that cubic nonlinear damping has no effect on the transmissibility in the
non-resonance region. Similar damping characteristics were also investigated
by Lang et al. [8]. Tang et al. [9] considered the free vibration of single
degree of a freedom oscillator with geometrically nonlinear damping, such
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that the spring and the damper are connected to the mass so that they are
orthogonal, and the vibration is in the direction of the spring. It is shown
that, provided the displacement is small, this system behaves in a similar way
to the conventional SDOF system with cubic damping, in which the spring
and the damper are connected so they act in the same direction.

Peng et al. [10] studied the use of antisymmetric damping of a single
degree-of-freedom system. They have found that this type of isolator has
almost no effect at low and high frequency ranges, but it can significantly
improve the transmissibility over the region close to the resonance frequency.
An isolator with a damping factor that is proportional to both velocity and
position was studied by Xiao et al. [11] which also shows improvement of
the transmissibility when compared to the traditional linear spring-damper
isolator. Other authors such as Milovanovic et al. [12], Kovacic [13] and
Ho et al. [14] have developed studies on similar subjects, considering both
nonlinear damping and stiffness elements.

Sun and Jing [? ], [? ] have design a scissor-like (X-shaped) multiple di-
rection vibration isolator using the concept of to achieve Quasi-Zero-Stiffness.
The X-shaped isolator provided geometrically nonlinear effects on both lin-
ear spring and damper. The authors claim that their design provides lower
resonant frequency and peak values, stable equilibrium without jumping phe-
nomenon, and robustness to mass changes.

The Zener model is often referred to as a standard linear solid model used
to represent the viscoelastic behavior of materials. Other similar models,
such as the Maxwell and the Kelvin-Voigt model are usually insufficient to
represent materials that exhibit viscoelastic rheology.

The linear behavior of the Zener model has been described by Ruzicka
[15, 16] and Brennan et al. [17], however to the authors knowledge there are
no papers discussing the influence of nonlinear elements in this model.

It is already known that this isolator arrangement presents benefits in
frequencies above the resonance, since the high frequency transmissibility
asymptote of the linear Zener isolator is defined by |T | = (1 + N) (ω0/ω)

2

(where ω0 is the resonance frequency of the linear spring mass system).
Therefore, in this paper we study the effect of adding a nonlinear cubic
stiffness to the transmissibility of the system.

The main finding of the paper is that adding a nonlinear stiffness of
the softening type improves the transmissibility at high frequencies without
significantly affecting the transmissibility around the resonance region.

The structure of this work is presented as follows; Section 2 presents a
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review of the linear Zener model to be used for comparison; Section 3 presents
the modelling procedure of the nonlinear system; Section 4 describes the
methodology to obtain the approximated transmissibility response using the
harmonic balance method; Section 5 shows a study of the stability of the
periodic response describing the frequency ranges where jump phenomena
can occur. In Section 7 numerical integration is used to verify the results
obtained by the harmonic balance method. Finally, Section 8 presents the
main conclusions of this paper.

2. Model Definition

The system under study is shown in Figure 1 representing a mass sup-
ported by a main spring k and a series combination of a secondary spring
k2 and a linear viscous damper with coefficient c. The system is subject to
base motion with amplitude x0, the mass displacement is defined by x and
the variable x1 is related to the degree-of-freedom where the viscous damper
and the secondary spring are connected.

Figure 1: Representation of Zener model subject to base motion.

The equations of motion of the system shown in Figure 1 are expressed
by the dynamic equilibrium on the mass and the force equilibrium in degree-
of-freedom (x1) [15, 16]

mẍ = −k (x− x0)− c (ẋ− ẋ1) , (1)

c (ẋ− ẋ1) = k2 (x1 − x0) . (2)

Assuming that k2 = Nk, where N is a positive real number, it is more
convenient to write the two differential equations (eqs. 1 and 2) as one
higher order Ordinary Differential Equation (ODE). This can be done by
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substituting the term on the right hand side of eq. (2) into eq. (1), and
differentiating once in respect to time

ẋ1 = − 1

Nk
(m

...
x + k (ẋ− ẋ0)) + ẋ0. (3)

The variable ẋ1 is then replaced in eq. 1 to provide a third order ODE.
defined as
(

2ξ0
ω0N

)

...
x + ẍ+ 2ξ0ω0

(

N + 1

N

)

ẋ+ ω2
0x = 2ξ0ω0

(

N + 1

N

)

ẋ0 + ω2
0x0. (4)

For convenience the system parameters where simplified to ω0 =
√

k/m,
ξ0 = c/2mω0. (Note that these are the natural frequency and damping ratio
of a mass-spring-damper system and not the natural frequency and damping
ratio the system under study).

Considering the special case where the base displacement is a harmonic
function of the type x0 = X0e

jωt, with j2 = −1, and ω is the frequency of
the external excitation. Assuming that the response of the system is also
a harmonic function of the type x = Xej(ωt+β), where β is the phase angle
between the base displacement x0 and the mass displacement x, then in the
steady state regime, the transmissibility of the system can be written as

X

X0

=
jΩ(N + 1) + α

α(1− Ω2) + jΩ(N + 1− Ω2)
, (5)

where, α = N/2ξ0 and Ω = ω/ωn is the frequency ratio. The magnitude of
the transmissibility is then defined as

|T | =
(

Ω2 (N + 1)2 + α2

α2 (1− Ω2)2 + Ω2 (N + 1− Ω2)2

)1/2

, (6)

and the phase angle β is given by

β = atan

( −αΩ3N

− (N + 1)Ω4 + (−α2 + (N + 1)2) Ω2 + α2

)

. (7)

Brennan et al. [17] have demonstrated that critical damping only occurs
if there is a minimum value of N which must be greater than 8, otherwise the
secondary spring is too soft to permit the damper to operate in the critical
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damping regime. If N is small, the system will behave as an underdamped
system. If the damping ratio is to high, it will “block” the damper and
the system will behave as an undamped system, with resonance frequency
Ω =

√
1 +N . The factors that control the resonance peak are the terms

in the denominator of eq. 6, which depend on the value of α. This can be
verified in the plots of fig. 2(a) and (b) which illustrate the influence of the
damping factor ξ0 in the terms defining the denominator of eq. 6.
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Figure 2: Contribution of each term in the denominator of equation 6 for N = 3. Case
(a) ξ0 = 0.1 and case (b) ξ0 = 4.0

The general behavior of the transmissibility as a function of the frequency
and the damping factor is shown in the surface plot of fig. 3. It can be
seen that there is a shift in the resonance frequency as the damping factor
increases. This is because there is a change in the roots of the polynomial
defined in the denominator of eq. 5, as ξ0 is changed [17]. Increasing ξ0
from small to large values, the transmissibility passes through a minimum
and increases again. According to [16] and [17], the minimum is defined by
the optimal damping value as

ξopt =
N
√

2 (N + 2)

4 (N + 1)
. (8)

The linear spring-mass isolator provides isolation (|T | < 1) for frequencies
above Ω =

√
2. In the case of the Zener isolator, this frequency is given by

Ωisolation =
1√
2

(

2(N + 1)− α2 +
√

(α2 + 2)2 + 4N(N + 2− α2)
)1/2

. (9)
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Figure 3: Surface plot for the base transmissibility as a function the frequency and the
damping ratio ξ0, (N = 3).

The magnitude of Ωisolation varies between Ωl =
√
2 and Ωh =

√

2(N + 1)
according to the values of ξ0 and N , therefore the frequency of isolation in the
linear Zener isolator is always greater than the spring-damper isolator. The
value of magnitude of the transmissibility at high frequency can be found by
keeping only the high order terms of Ω in both numerator and denominator
of eq. 6. This provides a high frequency asymptote defined by

|T | = 1 +N

Ω2
. (10)

The transmissibility has a high frequency behavior that does not depend on
the system damping, but it is affected by the system mass and the stiffness
of the two springs.

3. Nonlinear Cubic Stiffness

As observed in the last Section, the use of the Zener configuration of
springs and dampers provides interesting isolation behavior for high fre-
quency. This performance can be improved if low stiffness springs are used.
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For this reason, it is proposed to use a nonlinear stiffness of cubic type. The
main spring k is changed to an equivalent spring k∗ = k + k0(x − x0)

2 and
the spring force is defined by fk∗ = k∗(x − x0). The equation of motion
is obtained according to the procedure presented in the last Section, which
provides a third order nonlinear ODE, but this time in terms of the relative
displacement z = x− x0 and z1 = x1 − x0,

mz̈ = −kz − k0z
3 − c (ż − ż1)−mẍ0, (11)

c (ż − ż1) = Nkz1. (12)

By replacing the term on the right hand side of eq. 12 in eq. 11 and differ-
entiating with respect to time, it is possible to obtain the expression,

ż1 = − 1

Nk

(

mz̈ + kż + 3k0z
2ż +mẍ0

)

, (13)

replacing the expression for ż1 back in eq. 11, the third order nonlinear ODE
is obtained

2ξ0
Nω0

...
z + z̈+2ξ0ω0

(N + 1)

N
ż+ω2

0z+γω2
0z

3+
6ξ0
N

γω0z
2ż = −ẍ0−

2ξ0
Nω0

...
x 0,

(14)

where the parameters c = 2ξ0mω0, ξ0 = 2mω0 and ω0 =
√

k/m were used.
When damping ratio is vary small, 14 is approximated to

z̈ + ω2
0z + γω2

0z
3 = −ẍ0, for small ξ0, (15)

which is simple the equation of single harmonic oscillator with cubic stiffness.
When the damping ratio is large, and keeping only the terms multiplied by
ξ0, eq. 14 reduces to

...
z + ω2

0(N + 1)ż + 3γω2
0z

2ẋ = −...
x 0, for large ξ0, (16)

which is equivalent to

z̈ + ω2
0(N + 1)z + γω2

0z
3 = −ẍ0, for large ξ0. (17)

Eqs. 15 and 17 represent the approximation for low and high damping for
the Zener isolator with the influence of nonlinear stiffness.
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3.1. Reduction of dimensional parameters

Introducing the nondimensional parameters

τ = ω0t, ω0z
′ = ż, γ = k0/k

and assuming harmonic excitation from the base of the form x0 = X0 cos (ωt),
which when combined with the trigonometric terms of the right hand side of
eq. 14, gives

z′′′ + αz′′ +
(

N + 1 + 3γz2
)

z′ + α
(

1 + γz2
)

z = A cos (Ωτ+ φ), (18)

where, the prime denotes the derivative in respect to the nondimensional
time variable τ and the base displacement amplitude is given by

A = X0Ω
2
(

α2 + Ω2
)1/2

,

and the phase angle
φ = atan (Ω/α).

4. Approximated solution using the harmonic balance method

To obtain an approximated solution for the nonlinear ODE, the method
of harmonic balance is used. The solution of equation 18 is assumed to be of
the form

z = Z cos (Ωτ+ φ+ θ) = Z cos (Ψ),with Ψ = Ωτ+ φ+ θ.

where θ is the phase angle between the base excitation displacement given
by right hand side of eq.18 and the relative displacement z Applying this so-
lution in eq. 18 and neglecting terms with higher order harmonics (cos (3Ψ),
sin (3Ψ) ), the equation of motion is rewritten in the frequency domain as

αZ

(

1− Ω2 +
3

4
γZ2

)

cos (Ψ)− ΩZ

(

N + 1− Ω2 +
3

4
γZ2

)

sin (Ψ)

= A cos (Ψ− θ). (19)

Changing the right hand side cosine argument to match the terms on the left
hand side, gives

αZ

(

1− Ω2 +
3

4
γZ2

)

cos (Ψ)− ΩZ

(

N + 1− Ω2 +
3

4
γZ2

)

sin (Ψ) =

A [cos (Ψ) cos (θ) + sin (Ψ) sin (θ)] . (20)
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Equating the cosine and sine terms in both sides of the equation leads to

αZ

(

1− Ω2 +
3

4
γZ2

)

= A cos (θ), (21)

−ΩZ

(

N + 1− Ω2 +
3

4
γZ2

)

= A sin (θ). (22)

For the free vibration case (A = 0), these equations provide a relationship
between the oscillatory frequency as a function of the displacement ampli-
tude, known as backbone curves. There are situations which depend on the
amount of damping as has been seen for the linear case. These frequencies
are shown in the results of Figure 4 considering different two values of γ. The
blue curves with resonance starting at Ω = 1 are calculated from equation 21
and the red curves starting at Ω =

√
N + 1 are calculated from equation 22.

For the cases of negative γ, the maximum values of amplitude are defined at

Ω = 0. For the first resonance frequency it is defined by Z =
√

4
3γ

and for

the second resonance frequency it is defined by Z =
√

4(N+1)
3γ

.

For the base excitation case, the relative transmissibility Z can be ob-
tained by combining equations 21 and 22 to give an amplitude dependent
frequency response function

(

Z

X0

)2

=
Ω4 (α2 + Ω2)

α2
(

1− Ω2 + 3
4
γZ2

)2
+ Ω2

(

N + 1− Ω2 + 3
4
γZ2

)2 . (23)

Or the transmissibility can be written in terms of polynomial equation in Z

aZ6 + bZ4 + cZ2 + d = 0, (24)

or a polynomial equation in terms of Ω

a1Ω
6 + b1Ω

4 + c1Ω
2 + d1 = 0. (25)

Equations 24 and 25 are a closed form relation between the amplitude Z
and the excitation frequency Ω (The polynomial terms a, b, c, d are shown
in the appendix). Both equations when solved permit the estimation of
frequency response as a function of the system parameters N , ξ0, γ and the
input displacement X0. Since the system is nonlinear, the behavior of the
frequency response also changes with the amplitude. The results in Figure
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Figure 4: Backbone curves (oscillation frequency as a function of the displacement ampli-
tude. Blue thick lines are for the first resonance frequency (Ω = 1) and thin red line are
the second resonance frequency (Ω =

√
1 +N), with N = 3).

5 illustrate the behavior of positive and negative values γ for two different
values of damping ratio ξ0. The results are compared with the linear case
(thin black line). The frequency range around resonance is as expected, with
the peak bending to the left for the softening (γ < 0) case and bending to
right with the hardening case (γ > 0).

The phase angle (θ) between the base excitation and the relative trans-
missibility is obtained by the ratio of eq. 22 and 21, which gives

θ = atan

(

−Ω

α

(

N

1− Ω2 + 3/4γZ2
+ 1

))

. (26)

4.1. Absolute Transmissibility

Generally it is more informative to analyze the results in terms of absolute
instead of the relative transmissibility. Note that the absolute displacement
can be written as x = z + x0, and that

x = X cos (Ωτ+ β), z = Z cos (Ωτ+ θ + φ) and x0 = X0 cos (Ωτ).
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Figure 5: Comparison of Relative Transmissibility for N = 3. (a) damping ratio ξ0 = 0.1
with γ = −0.1 (blue curve bending to the left) and γ = 0.02 (red curve bending to the
right) (b) damping ratio ξ0 = 10.0 with γ = −0.1 (blue curve bent to the left) and γ = 0.02
(red curve bent to the right)

The absolute displacement can be computed as

X =
√

Z2 +X2
0 + 2ZX0 cos (θ + φ), (27)

and the phase angle β can be obtained as

β = atan

(

sin (θ + φ)

cos (θ + φ) + X0

Z

)

, (28)

where, φ = atan (Ω/α) and the angle θ can be calculated using equations 21
and 22.

Figure 6 shows the transmissibility (absolute and relative) and their re-
spective phase angles as a function of the non-dimensional frequency. In
both results shown in figures 6(a) and (b), the red dashed line correspond to
unstable trajectory of the frequency response. The loop in absolute trans-
missibility is due to addition or subtraction of the term cos (θ + φ) described
in eq. 27 as the argument (θ + φ) crosses −π/2.

4.2. Determining X1 and Z1

Having defined the values of Z and X in the previous Sections, the am-
plitude of the “internal” displacement x1 and z1 = x1−x0 can be determined
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Figure 6: Examples of transmissibility magnitude and phase. (a) Absolute transmissibility
(X/X0) and phase angle (β), (b) Relative Transmissibility (Z/X0) and phase angle (θ).
These results where obtained using γ = −0.1, ξ0 = 0.1, N = 3 and X0 = 1

using equation 2,

X1 =
2ξ0ΩX

√

N2 + 4ξ20Ω
2
, Z1 =

2ξ0ΩZ
√

N2 + 4ξ20Ω
2
. (29)

Using the same parameters adopted in fig. 6, the transmissibilities X1/X0

and Z1/X0 are plotted in fig. 7 and compared with X/X0 and Z/X0.

5. Stability of the Periodic Response

The stability of the periodic response is important in the analysis of
nonlinear systems. Loss of stability can be the cause of undesirable jumps
in the system response, especially in high frequency. To study the stability
of the system, a small perturbation parameter e is used and the response of
the system is rewritten as

z = u(τ) + e(τ) = U cos (Ωτ) + e(τ), (30)

where, u is the periodic solution of the equation of motion. Applying eq. 30
to eq. 18 and equating to zero gives

(u′′′ + e′′′) + α(u′′ + e′′) +
(

N + 1 + 3γ(u+ e)2
)

(u′ + e′)+

α
(

1 + γ(u+ e)2
)

(u+ e) = 0, (31)
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Figure 7: Comparison of transmissibility magnitude. (a) Absolute transmissibility (X/X0

- thin lines) and (X1/X0 thick lines), (b) Relative Transmissibility (Z/X0 - thin lines) and
(Z1/X0 - thick lines). These results where obtained using γ = −0.1, ξ0 = 0.1, N = 3 and
X0 = 1.

since u is a solution of the ODE, the subsequent expression can be equated
to zero

u′′′ + αu′′ +
(

N + 1 + 3γu2
)

u′ + α
(

1 + γu2
)

u = 0, (32)

leading to a simplification of the solution that enables us to write

e′′′ + αe′′ +
(

N + 1 + 3γ(u+ e)2
)

e′ + α
(

1 + γ(u+ e)2
)

e+

3γ
(

2ue+ e2
)

u′ + αγ
(

2ue+ e2
)

u = 0. (33)

As e is a small parameter, the cubic and squared terms (e2, e3) are neglected,
such that

e′′′+αe′′+(N + 1 + 3γu (u+ 2e)) e′+
(

α(1 + γu2) + 2γu(αu+ 3u′)
)

e = 0.
(34)

At this point, a solution for e is taken to be

e(τ) = A cos (Ωτ) +B sin (Ωτ). (35)

Applying eq. 35 in eq. 34, produces two equations as factors of the sine and
cosine terms

α

(

9

4
γU2 +

(

1− Ω2
)

)

A+ Ω

(

3

4
γU2 +

(

N + 1− Ω2
)

)

B = 0, (36)

−Ω

(

9

4
γU2 +

(

N + 1− Ω2
)

)

A+ α

(

3

4
γU2 +

(

1− Ω2
)

)

B = 0. (37)
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For nontrivial solutions (A 6= 0 and B 6= 0), the determinant of the matrix
defined by equations 36 and must be zero. Taking this determinant,

[

27

16
γ2
(

Ω2 + α2
)

]

U4 + 3γ
[

α2
(

1− Ω2
)

+ Ω2
(

N + 1− Ω2
)]

U2+

α2
(

1− Ω2
)2

+ Ω2
(

N + 1− Ω2
)2

= 0. (38)

Eq. 38 can be solved in terms of U as a function of Ω, or vice-versa. The
solution of this implicit equation when plotted in the frequency-amplitude
plane, provides the regions of instability (filled red areas) as shown in Figure
8.
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Figure 8: Regions of instability defined by the red area. (a) γ < 0 and (b)γ > 0. Param-
eters used in these results: N = 3, ξ0 = 0.1, X0 = 1

As can be seen from Figure 8, the boundary of stability regions intersects
with frequency response curves where they have vertical slopes, as was ex-
pected. These regions are a function of the damping ratio ξ0, the stiffness
ratio γ and N and they do not depend on the base displacement amplitude
X0. The cases where γ > 0 are not of particular interest, because the pos-
itive values of γ tend to increase the system stiffness with the increase of
amplitude. It will also degrade the high frequency response of the nonlinear
Zener isolator.

The results shown in Figure 9 illustrate the boundaries for the regions
of instability for γ = −0.1. These boundaries are defined for the cases
of very low damping (blue area) and very high damping (red area). The
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Figure 9: The regions of instability for low damping (blue area) and high damping (red
area), N = 3

boundaries defining these areas are defined by the equations shown in this
Figure. Increasing the amount of damping, causes the reduction of the area
defining the instability as shown in Figure 10. When damping is too high,
there is a change in the region of instability, and increasing damping will
cause an increase of size in the region of instability (fig. 11).

For instance, the results shown in Figure 12 were calculated for ξ0 = 0.1
and γ = −0.1 and compared with the linear Zener Model for different values
of base displacement amplitude. It can be seen that the resonance and high
frequency transmissibility is reduced as X0 increases. A drawback is the
portion of the frequency response subject to jump phenomena. Similarly,
the results shown in Figure 13 where plotted for ξ0 = 1.0 for various values
of base displacement.

As can been seen, the transmissibility responses do not exhibit jumps,
however, very large base displacements were necessary to induce the nonlinear
response of the system. The high frequency performance is improved without
degradation around resonance and at lower frequencies. Similar results shown
in Figures 12 and 13 can be obtained with fixed base amplitude (X0 = 1)
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Figure 10: Regions of instability for low value of damping ratio ξ0 with γ = −0.1, N = 3

but increasing the stiffness ratio γ.
The results shown in Figure 13 are of particular interest, as they show

that adding nonlinear stiffness to the Zener Model with high damping can
provide benefits for isolation of vibration. However, to obtain this benefit, it
is necessary to have either high values of base displacement or high values of
the stiffness ratio.
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Figure 11: Regions of instability for high value of damping ratio ξ0 with γ = −0.1, N = 3
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Figure 12: Comparison of the transmissibility for different values of base displacement,
using ξ = 0.1, γ = −0.1, N = 3.
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Figure 13: Isolators transmissibility comparison for different values of base displacement,
using ξ = 1.0, γ = −0.1, N = 8.
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6. Discussion about optimum damping

As discussed in the preceding sections of this paper, the transmissibility
curve of the traditional Zener Model isolator will vary as a function of the
damping value (there exists an optimal damping value as demonstrated in
Eq. 8). This value is obtained noting that all the transmissibility curves pass
through the point |Tc| = (N + 2)/N which has a corresponding frequency
value of Ωc =

√

2(N + 1)/(N + 2) ([16], [17]), regardless of their damping
value, as shown in fig. 14.
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Figure 14: The absolute transmissibility of the linear Zener isolator for different values of
damping ratio. The arrows indicate the direction of increasing the damping ratio. All the
curves passes through the red dot defined by the amplitude |Tc| and frequency Ωc, N = 3.

The optimal damping for a minimum peak is calculated by making the
maximum amplitude of the transmissibility occur at frequency Ωc, which is
achieved by differentiating the magnitude of the transmissibility with respect
to the frequency, evaluated at Ω = Ωc, such that the slope at this frequency
is zero;

d|T |
dΩ

∣

∣

∣

∣

Ω=Ωc

= 0.

When considering the case of nonlinear stiffness, with negative stiffness ratio
(γ), a similar behaviour is observed, which can be seen in the results shown
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in fig. 15, in which the value of damping ratio ξ0 was varied from 1 × 10−3

to 100.
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Figure 15: Relative transmissibility for various values of damping ratio where the arrows
indicate the direction of increasing the damping ratio ξ0. In these results: X0 = 1, N = 3,
γ = −0.1.

All the curves pass through a value of amplitude and frequency (marked
by red dot in fig. 15), regardless of their damping value. The amplitude of
the red dot is defined as

Zc =
N −

√

N2 − 6γX0(N − 2)

3γX0

, (39)

and the frequency is defined as

Ωc =
1

2

(

2N (3X2
0γ + 2N)

√

N2 − 6X2
0γ (N + 2) + 6N (N + 4)X2

0γ − 4N3

3X2
0γ
√

N2 − 6X2
0γ (N + 2)− 3X2

0γ (3X
2
0γ +N)

)1/2

.

(40)
Observe that the curves pass through a point that depends on the excitation
amplitude X0 and the stiffness ratios γ and N . The transmissibility curve
for the nonlinear damping is calculated considering the roots of eq. 24, so it
is necessary to define which root relates to the frequency Ωc.
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The hysteresis region which comprises the values of frequency in which
the frequency response may assume different values of amplitude can be
associated with the discriminant of the polynomial equation

aZ̄3 + bZ̄2 + cZ̄ + d = 0, (41)

where Z̄ = Z2 and the discriminant is given by

∆ = 18abcd− 4b3d+ b2c2 − 4ac3 − 27a2d2, (42)

when ∆ < 0, eq. 41 assumes one real and two complex roots. The real root
can be computed using the formula described in ref. [18]

t0 = −2
|q|
q

√

−p

3
cosh

(

1

3
arcosh

(−3|q|
2p

√

−3

p

))

,

if 4p3 + 27q2 > 0 and p < 0 (43)

or

t0 = −2

√

p

3
sinh

(

1

3
arsinh

(

3q

2p

√

3

p

))

, if p > 0 (44)

where

p =
3ac− b2

3a2
,

q =
2b3 − 9abc+ 27a2d

27a3
.

(45)

When ∆ > 0, eq. 41 assumes three real roots, and the response can
exhibit three possible amplitudes for a given value of frequency, in which two
are stable and one is unstable. This is the case of the frequency region where
the system may include jumps in the periodic response. In this case, the
three roots can be computed using the following equation

tn = 2

√

−p

3
cos

(

1

3
arccos

(

3q

2p

√

−3

p

)

− 2πn

3

)

for n = 0, 1, 2 . (46)

In any of these cases, the relative displacement is computed as

Zn =

√

(

tn −
b

3a

)

. (47)
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Figure 16: (a) Relative transmissibility as a function of the damping ratio. (b) Regions
defining the cubic equation discriminant sign.

The value of damping for minimum peak transmissibility is calculated
assuming that the system response will not include jumps, therefore, ac-
cording to what was described above in this section, the discriminant of the
cubic equation must be negative (∆ < 0). This can be observed in the results
shown in fig. 16(a) where the transmissibility was calculated for different val-
ues of damping ratio. The red lines on the bottom of these figures comprises
the frequency ranges where the system has resonance peaks with positive
discriminant. There is a range of damping ratio where the discriminant is
always negative, despite the value of frequency, as seen in the detail shown
in fig. 16(b). Considering only the frequency range where ∆ < 0, the cubic
equation will have one single real root, which can be calculated using eq. 43.

The optimal damping for minimum peak transmissibility is calculated
defining a quadratic cost function

J(ξ0)|Ω=Ωc
=

(

dZ0

dΩ

)2
∣

∣

∣

∣

∣

Ω=Ωc

(48)

where, the cost function needs to be evaluated only at frequency Ω = Ωc.
Zc is defined by eq. 39 and Z0 is calculated using equation 43 and 47. In
fact, it is very difficult to obtain an exact analytical solution for the optimum
damping, however it can be calculated by numerical methods. One way is
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Figure 17: The relative displacement for different values of damping ratio with ξ0opt =
0.523. N = 3, γ = −0.1 and X0 = 1.

defined by the following optimization problem

minimize
ξ0

J(ξ0),

subject to ∆(ξ0) < 0, p(ξ0) < 0.

The cost function J(ξ0) is defined in the Appendix B. To illustrate the
application of this methodology, the results shown in fig.17 show the relative
displacement for the optimum damping compared with data computed using
two different methods. Selecting N = 3, γ = −0.1 and X0 = 1, the value of
optimum damping found in the optimization problem was ξ0opt = 0.523.

7. Numerical Simulations

To verify the formulation presented in the previous Sections, the results
obtained using the harmonic balance method were compared with results
obtained using numerical integration. For the numerical integration, a 4th
and 5th order Runge-Kutta algorithm with a model implemented in the C
programming language using the GSL, where the GNU Scientific Library
was used. The system was integrated over 600 seconds and only the last 10%
of data points were used to compute the maximum amplitude of motion to

24



avoid influence of the transient regime. The analysis was performed for a
frequency range of (.1 to 100)/ω0 using N = 3 and two values of γ as shown
in Figure 18(a) and (b). It can be seen that results agree very well, except
in the regions of where the response is not stable, where jump phenomena
can occur.
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Figure 18: Comparison between the absolute transmissibility obtained by numerical in-
tegration (dots) and the harmonic balance method (solid line). (a) γ = −0.1 and (b)
γ = 0.01.
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8. Conclusions and Final Remarks

This paper has described the dynamic behavior of the Zener model sub-
ject to base excitation with the inclusion of a nonlinear stiffness element to
improve the system transmissibility at high frequencies. The system was ini-
tially described with two degrees of freedom and two equations of motion.
Then, these equations where combined in a way that the system was repre-
sented by a third order ordinary differential equation. This representation
allowed us to write the equations of motion including a nonlinear stiffness
element so that the frequency response for the system could then be obtained
using the harmonic balance method.

The main conclusion of the paper is that by including a nonlinear stiff-
ness element in the Zener system it is possible to improve the high frequency
transmissibility without degrading the performance across the rest of the fre-
quency range. This is a significant potential benefit for a range of vibration
isolation applications. Furthermore, it has been shown how to select the re-
quired damping coefficient for the improved isolator system. In addition, it
was demonstrated that increasing the values of damping coefficient can be
used help to avoid the jump phenomena due to the nonlinear softening stiff-
ness. However, caution is required when designing this feature, as too much
damping will cause the system to oscillate at another resonance frequency
given by Ω =

√
N + 1.
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Appendix A. Definition of Polynomial Terms used in the Article

a =
(

α2 + Ω2
)

(

3

4
γ

)2

b =
3

2
γ
(

α2
(

1− Ω2
)

+ Ω2
(

N + 1− Ω2
))

c = α2
(

1− Ω2
)2

+ Ω2
(

N + 1− Ω2
)2

d = −X2
0Ω

4
(

α2 + Ω2
)

a1 = Z2 −X2
0

b1 = α2(Z2 −X2
0 )− 2Z

(

N + 1 +
3

4
γZ2

)

c1 = Z2

(

N + 1 +
3

4
γZ2

)2

− 2α2Z2

(

1 +
3

4
γZ2

)

d1 = α2Z2

(

1 +
3

4
γZ2

)2

Appendix B. Definition of terms used in cost function for opti-

mum damping

J(ξ0) =
− (λ1 sinh (r) + λ2)− λ3 cosh (r)

λ4

√

−6a
√
p sinh (r)−

√
3b

(B.1)

λ1 =
√
3a2p′λ0

λ2 = (ab′ − ba′)
√
pλ0

λ3 = −3a2(2pq′ − 3qp′)

λ4 = (48)
1

4a
3

2

√
pλ0

λ0 =
√

27q2 + 4p3

r =
asinh

(

33/2q
2p3/2

)

3
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where,

p′ =
3a2c′ − 2abb′ + (2b2 − 3ac)a′

3a3

q′ =
9a3d′ − 3a2bc′ + (2ab2 − 3a2c)b′ + (−9a2d+ 6abc− 2b3)a′

9a4

a′ =
9

8
γ2ξ20Ωc

b′ = −3

4
γN2Ωc + 3γξ20Ωc(N + 1− 2Ω2

c)

c′ = Ωc

[

(2ξ20 + Ω2
c − 1)N2 + 2ξ20

(

2(1− 2Ω2
c)N + (3Ω4

c − 4Ω2
c + 1)

)]

d′ = −Ω3
c(N

2 + 6ξ20Ω
2
c)X

2
0
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