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I. INTROBUCTION

The complex environments encountered and internally represented
bv many organisms contain numerous objects toward which action
could be directed, or which the organism may need to avoid. Given the
simultaneous presence of many objects of different adaptive value, and
affording a variety of different responses, it is extremely important for
coherent, organized behavior that actions be selectively directed toward
one abject at a time. In this chapter we propose that the means by which
internal goal states mediate the interaction between perception and ac-
tion is the mechanism of selective attention.

For a complete understanding of selective attention, investigations
have to take place at a number of different levels (Marr, 1982). For ex-
ample, the precise adaptive function of attention must be specified
within the context of an organism’s normal interactions with the world,
as well as the kinds of representations on which attentional processes
act. Algorithms for executing attentional processes need to be specified
and tested experimentally. Experimental evidence may be drawn from
the cognitive level, where performance by human subjects is carefully
analyzed in laboratory tasks (Broadbent, 1958; Kahneman, 1973; Posner,
1978), and from the neurophysiological level, where the activity of
single cells, or an animal’s performance after lesions, can be assessed
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during attentional tasks (Moran & Desimone, 1985; Picton, Stuss, & Mar-
shall, 18986; Posner & Driver, 1992).

The interaction between the cognitive and neurophysiological levels
of investigation provides mutual constraints for models of attention.
However, most models derived from expsrimental results are informal
(e.g., Tipper, 1985), and hence it is oiten difficult to detect inconsisten-
cies in logic, or to demonstrate that the informal theory is sufficiently
precisely specified to constitute an effective explanation of the data un-
der consideration. Such models therefore need to be made maximally
explicit, for instance by being specified mathematically and instantiated
in computer programs which can work out the predictions of the model
in detail. In this chapter we develop a preliminary neural network
model of gertain aspects of voluntary selective attention which is con-
sistent with our views regarding the central purpose (“why”) and
method (“how™) of seleciive aitention.

Section II discusses our overall approach to selective attention (our
“computational theory,” using Marr’s (1982) term) and considers a va-
riety of data in support of it. In Section IIl we develop a neural network
model that formalizes certain aspects of the theory presented in Section
I, and in Section IV we show how the model accounts for a variety of
existing data.

Ii. THEORIES OF ATTENTION

In discussing theories of selective attention, and the place of our the-
ory in relation o others, it is useful to identity two dimensions of vari-
ation: the locus of selection in the pathway from percepticn to response
(e.g., late vs. early), and the kind of mechanism used in selection (e.g.,
amplificatory, “the spotlight,” or inhibitory or both). We first consider
the issue of the locus of selection, which we believe to be central to the
issue of the functional role of attention, and then consider the nature of
the mechanisms involved.

A. Locus and Function of Selective Aitention

With regard to the issue of the locus of selection, two positions have
emerged which we refer to as the precategorical and postcategorical
positions. The precategorical view proposes that attention is critical for
perceptual processes, that without attention only low levels of analysis
can take place, for instance detecting edges and motion (Triesman &
Gelade, 1980). More specifically, it proposes that attention is necessary
for the categorization of objects, hence the term precategorical. The
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Emstcategoricai pos.iti-on proposes tihat percepiual processes, including
orouping and fimplicii) CathOI'IZHUOI.l, are largely automatic, at 1e_a st for
fumiliar stimuli. Selection .acts on objects (or perceptual groups) for the
rposes of controlling action towards them.

The models of Koch and Ullman (1985) and LaBerge and Brown
{1989) are of this type. For example, LaBerge and Brown's model de-
< ribes three properties of selective attention. First, selection takes place
at early levels of perceptual input, allowing one object to enter a limited
capacity identification s.ystem; second, attentional modulation of low-
lovel stimulus attributes is carried out by reference to their location; and
third. selection is based on excitation, where the perceptual features of
.+ stmulus receive facilitated transmission into the identification sys-
rom, In contrast, the model we describe is qualitatively different on all
of these dimensions. Our model proposes that selection can take place
after perceptual grouping and semantic analysis, that attention accesses
object-based representations, and that a central mechanism in the selec-
tion process is active inhibition of distracting information.

The position we take in this chapter is based on the computational
level of analysis emphasized by Marr (1982}. Such an analysis specifies
ihe functions for which a particular system has evolved, considering
hoth biological goals and the environment in which such goals are to be
achieved. In other words, attention must be considered in the global
context of an erganism’s self-organization of its behavior, in pursuit of
its socially and biologically acquired goals (Luria, 1973; Norman & Shal-
lice, 1986). Thus we suggest that in the context of an organism’s encoun-
ters with its familiar, natural environments, the role of atiention in
low-level perceptual analysis may be quite limited. Schema-based ex-
pectations may facilitate the perception and comprehension of a scene
without the need to focus attention serially on each object in the scene
{Biederman, Mezzanotte, & Rabinowitz, 1981; Palmer, 1975; Friedman,
1676; Treisman, 1986). Indeed, if attention is necessary for object per-
ception, it is difficult to see how it can be moved from object to object
in the first place. Furthermore, the constraints provided by information
cistributed throughout a scene {such as objects appearing in conjunc-
tion with other objects, being supported by them, having the ability to
acclude other objects, having a typical locus in the scens, etc.) reflect
the identity of an object and take part in the construciion of its internal
representation. These “normal” conditions contrast with the highly
nonpredictable decontextualized situations encountered in the typical
experimental study of attention.

Itis thus likely that highly efficient parallel perceptual analysis takes
place in familiar situations. As Neumann (1987) noted, the brain pro-
tesses an immense amount of perceptual information (from many mo-
dalities) in parallel, and thus information handling limitations in the

i){l
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nervous system may not be critical at the level of perceptual analysis,
but rather at more central levels, specifically in the linking of perception
and action, and the perceptual control of effector systems: one hand
cannot raise two beer glasses to the mouth for drinking, just as one
visual object naming system cannot name two objects at once.

Apart from such general considerations, experiments with the nega-
tive priming paradigm (Tipper, 1985; discussed in more detail later]
have shown clear semantic effects of distractors. In these priming stud-
ies, an ignored picture of a cat can affect the subsequent processing of a
semantically related word such as dog (Tipper & Driver, 1988). Note that
there is no physical resemblance between the picture and the word, so
any interactions between them must be at semantic levels, Other work
has demonstrated that the semantic properties of ignored objects can
influence the concurrent processing of a target stimulus {Stroop, 1935).
In the priming studies of Tipper and his colleagues, the distracting stim-
uli are usually presented very briefly and subjects are typically unable
to report awareness of the objects’ identity. It is argued from such evi-
dence that the prime display is analyzed in parallel by the visual system
ta semantic levels, but that the selective attention mechanism only al-
lows information from an object possessing the target property into the
response systems (and into awareness). Information relating to the dis-
tractor is inhibited and this in some way retards later responses to seman-
tically related items (this inhibitory element will be discussed further).

It may be objected here that it is pointless to construct representations
of multiple objects in parallel, only to have to suppress information
from most of them for the purposes of generating coherent thought and
action. We wauld argue, however, that the identification of objects is
facilitated by their occurring in familiar contexts with other known ob-
jects (Biederman, 1972; Biederman, Mezzanotte, & Rabinowitz, 1982).
In addition, we suggest that interactions with complex real world envi-
ronments require object-based representations of distractor objects,
rather than free-floating features. Consider reaching for petato chips
from a bag placed in the middle of a table. Also on the table are a variety
of bottles, glasses, ashirays, and so on that one must reach around or
over. Successful behavior could not be achieved if only the target stim-
ulus was fully represented and distractors were onty analyzed in terms
of low-level features. Rather, we propose that to achieve the behavioral
goal, the accommodation of a detailed form of an action to the nontarget
objects is required, such as when reaching around or over obstacles.
Such indirect actions can only be guided by object- or action-centered
representations (see Tipper, Weaver, & Houghton, in press). Thus hu-
man perceptual systems have evolved to produce internal representa-
tions of both objects forming the focus of current goal-directed behavior
and those providing the context.
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We therefore propose that the role of attention in overall behavior lies
pot so much in the creation of an internal representation of the enviran-
ment, but rather in the linking of the appropriate action with the appro-
priate object in contexts which may afford an arbitrary number of such
linkages, the great majority of which, at any time, will be disruptive to
the organism’s goal-seeking behavior (Luria, 1973). In the model pre-
sented here, we suppose processing of visual inputs to be taking place
in parallel, up to categorical levels, without the intervention of atien-
tional processes, and that selection involves the “binding” of informa-
tion in target object representations (e.g., location, form, etc.) to vari-
ables associated with response schemas (Arbib, Iberall, & Lyons, 1987;
Arbib, 1990). Object representations compete for control of action by
binding the parameters of action schemas, and selective attention acts
to modulate this competition in favor of target objects.!

B. Amplification and Inhibition in Selective Altention

Whatever the location and function of selection, we can consider two
mechanisms by which it may be achieved: amplification and inhibition
(ezhancement and suppression, respectively). Spotlight models of at-
tention are based on amplification and argue that selection of a target
from a distractor is primarily an excitatory process. Attention is directed
toward some part of the input field, like the beam of a spotlight, and
information within the beam is amplified, allowing it to receive further
processing beyond that of initial preattentive analysis. The initial rep-
resentations activated by ignored inputs passively decay back ta resting
levels (Broadbent, 1970; Van der Heijden, 1981). Such a model appears
to suggest no role for inhibitory mechanisms. An alternative account, one
which we develop here, argues that the remarkably efficient selection

*The adaptive value of the capacity to select out one object from an array of potential
targets is perhaps most clearly illustrated in the phenomenon of predatory attack (see
Curio, 1976). In terms of our model, this requires that the typical predator select one
target prey and bind the parameters of the attack response to the movements of the target.
Many prey animals move together in groups (e.g., schools of fish) and it has been found
that the attack response of predators becomes disorganized and less successful when
confronted with such groups (as opposed to isolated prey). Hunting success has been
found to vary inversely with school size for some predatory fish (Neill & Cullen, 1974)
and the reason for this seems to be that the copresence of multiple, highly similar poten-
tial targets disrupts the selective coupling of the attack response. As response to this,
some predators have evolved the tactic of breaking up fish schools, thereby increasing
the number of isolated stray individuals, which are then selected for aitack. We would
hypothesize that this is because the absence of distractors near strays facililales the sus-
tained selection necessary for pursuit and capture. It is thus possible that schooling
behavior has evolved in part to exploit limitations in the attentional systems of predators.
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found in experimental tasks may be better accounted for by a dual
mechanism consisting of the previously described excitatory compo-
nent, supplemented by an inhibitory component that acts to suppress
competing information derived from the analysis of the distractor. We
show in the model how such combined processes of excitation and
inhibition can rapidly differentiate the internal representations of the
target and distractor objects (Tipper, 1985).

The point may be made that postulating a dual mechanism is unpar-
simonious, if all one is ultimately doing is separating out information-
bearing signals by selective gain control—all that is needed for this is
either an amplificatory mechanism or an inhibitory one, but not both.
We would argue, however, that a dual (opponent) mechanism is advan-
tageous for at least two reasons. First, any gain control mechanism im-
plemented in biological (i.e., neural) hardware can only operate within
finite limits, and thus the rate at which one signal can be boosted with
respect to another (remaining constant) must have some finite upper
bound. A dual mechanism, acting in parallel, can boost a target signal
while suppressing a distractor, thereby effectively doubling the rate at
which target and distractor (signal and noise) can be pulled apart. The
second reason is perhaps less obvious. Any signals in a biclogical infor-
mation processing system must have a limited dynamic range—maxi-
mum and minimum amplitudes. Suppose we arbitrarily scale this range
in the interval [0,1], with 0 representing the floor and 1 the ceiling. It
may happen that this system is simultaneously presented with two sig-
nals, T and 1, and that both are at high levels, say 0.9 on our scale.
Suppose that one signal, T, is to be “‘attended.” In this case a “spotlight”
mechanism can induce a maximum signal amplification of about 12%
(T = 1.0, D = 0.9), at which point the target signal T saturates. This gap
is unlikely to be sufficient to prevent debilitating interference from D,
which remains at high amplitude. Clearly what is needed in such a case
is some ability to suppress D to a significant extent. The converse argu-
ment holds for low amplitude signals, where selective amplification
would be more effective than inhibition of low amplitude distractors. A
system with both components would thus be maximally effective over
the entire dynamic range, exhibiting more rapid selection of targets and
better performance in situations of low signal-to-noise ratios.

The emphasis we place here on the ability to inhibit distracting infor-
mation is not new. According to Wundt (1904),

The basic phenomenon of all intellectual achievement is the so-called concentra-
tion of attention. It is understandable that in the appraisal of this phenomenon we
attach importance first and therefore toc exclusively to its positive side, to the
grasping and clarification of certain presentations. But for the physiological ap-
praisal il is clear that it is the negative side, the inhibition of the inflow of all other
disturbing excitations . . . which is more important. (p. 481)
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From this perspective, the excitation-spotlight metaphor is perhaps
better regarded as representing the “view from consciousness,” that is,
it is how things appear to the conscious mind, which deals only with
the results of selection in the conirol of thought and action. The actual
mechanisms of selection, and the levels of preattentive analysis, may
bear little resemblance to what is suggested by such an introspective
viewpoint. We now consider some of the experimental evidence for the
importance of late, inhibitory processes in selective attention.

Evidence for inhibitory mechanisms in selective attention comes
from both physiological and cognitive research. Within the neurophys-
iological paradigm, Moran and Desimone (1985} demonstrated that
when a stimulus was ignored while attention was directed io another
stimulus, the response of the cell in whose receptive field the ignored
stimulus was located was suppressed. They suggested that suppression
of distraciors may be the primary mechanism of selection in these cor-
tical regions (V4 and the inferior temporal lobe). Electrophysiological
techniques have also provided evidence for the inhibition of distractors.
Arsten et al. (1983) demonstrated that naloxone improves selectivity by
increasing the suppression of distractors in the frontal lobe, rather than
by changing the analysis of the attended targets. Much neuropsycholog-
ical evidence points to the role of areas of the prefrontal lobes in the
direction and maintenance of attention, and to a strong inhibitory com-
ponent in this function. For instance, on reviewing an extensive body
of evidence on the subject, Fuster (1980) concludes:

[N]europsychelogical evidence . . . poinis Lo the essential role of the orbitomedial
prefrontal cortex in the suppression and control of [sources of] interference . ..
[T]hat role may be considered inhibitory and part of . . . the selective attention that
the animal must direct and maintain for the proper conduct of the behavioral se-
quence. (p. 187)

Fuster further remarks that the mechanisms by which prefrontal at-
tentional systems interact with other cortical areas (e.g., posterior sen-
sory areas) are unknown. It seems likely that progress in this area will
depend not only on further physiological investigation, but also on the
development of much more detailed models of selective attention that
can be interpreted physiologically.

Much of the cognitive evidence for inhibition of distractors arises
from the negative priming paradigm {Dalrymple-Alford & Budayr, 1966;
Neill, 1977; Tipper, 1985). If the internal representations of a to-be-
ignored object are associated with inhibition during selection and
execution of the responses to the target object, the processing of a
subsequent stimulus requiring the inhibited representations should be
impaired. Therefore, in a priming procedure, when an ignored stimulus
in a prime trial is subsequently presented as a probe for rapid identifi-
cation, reaction time {RT) to name this probe should be increased.
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In the procedure illustrated in Figure 1 for example, subjects were in-
structed to attend to the red object (solid line) and ignore the green
object (broken line). In the ignored repetition condition the ignored
prime (green object) reappeared as the red object in the probe. As pre-
dicted by the inhibition hypothesis, RTs were longer in this situation
than in the control condition where there was no relationship between
the objects in the prime and probe displays. Such a result is consistently
observed in negative priming tasks, and the evidence for the active in-
hibition of distractors thus obtained is now quite substantial and has
been observed with a wide variety of experimental stimuli. These stim-
uli include:

1. Words (Beech, Baylis, Tipper, McManus, & Agar, 1991; Hoffman &
MacMillan, 1985; Fuentes & Tudela, 1992; Hung & Tzeng, 1989;
Tipper & Driver, 1988; Yee, 1991)

Primes

Control

Figure 1

Sample displays from a study demonstrating negative priming. Subjects were required to
name the red object (solid line) while ignoring a green distractor (broken ling). In the
control prime display, the target and distractor were unrelated to the subsequent probe,
but in the ignored repetition condilion, the ignored prime was the same as the subsequent
probe target. Negative priming was revealed by longer reaction times to name the probe
after presentation of the ignored repetition prime than after presentation of the control
prime. The probe target was superimposed over a neulral, meaningless distractor.
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2. Stroop color words (Beech, Agar, & Baylis, 1989; Beech, Baylis,
Smithson, & Claridge, 1989; Beech & Claridge, 1987; Beech, Pow-
ell, McWilliams & Claridge, 1989, 1990; Benoit et al., 1992; Dal-
rymple-Alford & Budayr, 1966; Enright & Beech, 1990; Lowe,
1979, 1985; McLaren & Bryson, 1988; Neill, 1977; Neill & Wesi-
berry, 1987; Tipper, Bourque, Anderson, & Brehaut, 1989)

3. Local-global letters (Briand, in preparation; Baylis & Tipper, un-
published)

4. Letters (Hasher, Stoltzfus, Zacks, & Rympa, 1991; McDowd &

Oseas-Kreger, 1991; Neumann & DeSchepper, 1991, 1992; Tipper

& Cranston, 1985; Tipper, MacQueen, & Brehaut, 1988)

Pictures (Gernsbacher & Faust, 1991; McLaren, 1989; Tipper, 1985;

Tipper & Driver, 1988; Tipper, Weaver, Cameron, Brehaut, & Bas-

tedo, 1991)

6. Color (DeSchepper, Khurana, O’Connell, & Wilson, in preparation)

7. Random shapes {DeSchepper & Treisman, 1991)

[S1]

Furthermore, negative priming has been obtained when report of the
target locus is required, as opposed to target identification tasks (Tipper,
Brehaut, & Driver, 1990; Tipper & McLaren, 1990; Tipper, Weaver, Kirk-
patrick, & Lewis, 1991), and when the target and distractor stimuli are
presented in different perceptual modalities (Driver & Baylis, 1993;
Greenwald, 1972). The effects have also been observed when subjects
engage in real-world tasks such as reaching towards stimuli (Tipper,
Lortie, & Baylis, 1992}. Similar patterns of results in the latter procedure
are observed in both humans and infrahuman primates (Taffe, Moore,
Tipper, & Baylis, 1991).

A central concern in this work has been the investigation of the locus
of the inhibitory processes in the pathways from stimulus to response.
As previously described, the evidence is clear that inhibition can act on
semantic (categorical) level representations (indeed, the finding of neg-
ative priming effects between semantic associates is used as evidence
that distractors are processed to semantic levels without necessarily
reaching awareness). Other studies, in which subjects make different
types of responses to prime and probe trials (Tipper et al., 1988), indi-
cate that the inhibitory effects are not associated with specific motor
responses. We might conjecture that inhibition is associated with those
aspects of the stimulus most relevant to the goals of the organism. In
tasks involving naming responses, this is semantic identity. However,
when analysis of color (DeSchepper et al., in preparation) or the produc-
tion of specific reaching responses (Tipper et al., in press) are central
components of the task, then inhibition can be associated with the per-
ceptual property in the former case, and with action-centered repre-
sentations in the latter case. Thus, the inhibitory effects may not be
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associated with one particular level of internal representation, but
might act flexibly to coordinate the link between perception and action
at whatever level is optimal given the current task and stimulus sit-
uation. One important consequences of this position is that, because
organisms typically interact with objects, it is most parsimonious for
attention to access object-based representations (rather than, say, simple
spatial coordinates; see Duncan, 1980, for elaboration of this point).
Experimental evidence has, indeed, supported such a contention. The
inhibitory component of the selection mechanism is associated with
objects, so that as objects move through space, inhibition can move with
them—that is, it is not tied to a location {Tipper et al., 1990; Tipper,
Driver, & Weaver, 1991).

The proposed function of inhibitory mechanisms in our conception
is that they assist in the efficient foregrounding of target information
and reduce interference from competing distractors. If this is so, and
if the degree of negative priming found is an indication of the strength
of the inhibitory process, then we would predict an inverse relation-
ship between interference and negative priming: less negative priming
should indicate weaker inhibitory processes and hence greater interfer-
ence. Evidence for such a relationship has been observed from a number
of sources which have investigated individual differences in selective
attention. It is well established that some populations have particular
difficulty responding to stimuli when distractors are present, appearing
to be unable to efficiently select. If inhibition is a mechanism of selec-
tion, then it may be predicted that such populations have less effective
inhibitory mechanisms and will show less negative priming. Experi-
ments investigating a variety of populations known to have selection
difficulties support this suggestion. Thus, reduced negative priming has
been observed in the following populations:

1. Children (Tipper et al., 1989)

2. Children with attentional deficit disorder (McLaren, 1989)

3. The elderly (Hasher et al., 1991; McDowd & Oseas-Kreger, 1991;
Tipper, 1991)

Obsessionals (Enright & Beech, 1990)

Subjects who report high cognitive failure (Tipper & Baylis, 1987)
Schizophrenics {Beech et al., 1989}

High schizotypes (Beech & Claridge, 1987)

Depressed patients (Benoit et al., 1992)

Alzheimer’s patients (Mucller & Baylis, in preparation)

e

®Noe

o

Similarly, Gernsbacher & Faust (1991, Experiment 3) showed that sub-
jects who scored low on story comprehension tests seem to be less able
to suppress to-be-ignored stimuli than were control subjects (as indexed
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by the degree of interference caused by to-be-ignored stimuli on a sub-
sequent response}.

In the opposite direction, Beech et al. (1990) have shown that chlor-
promazine (a dopamine blocking neuroleptic that reduces the symp-
toms of schizophrenia) increases negative priming. The results related
to schizophrenia are of particular interest in that some recent models of
schizophrenia suggest that one element of the schizophrenic syndrome
involves loss of selectivity due to weakened inhibitary filtering systems.
For instance, Swerdlow and Koob (1987) suggest that in schizophrenia,
loss of inhibitory processes means that “appropriate filtering and ampli-
fication of cortical information cannot oceur . . . and irrelevant and rel-
evant cognitive or emotional activity are not segregated” (p. 204). The
notiom of “relevance” must surely be defined in relation to the subject’s
goal or drive states. In a similar vein, Gray, Feldon, Rawlins, Hemsley,
and Smith (1991} postulate that the schizophrenic syndrome involves
“the weakening of inhibitory processes crucial to conscious attention,”
which allows “the intrusion into awareness of aspects of the environ-
ment not normally perceived” (Gray et al., 1991, p. 2). The authors fur-
ther suggest that in normals, selection is for goal-relevant stimuli, and
therefore schizophrenics suffer a deficit in the ability to filier incoming
(or endogenously generated) information on the basis of goal-derived
targets. Further investigation of this intrigning area would clearly ben-
efit from the development of explicit models of inhibitory filtering in
normal subjects. We hope the following model will make a useful
contribution.

Thus far we have discussed only evidence for inhibitory processes
being associated with nontarget (distractor) items. There is evidence
from other sources that attended items become actively suppressed
when attention is switched. This is illustrated, for example, by the phe-
nomenon of inhibition of return {Posner & Cohen, 1984}, whereby re-
sponses to stimuli at previously attended locations are retarded, follow-
ing a switch of attention, compared {o items at new (never-attended)
locations. This suggests that as a spatial attentional target is switched,
the shift of attention involves inhibition of the last attended location.
Similar results have been found involving conceptual entities and ob-
jects, rather than simply locations. For instance, in work on text com-
prehension, it has been found that when a text requires the switching of
attentional focus from one protagonist to another, responses related to
the previous focus become retarded (Gernsbacher, 1989}, Within the
attentional literature per se, evidence for object-centered inhibition of
return is reported by Tipper et al. {1991), who show that when attention
is cued to a moving object and then removed from it, a subsequent re-
sponse made to that object is retarded relative to a response made to a
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different object. Because the objects are moving continuously, the inhib-
itory effect cannot be tied to a location, but instead moves with the
object. These studies show that inhibition can be associated not only
with distractor objects, but also with conceptual entities which have
been previously atiended. The work on text comprehension indicates
that the inhibition of attended items occurs at the point at which the
last attennded item becomes a potential distractor, that is, when a shift of
focus is required. It is of some interest to our work to consider whether
these disparate inhibitory effects, involving both attended and unat-
tended items, might arise from a single underlying mechanism. This
issue has been raised before (see, e.g., Tipper et al., 1991; Gernsbacher &
Faust, 1991), but thus far no explicit candidate mechanisms have been
proposed.

This concludes the informal overview of our theory of attention and
its current empirical basis. Thus far no precise mechanism has been
proposed to account for the negative priming effects, or the active sup-
pression of attended items, beyond general statements concerning inhi-
bition becoming associated with internal representations and processes
(Tipper, 1985; Gernsbacher & Faust, 1991). Proposals made in the exper-
imental literature fail to provide answers to numerous questions, such
as: What is the source of the inhibitory processes? How do they locate
their targets (i.e., know relevant from irrelevant information)? How are
they are initiated? How are they terminated? What is their timecourse
more generally? The following model attempts to remedy this situation
by proposing a detailed model of the dynamics of selective attention.
The basic premises of the model, that selection is important in behav-
ioral control, that it is object based, and so on, are derived from the
extensive experimental literature just described. These premises are
supplemented by a formalized selection mechanism which accounts in
detail for a variety of previously obtained results. The proposed mech-
anism also motivates new experiments and contains nonobvious prop-
erties which we helieve may contribute to the integration of different
areas of research.

HI. A MODEL OF THE DYNAMICS OF SELECTIVE ATTENTION

The previous discussion outlines the basic conception of selective
attention, which the model described in this section attempts to develop
more formally. We see the purpose of our modeling efforts as being
threefold:

1. Increased theoretical precision. We believe the previously cited
data provide ample evidence for inhibitory selection mechanisms act-
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ing on central (object-based) representations. However, current propos-
als regarding the nature of the mechanisms remain vague and intuitive.
Thus ongoing empirical investigations need to be linked to a parailel
program of theoretical development if a detailed understanding of the
relevant phenomena is to be attained. We intend the model presented
here to be a first step toward a precise mechanistic account of central
selection processes, as employed in a wide variety of perceptual and
cognitive tasks.

2. Increased predictive power. As well as providing more detailed
accounts of known results, precise models can be expected to gene-
rate predictions that cannot be derived from intuition-bound formu-
lations.

3. Theoretical integration. We believe it is possible that the phenom-
ena of negative priming, inhibition of return, and cognitive inhibition
more generally, may reflect different facets of a single type of underlying
control mechanism (Houghton, 1993). To make this case convincingly.
we need to show in detail what such a mechanism might look like
and how 1t would function in specilic circumstances to generate the
attested data.

As described, our model asserts that a central function of selective
attention is in the goal-based modulation of perceptual input to schemas
guiding action and thought. This conception is shown diagrammatically
in Figure 2.

We suppose the visual system to be delivering up multiple object-
based representations of the external world in parallel. The representa-
tions contain a variety of information regarding location, form, identity,
and so on. The infermational content of each object representation is
bound together to form a unity distinct from other entities. If some part
of this information changes, it remains linked to the same object repre-
sentation (or “object file”; Kahneman & Treisman, 1984), so that, in the
case of a change of positional information, the entity is perceived to
move rather than to be a series of distinct objects at different locations.
(What transformations an object can undergo while still being perceived
to be the same object, even, say, with a changed identity, is clearly an
important empirical and theoretical issue, but one which we will not
address here. We simply take it for granted that the visual system auto-
matically attempts to organize spatio-temporally distributed features
into objects on the basis of grouping (gestalt) principles developed
through evolution.}

On the motor side, we follow other authors (e.g., Norman & Shallice,
1986; Arbib et al., 1987; Arbib, 1990) in proposing that many basic mo-
tor responses are packaged in the form of motor “schemas,” such as
reaching and grasping, naming, pointing at, and so on, by which the
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Schematic outtine of the model showing attention as a gating mechanism at the percep-
lion—action interface. Attentional targets are specified top-down in relation to current
goals and plans. These higher-level planning systems are also responsible for the activa-
tion of action schemas which have variables associated with them (Norman & Shallice,
1086). Variables are bound from information specified in perceptual representations
(though other sources of binding information, .., memory, are possible]. The attentional
mechanism is object centered and foregrounds information contained in specific object
representations, although selection can take place on the basis of featural targets.

agent acts on particular objects in its environment. These schemas are
activated or suppressed by central planning and execution systems
(Narman & Shallice, 1986). Schemas, representing general classes of
actions, have parameters associated with them which, on any occasion
of use, must be bound to information derived from perceptual or mem-
ory systems (Arbib, 1990). The binding of the schema parameters adapts
the action to the details of its current goal and context. Thus the actions
of grasping and lifting need information concerning {at least) the loca-
tion {relative to the effector), form, and likely weight of a target object.
We refer to this setting of variable parameters in action schemas as bind-
ing. We propose that information capable of binding these variables
potentially will be available from a number of candidate objects in the
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Figure 3
The interrelations between the four subsystems in the implemented model.

visual field. Coherent action toward a particular object requires that all
the relevant parameters of the response schema be hound to properties
of that object alone. We will refer to this ceherent binding of a set of
response variables to target objects as coupling. Our model proposes
that successful perceptuo-moetor coupling requires the intervention of a
strategically controlied selective attention mechanism which sets up
goal-derived targets. Information from objects matching the attentional
target is selectively enhanced, whereas information from nonmatching
objects is suppressed. We propose that the process of variable binding
is a parallel competitive one in which all relevant information from
analyzed objects feeds into the binding arena in a cascade fashion. The
foregrounding of information connected to the target object provides it
with sufficient advantage in the competition for binding that responses
become successfully coupled to the target object.

We will now describe the selection mechanism in more detail. The
principal componenis of the mechanism are (1) the object field, (2) the
target field, and (3) the match/mismatch field. Their overall orgeniza-
tion is shown in Figure 3.
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The basic mode of action in the model is that information from both
(internally driven) targets and (externally driven) perceptual object rep-
resentations meet in the match/mismatch field. This sysiem generates
signals that feed back into the object field leading to the foregrounding of
any objects matching the target specification. The following description
of the model begins with an informal account of the organization and
fanction of the various fields of the model, followed by a mathematical
specification of the implementation used in the simulation studies.

A. Object Field

We model object representations to a first approximation as a set of
linked nodes or units, as familiar from connectionist theory. Each unit
represents some or other aspect of the informational content of the rep-
resentation. We assume these object representations are built up auto-
matically by the visual sysiem in its normal functioning, the various
“features” of an object being hound together to form a unified represen-
tation. The novel proposal of this model compared to typical connec-
tionist formulations, is that the components of the object representation
have an “opponent processing” type character.? It is commonplace in
network models utilizing lateral inhibition {Grossberg, 1980; Kohonen,
1984) that individual units generate excitatory fecdback onto them-
selves. Our model includes this self-excitatory feedback (generated via
an excitatory “on-cell”’), but supplements it with an inhibitory feedback
loop generated by an inhibitory “off-ceil.” Thus, when activated, each
node coding for some aspect of an object (a “property” node) seis up a
combined excitatory—inhibitory feedback signal from its associated on-
and off-cells. [Given the function of these cells in the model, we refer
to them collectively as the gain-control subsystem. The basic circuit is
shown in Figure 4.

We refer to the inhibitory feedback loop as the off-channel, and the
excitatory loop as the on-channel. Likewise, we shall refer to the gain-
control unit in the off-channel as the off-cell, and the analogous unit in
the on-channel as the on-cell. In the model, we propose that these feed-
back signals are roughly equally weighted so that, left to itself, the gain-
conirol feedback sums to 0.

We propose that units representing properties of the same object are
linked by excitatory weights, representing the fact that the perceptual

The general idea of opponent processing has a long history in neurophysiology and psy-
chelogy, for instance, in vision (Hurvich & Jameson, 1957), emotion and motivation (Sol-
omon & Corhit, 1974), and learning and memory {Schull, 1979; Wagner, 1981). Grossberg
(1980,1983) suggests  neural net realization of an opponent-iype mechanism that he terms
a gated dipole. The dipaole is differently constructed from our opponent circuit, but shares
a number of functional properties, including the abilify to show “rebound” behavior.
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A single opponent-circuit. Activity in a property unit (representing the presence of some
feature in the Input) activates two balanced feedback circuits, one excitatory and one
inhibitory (the gain-control subsystem, GCS). The activity level of the property cell can be
suppressed or enhanced by changing the balance of activity in the GCS. The dependence
of the activity in the GCS on the activity level of the property cell means that the feedback
intensity is automatically controlled. The symbols w,, w, represent model parameters.

system has grouped these properties together to form the object repre-
sentation. We further propose, however, that links have been formed
among units in the gain-control subsystem, so that within a given object
representation all the off-cells excite each other and inhibit the on-cells,
and all the on-cells excite each other and inhibit the off-cells (Figure 5).

When the property cells of such an assembly are activated, they
generate a stable pattern in the gain-control subsystem that echoes the
pattern in the property cells, neither enhancing nor suppressing it.
However, as we shall see, if some additional signal increases the acti-
vation of some subsel of on-cells {even just one), this will enhance the
activity of all the property cells within the object representation by the
familiar process of spreading activation (and, in this case, inhibition of
off-cells). On the other hand, if an on-cell is selectively inhibited (or the
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Figure 5 -
A set of units in an “object assembly.” An abject assernbly is made np of a linked set of
opponent circuits of the type illustrated in Figure 4. The lil_aks -betwee-n ﬂ-léf on- and off-
channels of the opponent system atlow for the spread of activation or inhibition ihr{)ugh
the assembly. Thus, for instance, the representation: of a whale object can be suppressed if
just one of its component parts is inhibited.

activation of its companion off-cell is enhanced), then, by an analogous
spreading inhibition mechanism acting through the linked {Jff—ch_anne].s,
the activity of all the property cells within the object representation will
be reduced. As we will show, this foregrounding-backgrounding mech-
anism is self-stabilizing, so that when an object assembly in the “bal-
anced” state is perturbed by an external influence to the gain-.con’t.rol
subsystem, it will move toward a new equilibrium pattern of activation
and stay there, as long as the perturbation remains. Importantly, the
equilibrium pattern may be anywhere within the space allowed by the
activation range, rather than just at its exiremes (i.e., with all units at
maximal or minimal values).

B. Target Field

Activation of nodes in the target field is taken to represent the prop-
orties of an internally generated attentional target (or template). The
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content of the target specification is taken to be derived from an organ-
ism’s current goals. Though able to represent sensory qualities of to-be-
attended items (such as color}, the target field is strictly separate from
the sensory fields involved in making up the object representation. We
intend that this architectural separation correspond to a physiological
separation in the brain, with the target field corresponding to areas of
the prefrontal lobes. A similar notion appears in the work of Nitinen
(1985), who refers to what we call the target specification as the atfen-
tional trace.

The specification of the target leads to the biasing of the influence of
perceptual information on response systems, allowing coupling of re-
sponse parameters to properties of individual objects. In this way,
internal goal states mediate perceptuo-motor interactions. In an experi-
mental context, activation of targets will be due to the subject explicitly
following the experimental protocol. For instance, if the subject is told
to name the red object, then the activated schema in Figure 2 will be
NAME-OBJ and the target property will be “red.” In the implemented
model, the target is thus a preset level of activity in units representing
the target property (see Figure 6).

C. Maich/Mismatch Field

The model proposes that the influence of top-down attentional tar-
gets on perceptuo-motor interactions is mediated by the generation of
match/mismatch signals from a system which receives inputs from both
internal target specifications and from perceptual systems (Figure 6).
Objects having properties that fail to match the target specification {on
the appropriate stimulus dimension) receive feedback to their gain-
control subsystem which “breaks the symmetry” between excitation
and inhibition (in the on—off channels), shifting the balance in the in-
hibitory direction. This inhibitory shift begins in the circuit represent-
ing the property on which selection is made (e.g., color), but by the
spreading inhibition mechanism described earlier leads to the suppres-
sion of all the properties associated with the ebject. Objects matching
the target receive an excitatory boost which begins in the circuit coding
the target property and spreads via the on-channels throughout the ob-
ject representation. A role for match/mismatch systems in goal-driven
attention has been posited by a number of authors (e.g., Nddtdnen, 1982,
1985; Duncan & Humphreys, 1989; IHumphreys & Miiller, 1993}. Naata-
nen (1985) reviews a number of studies of event-related potential (ERP)
supporting the existence of matching operations in selective attention.
Niitdnen (1985) postulates that a component of the ERP known as the
processing negativily is “generated by a cerebral matching process
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Figure 6

Figure showing the links between the object, target, and match/mismatch fields. Two
objects are being represented, one red and one green {only the color circuits of the repre-
sentations are shown). The attentional larget is red, leading Lo the target unit representing
red to be on. The target unil representing green is off. Signals from color celis in the object
and target fields met in the match/mismatch field generating feedback signals to the gain-
control systems of the object representations. Entities with properties matching the target
specification have the balance in their gain-control systems shifted in the positive dircc-
tian, whereas mismatching entities are shifted in the negative direction, leading to the
rapid foregrounding of target objects. It should be noted that match/mismatch signals are
held to be generated only from within a subfield related to the featural dimension of the
target (color in this case).

between the sensory input and the attentional trace” (p. 366). In the mad-
eling domain, Humphreys and Miiller (1993) describe a network model
of visual search that involves the matching of perceptual inputs with an
internal template. One important reason for postulating the existence of
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matching operations {rather than a simpler mechaunism based on direct
interactions hetween target and perceptual systems} is that organisms
“know’ when they have detected targets—search behaviors are inter-
rupted and other actions (approach, retreat, etc.) are initiated. Signals
from match systems can thus play a role in regulating behavior.

The match/mismatch field (MMF) is divided up into a number of
property subfields corresponding to subfields in the object property rep-
resentation (for instance, a color subfield, a locaiion subfield, a shape
subfield, etc.). A target property such as red will be matched against
specific inputs to the color subfield from the object representations (Fig-
ure 6). A match causes feedback to the gain-control system of the match-
ing object, which leads to an excitatory imbalance in the gain-control
feedback. A mismatch causes an analogous inhibitory imbalance. No
signals are generated from match/mismatch subfields which code for
properties of a different type than the target property (e.g., color targets
are not matched against the location properties of perceptual inputs).

D. Response Binding

Inputs to the response-binding field are derived from property nodes
in the object field. Recall that the idea behind the binding field is that
response (action) schemas are associated with variable parameters
which must be given specific values to guide the precisc execution of
the response. Many variables which might be bound simultaneously
(e.g., form and position) are likely to be independent (uncorrelated) in
an organism’s experience, and must be supplied independently from
the same target object. The object-based selection, which the current
model postulates, allows properties to be selected in coherent bundles,
although a target may be selected from distractors on only one individ-
uating dimension (examples follow). This raises the important question
of how variable binding is to be represented in a network. In the present
model we use the brute force method of assuming that for any response
variable there exisis a set of nodes capable of representing all values of
that variable. Within connectionist terms, this representation might be
“distributed,” with different values being represented by nonorthogo-
nal (overlapping) patterns across the set of units, or “local,” with or-
thogonal patterns representing each value. In the simulations presented
here, the output variable is the category of the target needed by a naming
response. Each category is represented orthogonally by a single node,
and the model learns associations between patterns of activity over the
property nodes of the object field and nodes representing (reportable)
categorization decisions. Copresence of multiple objects leads to multi-
ple activation of categories, and hence to competition within this field
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of category nodes. We will show how the selective foregrounding—back-
grounding achieved by the model provides the object matching the tar-
get with sufficient advantage in this competition to determine the
categorization response. Details of the construction of the links between
the property and (response) category units are given in the discussion
of the simulations.

E. A Neuropsychelogical Interpretation of the Model

We intend the various components of the model just described to
correspond to anatomically localizable neural systems. Any such map-
ping from theoretical to neural systems must of course be tentative, but
we believe there are reasonable grounds for suggesting the following
arrangement. The object field we take to correspond to the large areas of
posterior cerebral cortex responsible for the coding of visual informa-
tion. This coding appears to be distributed over numerous parieto-
occipital areas, some dedicated to particular stimulus dimensions (e.g.,
color in V4). At the highest level, regions in the inferior temporal lobes
are also implicated (Mishkin, Ungerleider, and Macko, 1983). As yet
unknown grouping mechanisms must act to bind these distributed
codes into coherent perceptual unities (objects). We suggest that the
gain-control subsystem {on- and off-cells) may be implemented locally
within the cortex or may involve interaction with the thalamus by a
cortico-thalamo-cortical loop regulating cortical activity. On neuro-
anatomical grounds, the latter proposal implicates the pulvinar nucleus
of the thalamus.

We locate the target field in prefrontal cortex, which is seen by many
authors as the center of nervous system “self-control,” responsible for
the highest levels of planning and goal-directed behavior (see, e.g., Lu-
ria, 1973; Fuster, 1980; Stuss & Benson, 1986; Goldman-Rakic, 1987;
Shallice, 1988). Such ideas invariably involve a central role for selective
attention (Fuster, 1980, 1989}, Areas of the prefrontal lobes (e.g., princi-
pal sulcus, inferior convexivity) are known to be able to maintain visual
representations (Fuster, 1980; Goldman-Rakic, 1987}, and these areas
have reciprocal connections with the preceding posterior visual areas
(Goldman-Rakic, 1988). A number of authors have speculated that these
areas are involved in the integration of perceptual information in guid-
ing nonroutine behavioral responses, that is, those responses requiring
attention (Fuster, 1980; Goldman-Rakic, 1987).

Motor schemas are generally associated with regions of the frontal
cortex, such as the premotor cortex and supplementary motor area (Ar-
bib, 1990), and we suppose that the binding of response parameters
must take place in such areas. Qur model thus proposes that the
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throughput of sensory information from posterior to frontal (motor)
regions is gated by prefrontal selection targets. The remaining issue is
that of precisely how prefrontal and posterior systems interact, a notable
gray area in all of the preceding works referred to. Our model postulates
that the interaction takes place via a matching process, and it seems
possible that this could take place by direct cortico—cortical interactions
between prefrontal and posterior systems, utilizing the reciprocal path-
ways known to exist {Goldman-Rakic, 1988). However, there appears to
be other possibilities, such as an interaction with the loop from sensory
cortex through the limbic system {(including the hippocampus) and back
to the cortex, as postulated in the visual learning model of Mishkin and
his associates {Mishkin, 1982; Mishkin & Appenzeller, 1987). This
model appears to attribute attentional modulation of visual learning to
prefrontal interaction with this reafferent loop. This idea is consonant
with our model, so long as prefrontal inputs are considered to gate activ-
ity in the loop such that activity in nommatching channels leads to
suppression of associated sensory registers. In this regard it is interest-
ing to note that Galdman-Rakic (1987) remarks that areas of the prefron-
tal cortex “project to the presubiculum . .. [which] represents a major
output of the hippocampus to other cortical structures . . . Accordingly,
the prefrontal terminals in this area are in position to gate the output of
the hippocampal formation” {p. 389).

We now briefly describe the mathematical impiementation of the
model used in the simulation studies described in Section IV.

F. Fermal Specification of the Model

The model is implemented as a neural network using components
familiar from such works as Grossberg {1980), Kohonen (1984}, and Ru-
melhart and McClelland (1986). Each unit in the model is associated
with a scalar variable referred to as iis activation value. Activation val-
ues vary in the range [~1, 1] with a resting level of 0. Negative activation
values represent sub-baseline states. Nodes are connected by weighted
links and communicate by the spread of activation along the links.
Links may have positive (excitatory) or negative (inhibitory} values.
Only positive activation levels are propagated. The rule of propagation
is the familiar one whereby {positive) activation values are multiplied
by the weights in the connecting pathways. The net inpui to a given unit
is typically the sum of the [positive and negative] inputs it receives
along its input pathways. Net inputs are converted into momentary ac-
tivation values by an activation function. The main activation function
used in this model is of the “leaky integrater” type, which integrates
input activations over space and time but “leaks” due to passive decay.
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The function is used by all the units in the object field (property unit.s,
and on- and off-units) and by units in the response-binding field. It is

siven formally by
Salf) + (1 — a(D)f(net{t)} ifnet,>0
@u+ﬂ:{8ﬁﬂ+u+QMUM@M]ﬁmm<D (1)

where a, is the activation level of unit u, and net; is the net input to u;
and & is a “decay’’ parameter. Because we use negative agtivation values
to represent states of suppressed responsiveness (which shoulld not
be thought of as the inverse of excited states, or as the possession of
“negative activation”), we in fact use two “decay” paran}eters: 3+, rep-
resenting passive decay from excited states (i.e., = &+ if g, >'D), and
8-, representing spontaneous recovery from suppressed states (ie.d =
5- if g, < 0). In all the reported simulations 8* = 0.5 and &~ = 0.9,
spontaheous recovery being slower than passive decay. To ensure that
activations remain bounded, the function f{(x) should be some suitable
S-shaped “squashing” function, with output in the range [—1,1], and
the property f(0) = 0. In the reported simulations we use

2
flo) = s 1 (2)
which has an appropriate sigmoidal shape with asymptotes at fl a‘nd
1. We note in passing that we have run the model using other a{.:tlvatlon
functions of a similar type, and have not found it to make any difference
to the phenomena discussed here.

Because negative activation values represent states of suppressed re-
sponsiveness, such values clearly are not propagated. Thus each unit
has an output function,

of{t) = max(0, (1)) (3)

that is, the output is 0 unless the activation value is positive. This will
be assumed in all the following equations, where @, should be taken to
represent the output activation value [i.e., ¢} = oif)l. . '

The hehavior of different nodes depends essentially on their net in-
puts from outside sources. In the assemblies of nodes forming object
representations, we have three types of node (see Figure 4): u”, repre-
senting some property, u”*, the on-cell, and u*, the off-cell. Their net
inputs, net?, nei*", and net*7 are given respectively by

nety = I + w{ag" — a7} {4)

netyt = w0 + Wa 2, gon — w, 2 af + mung (5)
jea ! %A

netd = w,a? + wy 2 a?f — w, % ag" + mmg (8)
jed i
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where I7* is the external input to property unit u?; a?, g*", and a7 ars the
activations of the property, on- and off-units respectively; w,, w,, w,,
and w, are weight parameters; A is the set of nodes in the assembly; and
mumne and mmg¥ are signals from the match field [defined in Egs. (11),
(12)]. The external input signal F* is derived from sources outside the
model and is set to a value of 1.5. Given the activation function used
[Eg. {1]], this is suificient in itself to drive the activation of a property
node to a value of about 0.75. Therefore, in the simulations reported in
the following section, the establishment of property node activation lev-
els above or below this value is due to the selection mechanism.

The parameters w, and w, govern the strength of the interaction be-
tween property units and the gain-control cells, and vice versa (Figure
4). Thus, w, is the magnitude of the weight of the feedback links from
the on- and off-cells to the property unit in an opponent circuit, and w,
is the weight from property units to gain-contrel units. Having just one
weight parameter in each direction (instead of two independent ones)
means that the circuit is inherently “symmetrical” (though this is, in
fact, not strictly necessary for the model to function). In all the simu-
lations, w, = 1.3 (except where it is purposefully manipulated) and
w, = 1. We have not systematically investigated the effects of changing
the relative values of these weights or of using nonsymmetrical weights.

The parameters w, and w, govern the strength of the lateral interac-
tions among the gain-control (on—off) cells. Their values are not fixed
but depend on the number of property nodes in the object assembly.
These weights control the strength of the feedback within the on—off
channels, and it is important that the total feedback any node receives
via these channels does not grow too large. Otherwise, for instance, the
activity in a channel could become self-sustaining because of the posi-
tive feedback. It is also desirable in the implementation to keep the total
input weight to any gain-control cell from other cells within an assem-
bly constant, independent of the number of other such cells that happen
to be in the assembly. This means that the strength of the feedback any
gain-conirol cell receives is independent of the number of cells in the
object assembly. Normalization can be achieved locally if each cell is
thought of as having a total input “weight,” which it distributes evenly
among its inputs. Thus the actual values of the parameters w, and w, are
given by

Wi,
— o1 7

Y2 T A (7)
_ Wi

" T Al ®)

where | Al is the number of nodes in the assembly. The parameter W,



78 George Houghton and Steven P. Tipper

represents the total inhibitory weight to a cell (i.e., from off-cells 1o on-
cells, and vice versa), and W, is the total excitatory weight (from on-
cells to on-cells, and off-cells to off-celis).

Uniis in the match/mismatch field receive input from object property
units and from target units. The field contains two classes of units:
match units and mismatch units. Only units coding properties of the
same class as the current target property can be activated; for example,
if targets are specified by location, only the location subfield of the
match/mismatch system will be active. Match units of the active sub-
field fire when they receive inputs from both object and target field cells
(i.e., target and property are the same). Mismatch units fire when they
receive inputs only from property cells (target and property are differ-
ent). In the implementation, the activation values of match/mismatch
cells are proportional to the strength of the input from the property
node, modulated by the sirength of the target activation. Formally, for
ali match/mismatch units um* and 7 in the appropriate selction sub-
field,

a}f—n+ = ai_m' a]j;' (9]
@ = (1 — sign(a@)}ar (10}

where a7+, @@, ai, and ap are the activations of the ith match, mis-
malch, target, and property units, respectively (i.e., for simplicity, units
at corresponding locations in the property, target, and match fields code
for the same feature). From Eqs. (8) and (10), we see that when @ = 1,
then =+ = a¥ and a~ = 0. That is, when a target node is active, the
strength of the maich signal {ay*) generated from the corresponding
input property node is equal to the activation level of that node. The
mismatch (@) signal is 0. When a = 0, then af* = 0 and a¥~ = @7
That is, when there is no iarget input, the mismatch signal is equal in
magnitude to the activation of the property node, and the match signal
is 0. When ar = 0 (i.e., there is no sensory input to a match/mismatch
channel) no signals are generated, whether there is target node input or
not, that is, sole activation of a target specification does not give rise to
activation in corresponding sensory registers (property nodes). This as-
sumption is probably incorrect, judging by physiological indicators of
heightened activity in cortical regions corresponding to a to-be-attended
stimulus, even in the absence of the stimulus itself (see, e.g., Roland,
1982). The model could be altered io reflect this “expectancy” prim-
ing {which would make selection more efficient), but this would not
appear to have any bearing on the issues which concern us in this
chapter.

The match/mismatch signals project to the gain-control cells asso-
ciated with the property unit whose activation caused the match or
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mismatch. Match signals inhibit the off-cell and excite the on-cell, mis-
match signals inhibit the on-cell and excite the off-cell. Formally,

mme” = @t — gi- (11)
mmy = g~ — grt (12)
where mmg and mm?” are the match/mismatch inputs to the # on- and
off-cells, respectively [see Egs. {5), (6)] and &= and ¢=~ denote the acti-
vation levels of match and mismatch cells, respectively [Egs. {9), (10)].

The following tabulation lists the given model parameters and pro-
vides typical values used in the following simulations:

Pt =115
5t = 0.5
&~ =10.9
w, = 1.3
w, = 1.0
W, = 1.3
W, = 1.3

Iv. MODEL SIMULATIONS

This section provides detailed examples of the dynamical properties
of the model and simulates data from a number of paradigms, including
interference effects and negative priming.

A. Selection and Interference

The simulations in this section illusirate the basic dynamics of
selection in the model. The case considered is the generation of an overt
categorization response {naming) to one of two simultaneously presented
line drawings of common objects. The naming target is distinguished
from the distractor by its possession of some criterial attribute—this
attribute will generally be the object’s color. (This is the display type
used in, e.g., Tipper, 1985.)

To implement such simulations, the network was trained to associate
sets of properties with object categories. In terms of Figure 3, weights
were learned between distributed (i.e., correlated] patterns of activity in
the object field and activity in single nodes representing categories in
the response system (Figure 7). These weights were learncd using the
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Figure 7

Weights linking nodes in the object and category fields are learned usi.ng_‘ th.e deita r.ule
supervised learning algorithm. After learning, 2 distributed pattern of activity in t.he ob]ec.t
field, representing a single object, gives rise to a single [ortl.logonal] c:.iteg(?rlzatmn deci-
sion. The presence of multiple, simultaneously analyzed objects can give rise to compet-
ing bindings of the categorization response.

delta rule associative learning procedure (Rumelhart & McClelland,
1986), though the model is not tied to the use of this particular qlg.o—
rithm. After learning, presentation of an object is represented by activity
over a particular set of property nodes. This activity feeds through the
learned weights generating a pattern of activity on the category nodes,
considered here to represent the binding of the naming response tol a
particular category (Figures 2 and 3). If multiple objects:: are presgnt in
the input, it will be expected that multiple category bindings will be
coactivated and that selection, therefore, will have to take place to gen-
erate a coherent response to the target.

The property nodes are organized into a number of prope]{ty sub-
fields, according to stimulus dimension. The dimensions used m.clude
location, position, size, shape, animacy, and function.. These d_1men-
sions are important in the matching process, as match/ ‘ﬂllSIflatCh s1g-nals
are only directly generated within the selection dimemnsion sub‘ﬁeld.
Some of the nodes in the object field stand for contingent properties of
the particular object presented (e.g., color and position). Thes.e pProper-
ties, although bound into the object assembly, are irrelevant with rt?ggrd
to the categorization response. Other activated nodes stand for def%nl'ng
characteristics of the object (i.e., characteristics present during training
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of the property to category mapping}. Patterns of activity over such prop-
erty nodes are assumed to encode semantic (categorization-relevant)
features, and may be thought of as a distributed representation of the
semantic classification of the object. In the following simulations, object
assemblies consist of nine or ten praperty nodes, of which five are al-
ways category relevant, the remainder code for color and position. The
generation of an overt (conscious} ciassification response thus involves
the mapping of the distributed semantic representation (in which differ-
ent objects of correlated categories might share nodes) onto a local rep-
resentation of category (in which different categories are orthogonal to
each other). Thus nodes representing, say, ANIMATE HUMAN MALE
TWO-LEGS, would give rise to a peak of activity in a category node
representing the category MAN, with relatively little activation of the
other category nodes. In the simulations reported here, there were 50
property nodes in the object field and 12 category nodes in the response
(parameter-binding) field. Given the replication of the property node
structurc in the gain-control and match fields, this yields a total of 262
nodes.

We now illustrate the way in which the mechanism just described
realizes the central function of selection of objects and the concomitant
coherent binding of response parameters in situations in which a target
object is accompanied by one or more distractor. In the following simu-
lations the objects presented will be thought of as colored line drawings,
with the selection cue being color (Tipper, 1985). The simulations are
produced by activating propertv nodes for both objects (say, a red cat
and a green guitar), which are linked in two assemblies, as previously
discussed. The process of linkage (object grouping} is not explicitly
modeled here, but is assumed to take place during lower level percep-
tual processes (as stated earlier, this model of attention is abject hased).
Concurrently, in the target field, a node representing the target property
(say, the color red) is activated. Activation from the object field feeds
through the learned connections to the category field (as discussed pre-
viously) giving rise to two competing response tendencies. Selection is
achieved by virtue of the fact that internal targets and externally driven
activations come together in the match/mismatch field. In the particular
example under consideration, the target red generates a match with the
property “red,” whick forms part of the object assembly representing
the cat, and a mismatch with the property “green,” which forms part of
the guitar representation. As discussed previously, the match/mismatch
signals break the symmetry in the gain-control feedback within the ob-
ject tield. The match signal from red causes the opponent mechanism to
generate net excitatory feedback to the property “red,” which spreads
through the relevant object assembly (via the on—off nodes), giving a
boost to all property nodes within it. Conversely, the mismatch with the
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Figure 8

Attentional separation of target and distractor objects using color as the dimension of
selection. As input arrives in the object field the two assemblies briefly ailain similar
aciivation levels, but eventually the nodes representing target (RED] and distracior
{GREEN) colors are respectively enhanced and suppressed by virlue of matching or failing
to match the internal target (RED). This activation gap then spreads through to the rest of
the property nodes in the respective assemblies by the linked on—off channels described
in the text.

property node “green” tips the balance in its gain-control feedback in
favor of the off-channel. This heightened off-activation spreads from the
node coding for green to the rest of the relevant assembly via the lateral
connections between the gain-control units (Figure 5).

To illustrate this process, Figure 8 shows the activation values of
nodes in the object field when two objects are simultaneously pre-
sented, one of which is to be responded to (selected) on the basis of
possessing some criterial property (color, in this case}. The target object
is in the color red and the distractor is in green. At stimulus onset, all
activated property nodes increase their activation levels together. At a
certain point, however, the feedback from the match system starts to
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influence the pattern of activity. First of all, the nodes which give rise to
the match/mismatch signals (red and green) become separated, red he-
ing amplified and green suppressed. This amplification/suppression
rapidly spreads to the rest of their respective assemblies, leading to the
separation of the two sets of nodes.

It should be noted at this point how the model does not cause the
representation of the distractor to fall below background levels (i.e., to
disappear]. This is partly due to the fact that the activation of the prop-
erty nodes drives the activity in the gain-control feedback channels—as
the activity level of a property node falls it generates less inhibitory
feedback onto itself. The resting level represents the equilibrium acti-
vation between the external driving input and the self-generated inhib-
itory feedback. The model thus provides an implementation of an
automatically self-adjusting gain-control mechanism, which allows the
strength of the inhibitory feedback to be continually responsive to dis-
tractor activation levels.

The effect of this separation of target and disiractor inputs an re-
sponding is shown in Figure 9. To begin with, there is an equal tendency
to bind the response to both input patterns, preventing any response
being made (two categories cannot be named at once). However, as the
target and distractor activations in the object field become separated,
this leads to one categorization decision becoming dominant. Although
we have not attempted to implement a specific response generation
mechanism, we suppose that there is some minimal dominance of one
binding over another, which is required before a response can be confi-
dently initiated. Thus, reaction time will correlate positively with the
time taken for a clearly dominant response binding to emerge. These
simulations show how the model implements the idea that the selective
attention acts to bias the competition for contro! of the parameters of the
response systems.

The strength of the gain-control feedback in the on—off channels,
which leads to these results, is dependent not only on the strength of
the input from the property nedes but also on the values of the weights
in the on- and off-channels, which are set to be equal {in magnitude)
and opposite [parameter w, in Eq. (4)]. Irom this it seems clear that the
degree of separation achieved at asymptote between target and dis-
tractor will be a function of the magnitude of these weights. Because it
is this activation advantage which allows a dominant response ten-
dency to emerge, it follows that this selection gradient will be reflected
ir the response system.

This is illustrated in Figure 10, which shows the timecourse and
asymptotic values of the activation difference between target and dis-
fractor for different values of the magnitude on the feedback parameter
w,. As can be seen, the greater the value of w,, the preater and more
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Figure 9
Activation levels of nodes representing the binding of the identification (naming) response
to a particular category in response to the object field activation pattern shown in Fig-
ure 8. The attentional separation of target and distractor representations leads to the dom-
inance of information from the target in the categerization decision. Because this infor-
mation is “consistent,” a clear categerization emerges.

rapid is the separation achieved between response strength to target and
distractor. In other words, higher values of w, lead to more efficient
selection. As previously discussed, there is known to be wide individ-
nal variation in selection ability, as well as systematic differences be-
tween various groups. The model thus suggests possible mechanistic
sources for these differences. There are other manipulations which may
be made, giving a variety of individual selection profiles. For instance,
for the model to function, it is not necessary that the feedback weights
{(w,) have equal magnitudes in the on—off channels. Greater strength in
the off-channel, for instance, leads to an overall dampening effect.

A familiar finding in studies of interference is that greater similarity
beween target and distractor leads to greater interference (Estes, 1972;
Bjork & Murray, 1977; La Heij, 1988; Duncan & Humphreys, 1989;
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Figure 10
Difference in activation level between targel and distractor categories [response binding)
over time for different magnitudes of the opponent-circuit feedback parameter w,. Higher
values of w, produce more rapid separation of target and distractor categories as well as
higher asymptotic values.

LaBerge & Brown, 1989).% This increase in interference is found in the
model if it is assumed that two separate objects can share property
nodes, that is, if the same property node can be bound into more than
one object assembly. Thus, in a display showing a cat and a dog, indi-
vidual nodes representing properties such as ANIMATE HAS-FOUR-
LEGS would form part of two assemblies simultaneously. These nodes
would thus receive positive (excitatory) feedback from the other nodes

*We nole that distractor interference effects are complex. Although disiractor interference
can be greater when the distractor is related to the target {(Klein, 1964; Stroop, 1935) and
such interference is determined both by semantic properties and response sel (La Heij,
1988; La Heij, Dirkx, & Kramer, 1999), other work has shown facilitation from related
distractors {La Heij, Van Der Heijden, & Schreuder, 1985; Underwood, 1980). One expla-
nation is that there are mulliple representations associated with the ignored object, for
example, for its perceptual, scmactic, and response properties. The effects of these rep-
resentations may be to facilitate or inhibit performance, depending on task demands.



86 George Houghton and Steven . Tipper
UNSHARED NODES SHARED NCDES UNSHARED NCDES
OBJECT 2
OBJECT 1

¥

ON-OFF UNITS
1
1 |
I

““““““““ = r ON-OFF UNITS

Spread of suppression
via OFF-channels

NV

( ON-OFF UNIT

A
|
I
1
|
I
i
i
1
1
|
I
i
i
1
I
I
1

Spread of activation
via ON-channels

- D

MATCH-SIGNAL MISMATCH-SIGNAL

— > Excitatory Link

_________ = Inhibitory Link

Figure 11 ‘
An example of two object assemblies sharing nodes. Fach assembly consisls ojf five nodes
with two nodes being shared with the other. The assembly labeled.O.B]ECT 1is sh.own as
matching a selection target (on some dimension) and thereby receiving a mat(.*.h s;gnal. to
its gain-control subsystem. The nonmatching object (OBJECT 2] receives a mismatch in-
put, flipping its gain-conirol system into inhibitory mode. The two shared. no_des, being
part of hoth assemblies, are thus subject to both amplificatory and supprassive influences
spreading from the nodes that are unigue to each object.

forming part of the object assembly matching the target, and negative
foedback from the nonmatching object. (See Figure 11.)

This combination would be expected to yield an activation level in
the shared nodes that would be higher than that achieved by the un-
shared nodes in the distractor, yet lower than that achieved by the un-
shared nodes in the target. Because the activation of these share_d nodes
can spread via the on-channels to other components of tl}e d}stractor
assembly, we predict that the general level of activation of a distractor

will be a positive function of its degree of correlation with the target,

thus giving rise to greater interference in the binding progess. .
To illustrate this phenomenon, the selection process just described
was Tun with a series of distractor objects varying in their degree of
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similarity to the target and implemented as the sharing of category-
relevant property nodes. As before, in each trial two object assemblies
were simultaneously activated representing two objects differing in
color. Selection was based on the activation of a node in the target field
specifying only the color of the object io be named. All parameters were
unchanged. Tn the simulations, the shared features between target and
distractor were always of the criterial kind (i.e., the shared features were
relevant to the categorization decision). Although sharing noncriterial
features would be expected also to produce interference (by the same
process as that described), these features themselves would not directly
contribute to the activation of competing responses. Thus the more dif-
ficult case for the model is to generate a coherent response in the pres-
ence of distractors with shared criterial features, and it is crucial to
demonstrate that it is capable of such performance. The dependent var-
iables looked at were the difference in the activation levels achieved by
target and distractor objects in the object field, and the subsequent level
of interference in the binding process. Figure 12 shows the difference in
the mean activation levels achieved by object field nodes for four levels
of correlation between object assemblies. Each curve is labeled with the
percentage of shared active nodes in the two assemblies, given for both
criterial (category-relevant) features (¢1) and total (criterial and noneri-
terial features (c2).

As the correlation rises the mean activation gap achieved between
target and distractor objects decreases. This decreased activation gap
between sets of property nodes is reflected in the category-binding field
in the form of a poorer signal-to-noise ratio for the target category. This
greater interference simply reflects the fact that, in this modsl, overt cat-
egorization is implemented as & process of orthogonalization (correlated
object-field patiern vectors are mapped to orthogonal categorization
vectors). The greater the correlation between two distinct simulta-
neously presented inputs, the more difficult this becomes (i.e., the pat-
terns become harder to separate).

Earlier we presented two general arguments regarding why inhibition
is likely to be an important component of any biological selection pro-
cess. To make this point further, we emphasize that it would be impos-
sible to achieve this separation of patterns with shared nodes without
the ability to specifically suppress the features unique to the distractor
(i.e., without the inhibitory compeonent of the gain-control mechanism).
if the model contained only a facilitatory mechanism boosting target
activation, then enhancement of the shared properties in the target as-
sembly would spread unopposed through both assemblies, leading to
enhancement of the distractor and the inability to selectively respond.
Inn general, it is difficult to sce how any model which uses correlated,
distributed representations (thereby allowing sharing of nodes in object
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Figure 12

Simulation of similarity effocts on efficiency of selection. The greater the similarity be-
tween two (categorically distinct} objects {in terms of shared nodes in the two assemblies),
the greater the interference caused by the distractor, as measured here by the differcnce in
the mean activation values achieved by the nodes composing the target and distractor
object assemblies. Each curve in the figure is labeled by two percentage correlation values,
¢1 and ¢2. The former gives the percentage of category-relevanl active nodes that the farget
and distractor share, and the latter the percentage of overall active nodes (including. e.g.,
nodes representing location).

representations) could achieve effective selection without the active in-
hibition of nontarget related features counteracting the spread of acti-
vation from the attended object. We additionally note that these features
may be arbitrarily many, and, as is the case in these simulations, may
not be related in any way to the endogenously generated selection fea-
ture (and thus cannot be directly inhibited by a mismatch signal). It is
thus hard to escape the conclusion that the specific inhibition of such
features must be due to a spreading inhibition mechanism (as proposed
by Tipper, 1985), with its source in the dimension on which selection is
being made.
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Previous discussions of this idea (e.g., Neumann & DeSchepper,
1991) have considered spreading inhibition as analogous to spreading
activation, and have not addressed the issue of how it is that inhibition
can spread. Activation can spread because excitatory links are, so to
speak, transitive. If a node u, excites a node u,, and u, excites u;, then
activation of u, will eventually spread to u,. If the links in this chain are
inhibitory, however, then activation of u, will inhibit u,, the effect of
which will be to disinhibit u,, the exact opposite of what is required.
Hence, spreading inhibition cannot operate in a manner strictly aralo-
gous to the typical mechanism of spreading activation. The model pre-
sented here contains an effective solution to this problem, the only one
we are aware of.

B. Negative Priming

We now consider how the model accounts for the basic facts of the
negative priming phenomenon discussed earlier (Tipper, 1985]. In this
paradigm, a priming selection trial, which might be represented in the
model by Figures 8 and 9, is followed by a probe trial. In the probe
selection trial, the target itemn might be the same as in the priming trial
{repeated prime condition}, the same as the distractor item in the prim-
ing trial (ignored prime condition), or different from both (novel probe
condition). It is commonly found that reaction times to the ignored
prime condition (i.e., when the current target item was the previously
ignored distractor} are slower than in the novel probe condition. Reac-
tion times are fastest to the repeated prime. In the following simulations
we will only be interested in the comparison between the ignored prime
(IP) and the novel probe (NP) conditions. We assume that the repetition
priming effect is due to factors which we deo not attempt to model here,
such as increased connection strength in selected perception-action
pathways, or in the lowering of selected response thresholds. Repetition
priming appears to last for some time (at least a matter of hours, possibly
much longer) and can withstand any number of intervening events,
whereas the negative priming effect does decline over time (Neill &
Valdes, 1992), and appears not to survive the making of intervening
responses (Neill & Westberry, 1987; Tipper et al., 1991).

Previous informal accounts of the negative priming phenomenon
(Tipper, 1985; Tipper & Cranston, 1985) stipulate that during selection,
distractors are actively inhibited, and the inhibition is evident in the
retarded responding in the IP condition. This informal account does not
stipulate to what extent distractor items are inhibited while they are
present. For instance, are their internal representations suppressed be-
low resting levels? Qur formal model makes specific proposals in this
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regard. As illustrated in Figures 8 and 9, which show how the model
achieves selection and coherent responding, it is not necessary for the
mode! to “obliterate” any internal trace of the distractor object in order
to respond properly to the target; that is, it is not necessary o suppress
its represeniation below resting levels. Indeed, we do not believe it is
appropriate to postulate that the distractor is suppressed below resting
levels for a variety of reasons. As discussed earlier, nonattended objects
in the world form a background, the representation of which facilitates
both recognition of particular objects (by providing contextual infor-
mation) and effective action toward them (by allowing the adaptation of
actions to unpredictable details of the physical context). Further evi-
dence that the unattended field is not only not deleted but is actively
monitored comes from the orienting response. Organisms exhibit ori-
enting responses to salient or potentially significant events in the unat-
tended field to the extent that ongoing, useful activity (e.g., eating) may
be disrupted. A particularly relevant example of orienting fo the ba.ck—
ground is when we notice the offset of an unattended background noise,
whose presence we had ceased to be conscious of. It is difficult to see
how the offset of an unregistered signal is likely to be noticeable. There
is also experimental evidence of distractor objects (associated with spe-
cific responses) being processed even to the point of incipient response
generation, as indicated by electromyogram recordings in appropriate
effectors (Erikson, Coles, Morris, & O’Hara, 1985). All such considera-
tions support the notion that the unattended field is analyzed and con-
tinually monitored as a background to focal actions. T}_lis would not
be possible if selectively attending to one part of the afferent field ef-
fectively obliterated all else. Our model thus does not postulate that
the representation of distractors is suppressed below resting levels {F'ig-
ure 9), and we consider such a proposal to be, in the general case,
untenable.

This apparently raises something of a quandary. Suppose that Figure
9 represents the priming trial in a negative priming experiment and that
at the end of the trial the display is terminated and the distractor disap-
pears. The object field nodes constituting its internal representation
now no longer receive external input. We might expect that their acti-
vation values would then decay back to resting levels, given the decay
term in the activation function [Eq. (1)]. On the basis of this it would be
difficult to predict any kind of negative priming when the probe displgy
appears in the IP condition. We might even predict a modicum of f.acﬂ-
itatory priming based on any residual activation in the relevant units at
the onset of the probe display.

However, this is not in fact what happens. As noted earlicr, the equi-
librium activation level achieved by any property unit constitutes a bal-
ance between its net input and the spontaneous tendency to decay to
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resting levels. This level is lower for units in distractor representa-
tions than for the units in targets because, in the distractor assembly,
the activity in the linked oppeonent circuit is concentrated in the off-
channel, counteracting the effect of the excitatory external input, and
reducing the overall net inpui. Once the external execitatory input is
terminated, however, the net input to a property unit in a distractor
representation consists of just inhibitory feedback from the off-channel,
driven by the activation of the property units themselves. We can see
this from the net input equation for a property node u?, Eq. (4), repeated
here.

nety = I** + w(a — a2¥)

Thus for a property node u? in a distractor assembly, when the external
input is terminated, then F* = 0, ag" < 0 (on-channel is suppressed
during selection}, and a?” > 0 (off-channel is boosted). Thus at the offset
of the prime display. nefr = —w,a?’ < 0. The effect of this switch of the
net input from excitatory to inhibitory is to cause an inhibitory “‘re-
bound” in the activation values of the property units constituting the
distractor representation. This process is illustrated in Figure 13, which
shows what happens to the property nodes in the object field for a dis-
play of two objects, one of which is selected for responding and one of
which is ignored.

The two curves in the figure represent the mean activation values of
ali the nodses in each of the two object assemblies {the assemblies are
orthoganal in this case). As can be clearly seen, at the offset of the dis-
play, while the representation of the target ebject gradually decays back
toward resting levels,* the representation of the distractor returns to a
resting equilibrium value via a different route involving an excursion
into the negative activation region representing suppressed responsive-
ness.> We propose that it is this postoffset inhibitory rebound in the

4To try to model what happens when displays are terminated, it is necessary to add two
further processing assumptions to the model. The first is that the assembly of nodes
representing an object pereept should immediately slarl to decay as an assembly; that is,
the lateral connections linking the on—off cells in each assembly should decay back to 0,
50 thai the property cells are no longer grouped in an object percept. In the implementa-
tion, after stimulus offset w,{t + 1) = 0.9w,{#), whore w; is the weight linking any two on-
and/or off-cells. If the weights do not decay, activity within, say, the off-circuit of the
distractor, can be self-maintaining, generating long-term negative priming, akin to an
object-shaped “hole” in perception. There would also be disastrous interference between
successively presenled objects which share nodes, producing a summed assembly con-
taining all input propertics. The second assumption is that at stimulus offset, activity of
the target node passively decays at the usual rate. Without this assumption, decay of the
target—object representation is considerably slower, due to continued match field input.

*This “rebound” behavior at offset of external input is typical of opponent mechanisms,
and is largely responsible for their attraction in explaining a variety of phenomena (see,
e.g., Solomon & Corbit, 1974; Houghton, in press).
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Showing how the mode] can accommodale the negative primmg effect with t%le need fr?r
the distractor representation not to be suppressed below resting lev.els while thgre is
external input. The two curves show the mean activation values over time of the uzluts in
two object assemblies, activated by an external display in a sele.cnon task. In particular,
the dashed curve shows the mean activaiion of a distractor si1H1.u1113. Al offset of ’Fhe
external inpul, the representation of the distractor does not passively decay to resting
level but suffers an inhibitory rebound.

activation of the distractor representation that causes negative priming.
If the distractor is re-presented as a target during the time the nodes
constituting its internal representation are in this suppressed state, then
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reaction times will be retarded relative to a novel probe (whose con-
stituent nodes will be at resting level activations). Thus the model
sucecessfully accommodates negative priming with the need for the rep-
resentation of distractor inputs to be maintained above resting level.
Moreover, no special mechanism is required to achieve this. The in-
hibitory component of the selection mechanism, being based on self-
feedback via the opponent system, is automatically self-regulating so
that ignored distractors reach equilibrium activation levels above rest-
ing level {but below that of the target;. It is this same opponent mecha-
nism that is responsible for the postoffset rebound (negative priming)
found when the distractor input is suddenly terminated {or, conversely,
if attention is suddenly switched from a target; see the simulation of
inhibition of return in the following section}.

The effect of the inhibitory rebound at prime offset on subsequent
representation in the probe is shown in Figures 14 and 15. These figures
show the mean activation values achieved by target and distractor as-
sembly nodes in a priming trial followed by a probe trial (the curves are
actually the means of 10 runs of the model using different sets of input
objects and some random variation of the parameters, w,, 3%, and 8-}. As
before, each assembly contains one node representing color (red or
green). The target object is red in both the prime and probe trials, and
the distractor is green. One consequence of this is that in the ignored
prime condition, the ignored distractor must change color. Figure 14
shows the novel probe (NP) condition in which the target in the probe
trial is unrelated to either of the objects in the priming trial. In this case,
there is little difference between the prime and probe conditions. The
target is separated from the distractor while both are on (presentations
here are fairly brief and maximal separation is not achieved while the
input is still on). After stimulus offset (when respenses are actually
made in such experimenis), there is clear dominance of the target over
the distractor (which is, of course, inhibited). Response binding in the
probe trial is thus not significantly different than in the prime.

By contrast, Figure 15 shows the situation in the critical ignored
prime condition. Here the target in the probe dispiay is the same cate-
gory as the previously ignored distractor. In this case, the inhibitory
rebound at the offset of the prime interferes with the re-representation
of the stimulus as a target. Indeed, at probe onset, the distractor achieves
a higher initial activation than the target which takes time to establish
dominance. Interestingly, at probe offset, the decay of the target repre-
sentation is more rapid than in the novel probe condition. This is
because, in the ignored prime condition, the establishment of recircu-
lating activation in the on-channels of the target is badly interfered with
by the residual activation in the off-channel, established when the probe
target was the previous distractor. In the novel probe condition, it is this
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Figure 14

Full simulation of a negative priming trial with both a prime and a probe display. This
figure shows the mean activation of object assembly nodes in the NP (novel probe) condi-
tion. Selection is achieved equally well in both the prime and probe sections of the task.

self-reinforcing on-channel activity that enables the target to maintain
its activation after display offset, despite receiving no further external
input and having a passive decay rate (5*} of 0.5. The off-channel acti-
vation affecting the new target is, in addition, supported by some resid-
ual strength, at the onset of the probe, in the link from the distractor
color {green) to the target (as previously noted, in the IP condition, the
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Figure 15

Full simulation of a negative priming trial with both a prime and a probe display. This
figure shows the mean activation of objecl assembly nodes in the IP (ignored prime) con-
dition, that is, where the target in the probe is the previously ignored dislractor. In this
condition, selection of the target in the probe trial is clearly impaired relative to both

the prime rial and to the selection of a novel probe (control condition) shown in the
Figure 14.

probe target has changed color from green to red in the probe trial). The
idea that negative priming might involve interference in the formation
of what we call object assemblies has been previously put forward by
Allport, Tipper, and Chmiel (1985).
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Thus the model claims that for brief stimulus exposures, negative
priming in the IP condition involves both increased interference from
the distractor while the display is on {compared to the NP condition)
and in addition a “weaker” (more rapidly fading) internal representa-
tion of the previously ignored target. Given longer exposure this “weak-
ness” is eventually overcome. Our account of the negative priming
effect is thus that the suppressed activation of an ignored distractor
found at the offset of a display resulis in a later response to that dis-
tractor, sulfering greater interference from copresent objects. This em-
phasis on the role of interference is very important because it suggests
that in the ignored prime condition, negative priming might not be ob-
served if there is no distractor present in the probe stimulus, because
there would then be no interference. As is clear from Figure 15, the fact
that the representation of the ignored distractor is suppressed at probe
onset does not actually prevent that representation from rapidiy reach-
ing a significant activation level. What is slowing coherent response
binding is the difficulty in selecting the previous distractor as the new
target, which requires the suppression of a probe distractor that has an
initial activation advantage.

This effect of the distractor can best be shown by comparing the acti-
vation of competing categorical response bindings when there either is
or is not a distractor present in the probe display in both the IP and NP
conditions. Figure 16 shows the difference in the activations of units
representing the target and distractor categories during the probe dis-
play for each of four conditions: ignored prime, with and without dis-
tractor (IP +D, IP —D), and novel probe, with and without distractor
{NP +D, NP —-DjJ.

Positive values of the curves indicate that the correct (target) category
is more highly active. Negative values indicate that the incorrect (dis-
tractor) category is more highly active. As can be seen, there is a consid-
erable difference in activation in both IP and NP conditions depending
on whether or not a distractor is present. The only time when the incor-
rect categorization decision shows an advantage is in the IP +D condi-
tion. In the absence of a distractor, correct categorization in the TP
condition is rapid and effective, though there is still some lag relative to
the novel probe condition.

Allport et al. (1985, Experiment 9; see also Lowe, 1979) tested the
four probe conditions simulated here and found that in the absence of a
probe distractor, RTs in the ignored prime condition were faster than to
hoth the [P +D condition and the NP +D condition, in accordance with
the model. They also found, however, that the IP —D probe produced
faster responding than the corresponding NP —D probe; that is, in the
absence of a distractor there was facilitation of the ignored prime rela-
tive to the novel probe, which we have not replicated in the model {the
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Negative priming as the effect of increased interference in response binding from the
distractor during the probe. Each curve shows the difference in activation between the
unit in the response binding field representing the correct (targel-matching) category and
the unit representing the incorrect (distractor) category during presentation of the probe.
The four conditions are IP +D: ignored prime with distractor, IP —D: ignored prime with-
out distractor, NP +D: novel probe with distractor, and NP —D: novel probe without
distractor. In the ignored prime trials, the to-be-attended item was the distractor on the
previous (prime) trial.

NP —D curve in Figure 16 shows the fastest rise and highest asymptote,
which we take to be negatively correlated with RT). Thus our model
gives the correct ordinal positions for three of the four conditions, but
cannot account for the facilitation of the ignored prime (relative to the
NP —D condition) in the absence of a distractor. It seems possible (as is
argued by Allport et al.,, 1985] that this facilitation is produced by the
prior encoding of the IP —D target in the prime, allied to the fact that in
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the absence of the distractor, coupling of noncategorical (e.g., color)
features with categorical features is not necessary for selection apd iden-
tification. Responses can therefore be made simply on the ‘ba31s of the
facilitated categorical features. However, as mentioned earlier, we have
not tried to account for facilitatory effects generally, as we believe them
to be due to different mechanisms.

Thus our model does not include any perceptual facilitation in the
formation of an object assembly due to prior encoding of that object.
There is nothing in the model, however, which rules out such fac%li'ta—
tory processes, and it seems clear that this explanation for the facilita-
tion of ignored primes could be implemented within our current
scheme, for instance by requiring the links in an object assembly to
build up over time. Prior formation of links (during the prime} could
then facilitate their {re-}formation during the probe. Alternatively, as
noted earlier (Figure 9), our model shows activation of response bind-
ings related to the distractor which could form the basis of a s?nall pos-
itive priming effect. We should add though that this issue is a hj[tle
confused empirically. For instance, Tipper et al. (1990) found_ no prim-
ing effects when the probe had no distractor. Others (e.g., Yes, 199?]
have found negative priming in the absence of probe distracto?s. This
suggests that whatever the source of facilitatory priming due to ignored
distractors, it is fairly weak and probably varies with the task.

We have carried out other simulations with the model investigating,
for instance, the effects of parameter variance on the timecourse of ‘Fhe
negative priming effect and the relation between efficiency of ?electlon
and degree of negative priming. The model also shows semantic spread
of negative priming if ignored prime and probe target share nodes (see
the preceding discussion of similarity effects in interference). At pres-
ent, we are testing novel predictions derived from such simulatlon.s.
Although we anticipate that the model will not remain unchanged n
the light of further investigation, we believe that in its current form, it
has provided a useful first attempt, suggesting new experiments and
providing a much more detailed (and demonstrably effective) theory of
selection and negative priming than has hitherto been available.

During work with the computer model, we noted that the reboupd
effect which the opponent mechanism generates is not confined to ig-
nored inputs, but can happen to selected inputs also, if the %nternal
target field representation suddenly changes. This generates a mismatch
with the still activated, previously selected item, causing it to inhibit
itself. This is an adaptively useful property, allowing rapid attention
switching by automatically deselecting previously facilitated items and
preventing perseverative responding. Given the apparent utility of such
a process (provided for free by the model), we wondered whether th.ere
was any evidence for it in atiention switching and we were put in mind
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of the phenomenon of inhibition of return (IOR; Posner & Cohen, 1984),
We consider in the next section whether a mechanism essentially iden-
tical to the one we propose can also account for IOR.

C. Inhibition of Return

In this section, we briefly discuss another attentional phenomenon,
inhibition of return (Posner & Cohen, 1984), Whereas the negative prim-
ing effect appears to be implicated in voluntary selective attention (en-
dogenous selection), IOR arises in the context of the orienting response,
the “grabbing” of attention by an external event (exogenous selection).
Our main concern here will be to consider whether the IOR phenome-
non can be accounted for by mechanisms similar to those we propose
in our account of negative priming, and consequently whether endoge-
nous and exogenous selection processes may be related.

In the 1OR paradigm, subjects fixating a ceniral point have their atten-
tion peripherally cued. If a target subsequently appears in the cued lo-
cation within about 100 msec, RTs to the target are facilitated with
respect to targets at uncued locations. Paradoxically, at longer SOAs of
300-500 msec, RTs to targets at cued locations are retarded by compar-
ison to uncued targets (Maylor, 1985). This phase represents the inhi-
bition of return. Posner and Cohen (1984) argued that the facilitation
was due to a short-lived covert orienting response to the cued location,
that is, the involuntary capturing of attention by an unexpected external
event. The inhibitory effect was also found for overt orienting and ap-
peared to require that after orienting, attention had to be removed from
the cued location. According to the authors: “[I]f attention is not drawn
away from a cued location, no net inhibition is found” (p. 541). They
noted that the inhibitory component apparently occurs automatically
(not as the result of a conscious strategy) and argued that it was inde-
pendent of the facilitatory effect and possibly due to events in sensory
pathways rather than to the orienting response per se.

A somewhat different view is put forward by Maylor (1985), who
argues that the facilitatory and inhibitory components are not due to
different processes, but rather reflect different facets of the orienting
reaction. This conclusion is supported by a number of empirical studies
carried out by Maylor. For instance, in one experiment {Maylor, 1985,
Experiment 2) it was found that the facilitation effect was completely
abolished if the subject needed to make an overt orienting response to
another stimulus at the moment the cue appeared (thus preventing ori-
enting to the cue). In this case, inhibition disappeared also, apparently
being linked to the occurrence of orienting {and thus of facilitation). In
addition to this, it was found (Maylor, 1985, Experiment 3) that when
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cueing of two locations sirnultaneously occurred, then facilitation was
approximately halved compared to cueing to a single location. At the
same time, the amount of inhibition found was also decreased in the
double-cue condition, again by approximately one half. Maylor con-
cluded that the inhibitory component, as well as the facilitatory, is thus
“dependent on externally conirolled orienting,” and acts in tandem
with the facilitation.

A recent development in this paradigm is the discovery by Tipper,
Driver, and Weaver (1991) that IOR can occur not just for locations but
for whole objects. These authors employed a design in which subjects’
attention was cued to one of two peripheral moving objects {squares).
Following cueing, subjects’ attention was recalled to a central point. On
two-thirds of the trials, a probe then appeared in one of the two squares,
either the previously cued or the uncued (both of which would have
moved). Stimulus onset asynchrony (SOA) between the initial periph-
eral cue and the probe was equiprobably 430 msec or 695 msec, and
subjects had to press a key as soon as they noticed the probe. The im-
portant comparison was for the probe detection RT in the cued and
uncued conditions, with slower RTs in the cued condition indicating
inhibition of return to the object {which would have moved since the
presentation of the peripheral cue). This result was obtained for both
SOAs, indicating that the inhibitory component of the IOR phenome-
non can be linked to whole objects rather than simply locations. (Unfor-
tunately, the experiments reported did not look for the facilitatory
component at shorter SOAs.) It had been previously argued that IOR is
nseful in a visual search through static scenes, inhibiting reexamination
of already searched locations. Tipper et al. (1991) argue that “tagging
fixed spatial coordinates would not permit efficient search through the
dynamic scenes of everyday life, in which mobile objects’ locations con-
tinually change” (p. 290) and thus that object-centered IOR is highly
adaptive.

Given the preceding findings, a reasonable theory of IOR would need
to account for at least the following:

1. The coupling of the facilitatory and inhibitory components of IOR,
such that the inhibitory component manages to “hit” just what
was previously facilitated.

2. The timecourse of the phenomenon, such that the facilitation dis-
appears with a shift of attention and the inhibition takes over.
What turns off the facilitation and turns on the inhibition?

3. The apparent positive correlations of the strength of the two com-
ponents found by Maylor (1985), described earlier.

We show here how a plausible extension of our oppenent-based se-
lection mechanism to orienting can account for these findings. To do
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Figure 17

A functional model of the orienting response. We propose that cue detection causes the
orienting system to set up an internal representation of the cue location, which then acts
as a target. The presence of the internal target leads to facilitation of the cue location by
feedback via the match system. The internal architecture and interactions of the target,
match, and perceptual systems in the figure are identical to the target, match, and object
fields (respectively) of our selection model.

this we need first to present a functional model of what happens during
orienting. Our proposed model is shown in Figure 17. The cueing signal
is detected by an orienting subsystem (which we propose works in dy-
namic, competitive interaction with the top-down attentional system in
our selection model). The detection of the cue and activation of orient-
ing sets up a representation of an orientation target, analogous to the
top-down target in the selection model. (This exogenously generated
target will typically suppress endogenous targets, diverting attention
from ongoing goal-directed activity.) We propose that this target inter-
acts with the cue representation in the same way as in our selection
model. The cue representation (which may, of course, be an object) is
composed of linked opponent circuits, and the interaction of cue and
target in the match/mismatch system generates a match signal causing
facilitation in the manner described earlier. (This matching would pez-
mit the organism to know when orienting is complete.) We propose that
the subsequent switching away of attention involves the quenching of
the activation of the previous {externally derived) orientation target and
its replacement with another target (specified by an internal plan or a
new external stimulus, for instance). The activation in the cue represen-
tation will persist, however (due to the previous facilitation, or to the
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fact that the corresponding object is still visible], but will now generate
a mismatch signal from the match field {due to the change of target).
This instigates an inhibitory rebound in the representation of the cued
input, as occurs to the ignored distractor in our selective attention
model. Such a mechanism would clearly be of adaptive value, allowing
the organism to rapidly and specifically suppress previously attended
(and potentiated) stimuli, thereby preventing interference and per-
severative responding. (Regarding perseveration, we note in passing
that the need to actively suppress highly activated representations in
the control of serially ordered behavior is postulated in the “competi-
tive queueing” models of oughton, 1990, and Burgess & Hitch, 1992.
Both these models use an opponent-type mechanism to achieve this,
whereby a sequence element generates inhibitory feedback onto itseif.
See Houghton, 1993, for discussion of the general need for such control
mechanisms in neural networks.)

We now illustrate this dynamic in a number of simulations in which
we adapt our selection model to the orienting response, with minimal
changes. In terms of Figure 17, the target, match, and perceptual repre-
sentation systems are identical in internal structure and interactions to
the target, match, and object fields of our selective attention model. We
simply add the assumption that the orienting system, on being activated
by a cue, creates an orientation target, represented as activity in a target
node. All the parameters used in the following simulations are kept
constant and are identical to those used in the previous simulations.

A simulation of the basic dvnamical pattern we propose for I0R is
shown in Figure 18. The curve shown represents the activation level of
a location node in the object field which is activated by an external cue.
On orienting to this location {realized by the instantiation of the cue
location as a target), its activation is boosted. At t = 5, attention is
switched away (coincident, in this case, with cue offset). This attention
switching is implemented in the simulation by the replacement of the
target location with another target (representing, say, the location of a
central fixation point). The cue representation now no longer matches
the target and quickly suffers an inhibitory rebound, in essentially the
same manner as do the ignored distractors in our selection model.

As previously noted, Posner and Cohen (1984) found that the inhibi-
tory component of IOR only occurs after attention is switched from the
cued location. Figure 19 illustrates that this is also true for our model
and that the effect is not contingent on cue offset coinciding with an
attentional shift. In this case, attention is maintained to the cued loca-
tion after cue offset (leading to facilitation). Only on attentional shift
(t = 14) is the inhibitory component initiated.

It was proposed that a model of IOR should account for Maylor’s
finding that (in a multiple cueing task) degree of facilitation was posi-
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Simulation of the two components of the inhibition of return effect. The curve represents
the activation of a single node representing the location of an external cue. Orienting
{realized as the establishment of the internal target) takes place at t = 2, leading to facili-
tation. Attention switching {followed rapidly by cue cffset in this case) at t = 5 removes
the facilitation and initiates an inhibitory rebound in the lacation opponent circuit. This
suppresses activation of the previcusly facilitated location. .

tiveiy correlated with degree of inhibition (less facilitation, tess inhibi-
tion}. In attempting to simulate this phenomenon, the question arises as
to how one should represent the effect of having multiple cues in the
model. We propose here that having multiple cues leads to each cue
becoming more weakly represented as an orientation target. This weak-
ened activation might, for instance, be due to competitive interactions
within the orienting system. In the previous simulations, the single ori-
entation target was given an activation value of 1 (as in all the other
simulations reported here). The strength of activation of the internal
target affects the degree of facilitation of matching inputs by virtue of
the fact that the strength of the match signal is computed as the product
of the cue signal and the target signal [Eq. (9)]. This signal, in turn,
affects the degree to which the cue opponent circuit is pushed over into
excitatory mode. The greater the target activation level then, the greater
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This figure illustrates that in the model the inhibitory rebound is initiated by aitention
switching, not cue offset. This is in agreement with the findings of Posner and Cchen

(1984).

should be the facilitation. The question then arises whether under these
circumstances increased (or decreased) cue facilitation in the model
will lead to increased (or decreased) inhibition of return. Figure 20
shows that we get a positive correlation.

In this simulation, the model was run with target activation levels
increasing from 0.2 to 1 in steps of 0.1. The timing of cue onset, offset,
and attention switching were the same as for the simulation in Figure
18. For cach tun of the model, the maximum and minimum values of
the cue node activation level were recorded. The maximum value was
taken to indicate degree of facilitation, and the minimum value, degree
of inhibition. Each vertical line on the graph joins the maximum and
minimum activation values achieved for a given target activation value
{shown below the line). As can be seen, both facilitation and inhibition
increase in tandem as target activation strength increases. We thus at-
tempt to account for the data by claiming that multiple cueing leads to
weaker target activation (weaker cue activation per se is also possible).
This theory could be independently tested if we can equate the level of
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In simulations of inhibition of return (IOR), greater activation of the orientetion target
node (derived exogenously from cusing), shown along the x-axis, leads to greater faciliota-
tion of the cued location, followed by greater IOR to that location, as indexed by the degree
of suppression of the sensory representation of the location. Each vertical line in the graph
joins points representing maximum and minimum activation values attained by a cued
location mode for a given level of internal target node activation.

target activation with other psychological variables, such as degree of
focusing or concentration. The model predicts a similar pattern of re-
sults for single cues if, say, attention is divided (or concentration is low).

The simulations described show that the model provides answers to
the theoretical questions about IOR we asked earlier. It explains the
coupling of the facilitatory and inhibitory components (how inhibition
“knows” what has previously been facilitated) by having the sources
of both components joined in the opponent mechanism—it is the faci-
litation itself which primarily drives the inhibitory feedback. The
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timecourse and the dependence on attention switching for th_e re'lease
of inhibition is explained by the fact that, in the model, the .sw1'tc_h_1ng (?f
the opponent feedback circuit from net exeitatiog to net mhlblt.mn is
dependent on the generation of match/mismatch signals. The switch of
attention means that the cue representation no longer matches the target
and it effectively quenches itself. This account is also in line with Pos-
ner and Cohen'’s claim that the inhibitory component is automatic. The
positive correlation found between degree of facilitation ar'ld inhibition
{in multiple cueing) is explained on the assumption tha-t it is reasonable
to equate multiple cues with weaker internal activation (?f e‘ach one
(other things being equal). Weaker targets lead to less facilitation, and
thereby to a weaker inhibitory rebound.

In conclusion, our model provides a concrete demonstration that the
IOR phenomenon (and hence orienting) might involve lmechanisms
very similar to those involved in voluntary selective attention and neg-
ative priming. In voluntary selection, the mismatch»driven- oppanez}t
mechanism actively deselects nontarget items while maintaining their
activation at an equilibrium value above resting levels. Offset (?f external
inputs to a deselected item throws the system out of equﬂi‘i?ﬂum: caus-
ing it to experience an inhibitory rebound manifest as negative priming.
In the case of inhibition of return, the rebound is caused by an internal
switch of target specification, which leads a previously selectgd item to
automatically deselect itself, preventing it from interfering w1tlI1 subse-
quent processing. We believe this account has sufficient theoretical ele-
gance and economy to deserve active investigation.

V. CONCLUSIONS

This chapter advances a theory of selective attention formulated at a
number of levels. At the functional level, we propose that selective at-
tention facilitates the organism’s maintenance of its goal-directed be-
havior by gating the flow of perceptual information into response
systems (conceived to encompass both action and thought), emphasiz-
ing goal-relevant information, and backgrounding irrelevant or contex-
tual information. In neuropsychological terms, we suggest this involves
the action of the prefrontal lobes in gating the flow of ae:tivatign from
posterior (perceptual) systems through to frontal motor planmng and
execution systems. In terms of mechanisms, we propose that atj[entkonal
gating requires the maintenance of internal target specifications that
are matched against high-level perceptual representations. Match.ed
representations are facilitated, and nonmatching inhibited. The precise
mechanism we propose for this operation allows efficient selection over
the whole dynamic range of the processing substrate and implements
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automatic gain control of inhibitory signals, so that the strength of the
inhibition continually adapts to the strength of the to-be-ignored inputs.
This self-regulating feedback mechanism allows nontarget stimuli to
find automatically an equilibrium activation level below that of targets,
but above resting leveis. The opponent mechanism realizing these prop-
erties exhibits rebound behavior, which we use to account for the phe-
nomenon of negative priming, bringing our model into contact with
established experimental paradigms. In addition, the same rebound be-
havior, triggered somewhat differently, allows for rapid attention switch-
ing and provides an account of inhibition of return. In conclusion, the
model contains mechanisms motivated primarily on functional grounds
(e.g., the provision of self-regulating inhibitory feedback), which turn
out to have certain nonobvious properties enabling us to account for a
range of data not previously explained in any theoretically precise or
coherent manner. Future work will concentrate on further testing of the
model’s predictions, as well as investigate variants of and alternatives
to the model itself.
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Categories of Cognitive
Inhibition with Reference
to Attention

Raymond M. Klein and Tracy L. Taylor

I. INTRODUCTION

In contemporary psychology there is great interest in the interdisci-
plinary wedding of the cognitive and neural sciences.! In this burgeon-
ing field of cognitive neuroscience, information from cognitive science
informs the study of the ways in which cognitive computations may be
implemented in the neural machinery, and, in a similar manner, knowl-
edge of neural functioning helps to develop and constrain models of
cognitive functioning. The potential for symbiosis between cognitive
and neural science is particularly evident in the study of inhibition
where, on the one hand, neural mechanisms provide a terminology and
insight for understanding possible mechanisms of cognitive inhibition
and, on the other hand, behavior-based models of cognitive functioning
imply the need for inhibitory circuitry. Distinct from neural inhibition,
cognitive inhibition refers to a hypothetical construct whose effects
within the information processing stream are inferred to exist on the
basis of ohservable human behavior. By reducing or blocking the

1The excitement of this occasion has generated intersst in models of cognitive processes

in which vast arrays of pseudoneural elements are richly interconnected in a neo-
Hebbian network of excilatory and inhibitory links in order to simulate some aspect of
human behavior. Whether one regards this approach as one method for developing neu-
ropsychological theoriss or as a pretheoretical assumption/beliet about how such theo-
ries ought to be expressed, nsoconnectionism is and will continue to be a fruitful
approach (cf. Houghton & Tipper, this volume].



