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Future Energy Efficient Data Centers with
Disaggregated Servers

Howraa M. Mohammad Ali, Taisir E. H. ElI-Gorashi, Ahmed Q. Lawey, and Jaafar M. H. Elmirg|

Abstract—The popularity of the Internet and the demand for
24/7 services uptime is driving system performance and
reliability requirements to levels that today’s data centers can no
longer support. This article examines the traditional monolithic
conventional server (CS) design and compares it to a new design
paradigm: the disaggregated server (DS) data center design. The
DS design arranges data centers resour ces in physical pools, such
as processing, memory, and 10 module pools, rather than
packing each subset of such resourcesinto a single server box. In
this work, we study energy efficient resource provisioning and
virtual machine (VM) allocation in DSbased data centers
compared to CS-based data centers. First, we present our new
design for the photonic DS-based data center architecture,
supplemented with a complete description of the architectural
components. Second, we develop a mixed integer linear
programming (MILP) model to optimize VM allocation for the
DS-based data center, including the data center communication
fabric power consumption. Our results indicate that, in DS data
centers, the optimum allocation of pooled resources and their
communication power yields up to 42% average savingsin total
power consumption when compared with the CS approach. Due
to the MILP high computational complexity, we developed an
energy efficient resource provisioning heuristic for DS with
communication fabric (EERP-DSCF), based on the MILP model
insights, with comparable power efficiency to the MILP model.
With EERP-DSCF, we can extend the number of served VMs
where the MILP model scalability for a large number of VMsis
challenging. Furthermore, we assess the energy efficiency of the
DS design under stringent conditions by increasing the CPU to
memory traffic and by including high non-communication power
consumption to deter mine the conditions at which the DS and CS
designs become comparable in power consumption. Finally, we
present a complete analysis of the communication patternsin our
new DS design and some recommendations for design and
implementation challenges.

Index Terms— Disaggregated Server, Data Center, Silicon
Photonics, Energy Efficiency, Resource Provisioning, Data
Center Communication Fabric.

. INTRODUCTION

data center architectures are rigid in that they are composed of
“serverboxes”, where each box has a predetermined ratio of
CPU to memory to I/O that is unchangeafig [The single
box server adds barriers and difficulties, including inefficient
resource utilization, prolonged provisioning, and difficulties in
big data management, as well as a high risk of blocking when
deploying virtual data center resource instances. To
understand the usefulness of the DS concept, consider the
example of a conventional ‘server in a box’ (CS), where a
processing intensive task occupies the processor while the
input-output (I0) module is idle. Such an idle resource cannot
be accessed in this case by other servers due to the current CS
constrained architecture. Similarly, a server running an
application involving intensive 10 usage may have a large idle
fraction of the CPU processing capability not accessible by
other tasks that require access through the bottleneck 10
module. The DS concept removes the barriers of the CS
approach and allows VMs to construct servers on the fly with
the required specifications for a specific duration and release
these resources at the end of the task, thus removing many
barriers and improving data center efficiency significantly.
Another challenge facing current data centers is the energy
consumption of the physical infrastructure that provides
resources for the cloud. Thus, energy management is a key
challenge for data centers in reducing all their energy related
costsI_E
Significant efforts have been dedicated to optimizing the
power consumption of conventional data centers, including
energy efficient data center desigi[5], energy efficient
inter- and intra-data center network archltecturl_E
designing energy efficient cloud computing se
designing energy efficient network topologi¢$l]] using
renewable energy optimall, and introducing energy
efficient resource provisioning and virtual network embedding
for cloud system

The above work has a major shortcoming in that it relies
on the single-boxed server approach, where flexible addition
and removal of physical resources is very limited.
Accordingly, in this paper, the disaggregated server (DS)

—

IRTUALIZED data centers provide key efficient SerViCesarchitecture is considered as a potential approach to minimize

to clients with variable requirementHowever, today’s
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data centers’ power consumption. In this approach, servers’
resources are separated into discrete pools of resources that are
mixed and matched in real time to create differently sized and
shaped systems. This technique brings a new server vision for
data centers and motivates a plethora of potential new
applications and services .

The revolutionary concept of DS can bring about radical
change to traditional data centers and can simplify the vertical
scalability of virtual machines (VMs) by decoupling the server



components from each other. On the other hand, resources@ye/er consumption and potential service level agreement
combined according to their types in a standalone and typelation. We also outline the improvements needed in
homogenous “resource rack”, constructing resource pools,electrical and optical switching technology to achieve the DS
where elements in the pool are interconnected using an optiesion and outline further rack-clustering measures that can be
backplane. Here, a data center network directly interconneat¢roduced to help reduce latency. Performance along other
all resource racks via a high bandwidth and low latency inteknown dimensions such as security, resilience and scalability,
rack switching fabric[15]. Therefore, DS design introduceswhile interesting is outside the scope of this paper.

the sharing of CPUmemory, and network components’ The remainder of this paper is organized as follows.
modularity and independent allocation of resources, such tt&ction Il briefly reviews the related work. In Section Ill, we
a certain resource is no longer tightly coupled to any othpresent our disaggregated server design. A description is
resource, meaning that resources can be used more efficientlyesented in Section IV of the resource provisioning strategy
in DS design with communication fabric. In this section, we
introduce our MILP model for resource provisioning in DS,
discuss its results, and propose the EERP-DSCF real-time
heuristic. Section V presents a detailed evaluation of our
disaggregated server design and the implementation of our
proposed architectures. Finally, Section VI concludes the
paper.

Il. RELATED WORK

L , ! The idea of server disaggregation became prominent when
Fig. 1. DS concept. pionees, Intel and Facebook, announced their Open Compute
. N . . Project [1517] in the 2013 Open Compute Summit.
F|g. L h'gh."ghts the main poncept O.f DS. I_n !:'g' l’. .W%ubsequently, a series of companies, including Cisco,
consider hybrid Electronic/Optical switching fabric in add'“onrencent Mellanox, and some research groups, dedicated
to the disaggregated resources pools. Therefore, resanrceg, ansjve time and effort to developing this topic. Before the
both the electronic IP layer (packet switched) and the optu:gb13 Open Compute Summit, Mellanox Technolo [
layer (circuit switched) are needd® switches are needed to ad shown that their Infiniband switching fabric can
aggregate traffic from resources, and each IP switch &, qregate the 10 and storage subsystem, isolating these
connected to an optical switch, which is connected to oth bm the main computing system. The authors
optical switches _by optical fiber links. Optiqal _fibers prF"’idestudied the DS idea and presented the design of a new general-
the large capacity and fast data transmission required I8.n,qe architectural building block, a memory blade, which
support the communication between the disaggregatggl,,s memory to be‘disaggregated from the rest of the

resources. Intel Silicqn Photonic connectors (Si [ system ensemble. I[2§ the authors discussed the ability of
provide OEO processing for full wavelength conversion a(ﬁj

h node. Thi hi il be di di Jetail rrent data center communication networks to support the
each node. This architecture will be discussed in more detailjn, "¢ disaggregation. The authors[2a[proposed a cloud
Section lll, where we present the architecture of our D

: . L chitecture that disaggregates resources into virtual resource
design with a full description of all the components anfloois in order to provide virtual machines with the right
communication patterns. _ amount of resources. Their cloud architecture creates a

‘The main aim of this paper is to analyze the energyqyip ted and shared physical resource layer by proviging
efficiency of the D3 ?pproa‘:h_ cpmpared t‘_)_ CS using trWrtual layer anda cloud resource aggregation layer between
MILP model and real-time heuristics. In addition, this pape&pplications and physical servers in real time.[28],[ the

gives a detailed description of the DS concept and provides, g qrq presented Marlin, a memory-based addressing model
d]?f.ta.”ed architectureln this work, we dev;'?pedd an enlergyfor both I/0O device sharing among multiple hosts and inter-
E icient reso“?ge .provrl15|on|ng MCIjLP mo eda_n S'muc‘;"t'oﬂwost communications. Marlin is a PCl-based rack area network
euristic, considering the DS, and compared it to CS desiQgiem which was designed to support the communications
We accounted in our MILP model for the impact of they,q resource sharing between disaggregated rackEs),
gomr'lnunécatlrc])n .po_werh.o;]\ thebl total Ipc_)wer saving angiscq presented the Cisco Composable Infrastructure, a
e\{? o ha euristic V‘(/j 'f enahes rea} tm:je Qper?jtlon aNGoftware-defined infrastructure (SDI) solution which allows
verifies the MILP model. We have also designed a neWq infrastructure to be treated as a code, disaggregating
switch-based communication architecture for the new D%’ompute resources so they can eabiyprogrammed and
based ﬁlat?dcgnter. d that th ; £ th b aHtomaticaIIy managed.A number of companies and

It should be noted that the periormance of the DS-basg iversity research groups have,lE[ provided their vision,
data center can be measured using several metrics and thgsg  ang some metrics for the disaggregated data center. The
include power consumption, latency, resilience, security,,hsrs in[pg| and [29] presented an all-optical FPGA-based
scalab|l|t_y and_ othe_r metrics. It is not possible to study tical switch and interface card (SIC) for an optical
these dimensions in a single article. Therefore our wo ogrammable disaggregated data center networl3ah &
reported here focuses on performance along the POWg)aporation was set up between Tencent and Intel on a proof

consumption saving dimension. We however ensure that We .ncent project to demonstrate that the disaggregated dat
serve all the VM requests, as serving a Iower numbgr _of VMinter and resource pooling, even in the early stages of
requests / rejecting VM requests results in unrealistic low
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development, a&n introduce improved performance andcommunication, these communicating units are located within
reduced power consumption and can enhance the end uskessame rack. Thus, for DS, the communication that used to
experience. The authors studied the trade-off between be confined inside single servers is now an inter-rack traffic
cost and performance of building a disaggregated memaapd traverasthe whole data center communication fabric.
system; they constructed a simple cost model that comparesTo show the functionality of the suggested architecture and
the savings expected from a disaggregated memory systenclarify its performance, we will define each type of these
the expected costs, such as latency and bandwidth costs, emthimunications while describing our design. Moreover, we
then identified the level at which a disaggregated memowyill show how each part of the architecture will perform its
system becomes cost competitive with a traditional direcisssumed function in supporting these communications. The
attached memory system. I[83, the authors proposed afollowing sections detail all the distributed components,
software-defined architecture for the next generation dafacusing on each part of the architecture and the
center, dRedBox, and presented a design prototype hardwiterconnecting components.

architecture where systeam-chip (SoC)-based microservers, .

memory modules, and accelerators are placed in separatedo“ Dlsa.sserrrb!ed Memory Contro!ler (PMC) o
modular server trays interconnected via a high-speed, low- The main driving factor we consider in the DS design is
latency optoelectronic system fabric and are allocated $hat resources are to be disaggregated while maintaining the
arbitrary sets.n [33-:35], we presented a detailed descriptios@me original interfaces they connected to before
and comprehensive review of the idea of DS, wifocus on disaggregation. Based on this vision and design approach, the
the energy efficiency benefits of this design. We preseatednemory controller is disassembled into functional blocks to
summary of our MILP model and heuristics for resourcgnable its disaggregation motivated by the fact that it has been
provisioning and VM allocation in DS-based data centers afigoved over time from the motherboard's north bridge to other
Compared the performance of the new server apprtmtﬂ'e locations such as the CPU die. In this deSign, we Spllt the
CSbased data center. The idea of VM migration in DS wd§emory controller into three functional blocks. The first block
discussed and is augmented in this work with detailed resul@attached to the CPU itself, named the CPU attached memory
Our contributions in this paper beyond the conference versiog@ntroller (CPUMC), and the second block is general to the
are: (i) to the best of our knowledge, we are the first t¢hole memory rack, named the middling memory controller
develop a MILP model for energy efficient resourcdMMC), while the last block is attached to the memory
provisioning and VM allocation in disaggregated resourcégodule directly and is the memory attached memory
(CPU, memory, and 10) at the hardware level; (i) we extergpntroller (MEMC). Before we present our new Disassembled
our MILP mode| in to account for inter-rack Memory Controller (DMC), we need to examil’le the current
communication power consumption; (iii) we develop simplélassical memory controller. Fig. 2.a disys the complete
and efficient heuristics that converge to near optimal solutio@échitecture of the current memory controllg€][ It is mainly

in a shorter time when compared with the MILP model; angPmposed of two segments, the front end and the back end.
(iv) we introduce a detailed architecture including &Vhile the front end is independent of the memory module
communications fabric that supports and enables interactibfipe and provides an interface to the back-end segment of the

among the disaggregated resources. memory controller, the back end is memory type dependent. |
translates requests from the front end to the target memory.
IIl.  DISAGGREGATEDSERVER DESIGN Functions such as buffering and instruction mapping and
In this section, we present our photonically enabled desigggquencing are performed in the front-end segment, which
which uses Intés new photonic interconne . The design consists of buffers to store memory requests and responses

shares the memory and IO modules among multip[ehe buffers are attached to multiplexers/demultiplexers in
processors to form resource pools connected throughoeder to send/receive one data word at a ti@d. [The
distributed switching fabric. The concept of distributed switclhnemory mapping decodes the memory address from the CPU
functionality and modular architecture design supports veaddress view to the memory address view (virtual memory to
granular resource deployment approaches, which allow fphysical memory), and the arbiter decides the sequence in
greater resilience and upgradability, and scaling up a VM cavhich requests from the CPU can access the memory
be done directly and seamlessly with this modulamodules. Thus, memory access requests are queued in the
architecture. This architecture can potentially enable rérbiter. The back-end command generator generates the
partitioning of the resources in such a way that systee@mmands for the target memory. It is memory-type
resources can be better shared between different compdependent; thus, we will keep it attached to the memory, and it
elements. is customized to handle different timings so that different
Based on the ideas and guidelines giver{1i&18] and components having different clock rates can access the same
[27, we built our modular architecture for the disaggregategiemory module.
server, and proposed a new interconnect topology to support When disassembling the memory controller, we construct
the communication between the disaggregated server bloctag three functional blocks shown in Fig. 2.b. The first block
Given a data center system, the main communicatied Fig. 2.b, starting from the left, is the CPU directly attached
components are inter- and intra-rack communicationto the CPUMC, as the CPU needs to see the same old
Considering the inter-rack communications, thénterface. Buffers from the memory controller are attached to
communicating units (e.g. servers or disaggregated devic#sg CPU directly, and data is selected from these buffers in
are located in different racks, while, for the intra-raclorder to be sent to its destination memory rack.
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Fig. 2. Memory controller.

In this block, we have added a packetizer [38], after
multiplexing the incoming memory access requests from tI}g
CPU. The packetizer’s role is to packetize the memory
controller data to be switched between the CPU rack and
memory rack. On the other hand, the depacketizer puts
responses from the memory in normal data form to be read
the CPU. The block in the middle is the MMC, where th
memory mapping and the arbiter functional
integrated with the top of the memory rack switch. Th
memory mapping and the switch arbiter form the control plang
of the switch. When receiving memory access requests,
packets form, the control plane of the memory controller rea
the header of the packets and, according to the ID of t

(b) Disassembled Memory Controller

components such as the optical cross connect (OXC) switch
and the electronic core packet (EXC) switch, in addition to
tel Silicon Photonic (SiPh) interconnect and optical fiber
tiilnks, as shown in Fig. 3. In this architecture, Intel’s new SiPh
i erconnect, which uses light as a speedy way to shuffle data
etween components, is used to perform the electrical to
oﬁ/tical transformation function and to feed each fiber link.
his new SiPh interconnect is designed especially for data

blocks are o . . .
center applications, using new materials and manufacturing
?echniques to be smaller, more resilient to dust and other
Rﬁllutants, more reliable, and cheaper . Our optically
nabled modular architecture is a composition of different

ﬁ(sémponents, and the key ones are presented in Table 1.

destination memory module, a path is established to the C. Racks Interconnect Topology

attached directly to the memory modules to form the MEM
as shown in Fig 2.b. It generates commands to read from/wr
to the memory through the control path for control signalin
and through the data path for receive and send data.

intended memory module. Finally, the command generato%ﬁ

B. Design Description

The architecture is wavelength division multiplexing (WDM)
switching,

over hybrid optical

4

and electrical

e have designed a modular software-defined architecture
péat can replace the traditional single rack of servers with three
racks: the CPU rack, memory rack, and 10 rack. These racks
re connected and communicate using the new communication
fabric described. In this architecture, our DS design is built up
by disaggregating the server into its main components, where
the switching between the racks is accomplished in a

utilizing ~ distributed manner through the use of the previously
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Fig. 3. DS architecture

mentioned components in Table I. Despite the fact that tpower supplies, fans, CD-ROM, Ethernet and fibre channel
single CS rack is replaced by three DS racks, power savingand system port3p).
still possible as the same number of resources (CPU, memory, Starting with the CPU rack, in this implementation, the
IO, hard disks etc) are distributed (no increase in number wéw photonic interconnects and fiber cables are used to
resources) and are utilized in an energy efficient manner in tbennect the CPUs throughout the rack via a pigeint to a
DS racks as in [33]. In this work, DS racks consume extiBop of Rack electronic memory switch (MEXC). These intra-
power in the communication fabric, however, power saving iack connections are all optical, i.e. different wavelengths are
still possible as long as the increase in power in thesed for the set of computing trays in each rack. In this design,
communication fabric (DS communication fabric power minuthe computing systems have been configured in trays, and
CS communication power) is outweighed by the power savirgach tray contains a single CPU die and its associated cache
due to efficient resource utilization as a result of the D&emory and control. Having large L1, L2, or even L3 caches
concept. reduces the impact of the main memory latency since the CPU

The DS design concept requires attention to the non-Ean retrieve
components that consume power. These non-IT componeotehed data faster from its caches. The control consists of a
include networking, cooling and power supplies for exampl€PUMC and PCle interface connecting the CPU with the 10
The design of a custom networking architecture angacket engine. Thus, both PCI and Ethernet networking
subsystems for the DS has been considered in this work. Tgretocols can be implemented in the same rack system, all
number of components to be cooled, i.e. CPUs, IO cards, amuhbled by the functionality of the MEXC and IOEXC
memory remain the same in the DS and CS cases (despitedtiches, using light as the transmission medium over fiber
fact that a single CS rack may be replaced by three DS racks)annels.
Therefore, the amount of cooling required in the data center TABLE |
remains the same provided custom cooling systems are MAIN COMPONENTS IN OWR DS DESIGN
introduced at the rack level instead of replicating the full Optical Connectors (SiPh)| Intel Silicon Photonic interconnedtsf

. P Electronic switch that grooms CPU traffic
server cooling system next to the CPU and replicating the fulMEXC 1o access RAM racks

server cooling system next to (each of) memory and 10. The Electronic switch that grooms CPU traffic
power supply unit has to be redesigned at the rack leydP*C to access IO racks

instead of individual power supplies for each componentiO Packet Engine 10 adapte{4]

(CPU, 10 and memory). Such custom cooling and powerO CTRL 10 controller : ___
supply designs for rack scale data centers are starting| toxc Switch °f Rack (ToR) optical switching units

appear in the indus“@- Developments in this direction are| pmc Biocks Disassembled memory controller blocks
already starting to appear in blade servers. Each server blade

slides into a blade bay in a system chassis and plugs intq\go |0 packet engines are used in this design: one for each
backplane to share common support components, such sgfe of the CPU-IO link. This serial interface is configured to
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transfer the data and address and control information requiteigh bandwidth transmission. In this rack, the WDM OXC on
to communicate with external IO modules, such as hard diske very top of the IO rack is connected to the electronic
and Ethernet ports, using a serial packetized protocol. Theitch on top of the IO modules, IOEXC, and the IOEXC is
CPU side 10 packet engine provides an interface to the CROnnected optically to the different 10 modules, which reside
and supports the 10 switch IOEXC on top of the CPU rack kig the IO rack, through their packet engines and passing their
packetizing/depacketizing the 10 control/data signals to H® controllers.

sent to their intended destination. The 10 side 10 packet Communication integrity, control, and management are
engine provides an interface to peripheral devices, such asgf@vided by a global data center operating system (GOS). This
cards,to support the support the communication between thaperating system is a general control layer that has an
disaggregated resources. This relies on the design idea giweslusive view for the whole disaggregated racks with their
in where the 10 modules are disaggregated from the resinnectivity in order to be able to provide fluency in
of the server bax communication and manage the connectivity.

Due to differences between the memory and 10 packet A hypervisor, which is a software layer that runs on tbp o
formats, two separate switches have to be implemented: dhe hardware resources and provides virtual partitioning
for the CPUMEM, and the other for the CPU-IO capabilities to higher-level virtualization servicesan be
communications. Another reason for separating the electromioupled with the GOS. The hypervisor enables the GOS to
switches is that the CPUMHM communication is latency supervise and multiplex multiple operating systems in cxler
intolerant. Here, application specific switches have to be,usedaintain and control every resource at all times and enable
which are normally expensive but are high performance, different operating systems to operate cooperatively.

contrast to the CPU-IO traffic, which is latency tolerant, and CPU+o-CPU communication is managed by the top of
commodity switches can be used to transfer such traffimemory rack electronic switch, MMC, and the MEXC, as
Furthermore, the separation of the two types of traffic reduceesmmunicating CPUs will interconnect through the remote
the load on the bottleneck MEXC and results int fasnemory modules, shared memory, they are u§ig[42].
communication. These switches are very important for trafi€PU-MEM rack communication is performed by mutual
grooming in collecting traffic from different CPU cards tofunctionality between the OXCs, DMC blocks, and the
optimize the number of wavelengths used in the optical laydvlEXC. The CPU-IO communication is facilitated by the
These switches can be programmed to assign all traffienctionality of 10 packet engines on both racks to support the
associated with a particular CPU to a specified port. Thewitching fabric implemented by the IOEXCs and the OXCs.
switch is programmable in order to allow software-based In brief, in the CPU rack, there are CPU trays whose traffic
implementation of the protocols used for communications & aggregated using an electronic switch and is forehtd

any particular port. The output from these switches is fed intbhe destined rack through optical layer switching using the
an OXC switch, which is the gateway for the rack to connect@XC switch.

with its neighboring racks. The connecting inter-rack links,

linking the OXCs, are all optical in order to achieve a high V. ENERGYEFFICIENT RESOURCEPROVISIONING INDS
bandwidth, low latency data transmission and simplicity of SERVER WITH COMMUNICATION FABRIC

wiring through the use of fewer cables/fibers, which is an |, e jiterature, a number of energy efficient inter-data

es_?_intlal |ssbue fo][ certain dense afppllcz;tl?/U%M OXC __.center communication networks and architectures have been
g € dnum err1 0 OUttE)Ut pforts_ohbeac fi h sw'tdgroposed and previously studied [#3f45]; however, data
epends on the number of neighbors of the rack where (& o energy management is still a hot topic for both industry

SW.itCh rgsides, where these outputs are cpnnected N t%ﬁ academia. We believe that implementing the DS-based
neighboring OXCs. In the memory rack, starting from the ORyata centers architecture can bring a variety of benefits,

the OXC is connected to the middling memory controller Vi@onsidering different prospects which include improved
the fibers and silicon photonic interconnects. The middling ergy efficiency. In this section, we focus on the energy

memory controller, in turn, _provides a path to the sele_ct iciency gains of resource provisioning and VM allocation in
memory quulle. The middling memory cp_ntroller combine§ ps.pased data center. Data centers are large computing
bo;‘r;tthe svyltﬂ_\mg a;]nd(:he MMC functlc;]nak/tlléi/.lc hed facilities which are built for applications that have very
h er S‘.N'tg Ing, the atac;slsent ot IF Addi ; attzla;c €d Wiverse resource requirements and are supposed to last for 15
the required memory module, optically. itionally, out, 50 years. Some applications are network intensive, such as
design supports direct memory access (DMA), such that theye,, ” streaming  applications, while others are latency

memory rack can communicate with the 10 rack directlyqgitye and/or cPU intensive, such as web searching. The

without interrupting the b_usy CPU. This is becau_se thl% ds on a data center vary throughout the day and are related
memory and 10 racks are interconnected through their top our daily life events. This, in turn, creates challenges in

rack WDM OXC switches, either by passing the OXC on toBttempting to reduce power consumption while maintaining

of the Intermedlate C PU rack in the bypass SCenaro e data center’s performance. Precise resource provisioning

through the intermediate top of CPU rack OXC, in a nofgyy management dirégtinfluence overall data center energy

bypass scenario. . . . efficiency and are of extreme importance in data center
The 10 rack structure is relatively similar to the m‘.emo%esign. Under-provisioning of data center resources means

%at resources will be bottlen while over-provisionin
in [18], with the use of the IOEXC to support the OXQl A ek P g

ST , ) gta center resources means a @fgsower and capital. Thus,
the communication links here are optical to achieve fast an
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accurate provisioning is of vital importance and motsgdéihe by a unique id, denoted by indéxin addition, each CPU,
efficient design of data centers. Our vision is thamemory, and IO module in the data center is similarly
implementing DS to provide a solution for the problem oidentified by a unique id, denoted by indgxXThroughout the
good resource provisioning can result in notable outcomes. rest of the paper, we use VM and VM requests

Most of the previous work in the area of resourcénterchangeably to refer to requested resources by a VM.
provisioning in data centers has focused on dealing with the In order to optimize the VM placement in DS-based data
VM itself, such as slicind46], queuing, and migratio?@, ceners, consideration has to also be given to the inter-rack
and multiple VM multiplexing|48]. In this paper, and due to communication power consumption, which is very important
the limitations of current server design, we study the D&ue to the new DS design structure. In the CS data center,
approach as a means of improving data center resouresource utilization may not be as efficient as in the DS data
provisioning and resource utilization. In this sense, the magenter; however, the traffic which used to be contained within
aim is an efficient data center in terms of power consumptiorthe same server or the same rack in the CS data ceater

In the following paragraphs, we describe the type of datgpically navigaesthrough several racks spanning part of the
center we considered and how we can account for the powdita center fabric.
consumption associated with a requested VM running in the In this section, we highlight the main components required
data center. We present details of the assumptions and systerastablish an entb-end connection and guaranteéast and
configuration for the resource provisioning and VM placementurable communication path from source
using disaggregated resources. Each VM request is identified

to destination based on our novel design for the DS nwm Set of memories in each memory rack
architecture. We present our MILP model, followed &y
heuristic that mimics the MILP model behavior and expands
the scope of the MILP model by providing lower complexity
algorithms that enable real-time operation of the DS dafd
center and enable the evaluation of relatively large size 08
data center clusters

Set of I0s in each 10 rack

The power consumption of a data center based on the DS
chitecture is composed of two parts, the first is the power
nsumed by active resources:

1) The power consumption of active processors

Z Z ((XPP - Pmin) + (AP - 6PP))

A Resource Provisioning MILP model with Communication ,
PEPR jJENP

Fabric
As explained in Fig. 1 and in Section IlI, each processing 2) The power consumption of active memories
resource rack is served by two electrical switches, one for ]
CPU-MEM communica’[iony and the other for CPU-IO z Z (XM - Mmin) + (AM - 6M}"™))
communication; in addition, there is an optical switch on the  mEMRjeNM
top of the rackThe memory rack and IO rack azachserved 3) The power consumption of active IO modules
by a single electrical switch and a top of rack optical switch.
All optical switches on top of the racks are connected in a Z Z ((X10j° - 10min) + (AIO - 510/°)
semi- mesh connection. Inside eactkrahe transceivergip] {0€TOR JENIO
shown in Fig. 3 (SiPh) support each port in each electronic . .
switch. Each link is supportea transceivers and pac-l«atizers;r;% esr?t(:')nd part is the power consumed by networking
acket engines for communications with |0 modul&§) kt : . . .
g:)ach end, one next to the source resource and one next to the D Power consumption d%‘e to CPUEM traffic, which
destination resource. In addition, an optical Mux/Derfb [ in turn is composed of: . .
is added after the transceivers at the link ends near the a) The power consumed by the electrical switches
resources. As each transceiver is a 100 Gb/s in our design, and Z PRS- QPM,, + Z Z PRI -WPM,,
single resource traffic could exceed this 100 Gb/s, more pEPR GENR bEN,
transceivers can be used by a single resource, imposing the
need to add multiplexing units. For the added functionalities
of the memory mapping and arbiter to the MMC, we consider Z PO
an additional 5 W to each working MMC to account for the a€OPR
power consumption of these units.
VMs demand resources in both the IP layer and the optical
layer, in addition to the underlying DS resources. For

b) The power consumed by the optical switch

Power consumption due to CPU-IO traffic, which is
composed of:
a) The power consumed by the electrical switch

evaluation, we define the following sets:
Z PRS - QPIO, + Z Z PRI -WPIO,,
Sets: ’
PR NR bEN,
NR Set of all racks pe ek beNa
PR Set of CPU racks b) The power consumed by the optical switch
MR Set of memory racks PO
IOR Set of IO racks
N, Set of neighbor racks of ragk aeMR
VM Set of VMs to be served 3) Power consumption due to Memory-lO traffic, which
NP Set of CPUs in each CPU rack consists of:



a) The power consumed by the electrical switch

Z PRS - QMIO,, + Z Z PRI -WMIO,,

MEMR a€ENR bEN,

b) The power consumed by the optical switch

Z PO
a€lOR
The MILP model is defined as follows:
Objective: minimize:
z ((XP? - Pmin) + (AP - 6PP)) +
pEPR JENP

Z (XM - Mmin) + AM - 5MT)) +
mEMR jENM

the difference between their valu€®M,, andQPI0, are the
number of aggregation ports of the MEXC and IOEXC
electrical switches in CPU ragkrespectivelyandQMI0,, is

the number of aggregation ports of the electrical switch at
memory rackn.

wpPM,,, WPIO,, and WMIO,, are the number of
wavelengths that carry the CPU-MEM, CPU-10 and MEM-10
traffic in the physical link ¢, b) respectively.

For simplicity and due to their small power consumption,
we assume that the optical switches are always on. Note that
NR unites all ofPR, MR, andIOR, and therefore the optical
switch powerPO (Watt9 is summed once oveéiR.

The minimization is subject to:

1) Resource Allocation Constraints.

((XI0} - 10min) + (AI0 - 510})

Capacity Constraints:

i0€IOR jENIO SPf — z 9 P?,j < Utl Vj € NP, ®
+ iEVM pEPR
VP
Z PRS'QPMp+ ZZQP%:—PRZ) Vi EeVM 3)
pPEPR pEPR jENP
Vi EVM,j
PRI-WPM,, + GP?J- =W YP?J € NP,p € PR @
aENR beENa HPp- >ed YPP- _1 Vi EVM,j (5)
L] — L
Z PRS- QPIO, + J J € NP,p € PR
PEPR SMT = > 6M]} < Utl vienNMm o
PRI-WPIO,, + i€VM e MR
VM;
€NR bEN,, —
aelfbe Z ZHMZ}_M—E](/I VievMm @
PRS-QMIO,, + mEMR j€NM —
meMR OME<W - YM], \”N; T
€ ,me€
PRI-WMIO,, + y VZ _
€
a€NR bEN, BM?} >e+ YM?]‘- -1 ' ) 9)
. - € NM,m € MR
aENRPO (1) 510}1‘_0 _ Z 91050]_ < Utl Vj € NIO,io
& € IOR (10)
Equation (1) gives the MILP model objective, which is to l VIO
minimize the resource provisioning power consumption and Z Z groie = -2t .
L . . i,j Vi eVM (11)
the communication fabric power consumption, where e 10
X};p is a binary indicator anﬁ}}” =1 indicates that processor vievM
. . ; ,
j in CPU rackp is active; otherwiseXP? = 0. XM™, and P10 < W - YIOY ) (12)
_ e o J J J J € NIO,io € IOR
X10;°are defined in a similar manner for the memory and 10 vievmi
. 1 i 3 ,
respectively. 010;; = e+YIO —1 o 13)
” ” € NIO,io € IOR

AP=Pmax-Pmin, whereAP is referred to as the CPU
power factor (Watt), Pmax and Pmin are the CPU maximu
and idle (i.e. minimumpowers respectively (WattpAM and

AIO are the memory and 1O power factors respecti\lﬂ}}? is

Constraint (2) calculates the total processing utilization of
each processonz?lg.pand ensures that it is less than the
maximum allowed utilizatiofUtl). Constraint (3) calculates
the total utilization of processgrin CPU rackp (unitless) the utilization of each processor per allocated VBET,
§M™and 8§10/° are the memory and 1O total utilization whereVP; is the processing demand of VivandPRO is the

respectivelyPRS andPRI are the electrical switch port power CPU processing capacity (GHz). Constraints (4) and (5
for the source and intermediate nodes respectively (Wa allocate each VM to a certain processor in a certain CPU rack

PRS andPRI will be explained later in detail in order to showby evaluatingY P, which is 1 if processor j in CPU rack p



hosts request; otherwise,YPl.f’j:O, using a very big number, for consistency with the CS design, we considered a scenario
W, and a very small numbey both numbers are used to helpvhere each of the VM resource requirements in the DS design
in the conversion to binary variableSonstraints (6)-(9) and IS @lS0 served by a single physical resource.

(10)-(13) repeat the same steps of constraints (2)-(5), where 4) Active resources constraints:

the variables are defined in a similar mantet for the

memory and 10 modules respectively. Active processors
2) SLA Constraints: XP;’ <Ww- 6Pf VpEPR,j €NP 25
). Ki = NVM-SLA (14) W -XPP > sPY VpePRj € NP (26
€M 1 ]
p Active memory modules
Kip = Yp ij Vi eVM (15) m y m
p EPR JENP XM;" < W 6M; Vm€MR,j € NM 27
. 4 . m > m i
WKy = Z Z YP!, vievm (s W - XM;" = 6M; Vme€ MR,j € NM (28
PEPR JENP Active 10 modules
io . io . .
Ko < Z Z YM? viem  an X10° <w - 810 Vio € I0R,] € NIO 29
meMR jeNM W - xi0f > 610}"’ Vio € IOR,j € NIO (30)
. . m . . . . .
W Kin 2 Z Z YMi.j vi eEVM  (18) Constraints Z5) and @6) jointly find the active processors
MEMR jENM by checking the utiIizationSP].p. Constraints Z7) and @8)
K. < Yio® together check the active memory modules and constraints
Ho = . L vievM  (19) (29), and B0) repeat the same steps but for the IO modules.
io€IOR jENIO 5) Communication constraints
K. io . . . )
WKy 2 Z Z Y10, VieVM (20 Generating the index matrix for the CRLEM traffic
i0EIOR JENIO
pm. 9 — P m
Ki=K,, = Kim = Kijo vievM  (21) PM; -2 Z Ypi;+ Z YMi) 31
JENP JENM

Vi €VM,p € PR,m € MR

Constraint (14) ensures that the total number of served Vi evM, p € PR,

VMs is within an acce i ) )

. . ptable pre(.ieflned percentage of the 7P Mll?m <p Mll{’m e MR (32
incoming VMs requests according to the service level

agreement (SLA) value. The total number of served VMs, pm pm VieVM, p € PR, 33
K; depends on the outcomes of constraints (15)-(21) ZPM;" =2 PM;"" — 0.5 m € MR

collectively; if all these constraints yield a value of 1, then

K; is 1, otherwise K; is 0, where K, K;,, and K;, are binary Generating the index matrix for the CPU-10 traffic

variables indicating if the processing, memory and 10 pio o _ P io
requirements of request i are, respectively, served or P10 -2 = Z Yp ij T 2 Y1 OiJ' (34
blocked. JENP JENio
Vi EVM,p € PR,io € IOR
3) Slicing Constraints: Vi eVM,
14 p.io p.io € PR, 3
Z YPY, < 1 vievm @ ZPIOP" < PIO! P @9
pEPR jENP io €I0R
m Vi EVM,
YM;; =1 vievmMm @ o o or iy
meMR jENM ZPI0?" > PIOP"™ — 0.5 pEPR (39)
io io € IOR
Yi0;; < 1 VievM (@9 . . . .
io€EIOR JENIO Generating the index matrix for the Memory-10 traffic
_ _ _ MIOM™® . 2 = Z YM: + Z Yoy 4
Constraint (22) ensures that a M\processing requirement jenp i&wlo
is served by only one CPU, i.e. this constraint prevents VM _ _
slicing. Constraints (23) and (24) repeat constraint (22) for the VieVM,m € MR,io € IOR
memory and 10 requirements. If multiple VM copies or VM Vi EVM,
slicing is required, equations (22)-(24) should be upperZM]O?lriO < MIO;n,io m € MR, (39
bounded by an appropriate humber greater than 1, however, io € IOR
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Vi eVM,
m € MR,
io € IOR

ZMIO™ > MIO!™™
~-05

(39

and MEM racks. Constraints3%) and @3) collectively
generate source-destination index matBeM™ for all
CPU-MEM traffic, depending on constrair8y). ZPMP™ =1
if the VM i generates traffic between CPU racland MEM
rack m; otherwise,ZPM!™ = 0. Constraints 34)-(36) and
constraints 37)-(39) repeat the same steps 81L)-(33), where

that the total incoming traffic is equal to the total outgoing
traffic for all nodes except for the source and destination

racks, wher@V PM?7", WPM?,’andWPM_° are the number

ab

Constraint 81) connects each source CPU rack to it9f wavelengths of lightpath (p,m), (p,i0), and (o

destination memory rackPM!™is an integer indicator that
connects theét® VM CPU-MEM traffic to the relevant CPU

respectively passing through a physical link (a,b).

Wavelengths capacity constraints:

Ya
€ PR,b

WPMY' ) <WPMg, € PR

pEPRMEMR

(46)

Ya
€ PR,b

WPIOG) <SWPIOg, — SFR

(47

the variables are defined in a similar manner but for the CPUPEPR (0€I0R

10 traffic and MemorylO traffic, respectively.

Generating the traffic demand matrix:

— . p.m PR,
TPM,,, = i;’w VPM, - ZPM} vpEPR
= . pio PR,
TPIO,;, = ;V:M VPIO, - ZPIO} vpEPR
L
TMIO 0 = Z VMIO, e MR
iEVM io € IOR (42

- ZMIOY
Constraint 40) generates the RIJMEM traffic matrix
TPM,,, based on the index matrixZPM;™calculated
previously in constraints3@) and @3), andVPM;, which is the
it" VM CPU-MEM traffic demands. Constraint41j and @2)
generate the CPU-IO and Memd@- traffic matrices
respectively, using the relevant variables.

Traffic flow conservation:

5wy - 3 wemp
BEN, BEN,
(TPMp.m /B) a=p 43
={—(TPMp,, /B) a=m
0 otherwise
Vp € PR,m € MR,s € NR
> weiohy - wriohy
BEN, BEN,
(TPIOp.io /B) a=p (49
=31—(TPIO,;, /B) a=io
0 otherwise
Vp € PR,io € IOR,s € NR
> wMIogy - ) wMIog’
BEN, BEN,
(TM10p,;, /B) a=m (45
=3y—(TMIOy, /B) a=io

0 otherwise
Vvm € MR,io € IOR,s € NR

Va
€ MR, b

WMIO™® <WMIO,,
4 € Na

meMR io€IOR

Constraints 46)-(48) ensure that the summation of the
number of wavelengths traversing a physical link in the optical
layer deesnot exceed the total number of wavelengths in that
link for the CPU-MEM, CPU{O, and Memory-10 traffics

(49

respectively.
1
QPM, =5 ), TPMpn  wern g
meMR
1
QPIO, =% Z TPIO,,,  wp €PR 50
i0€ETOR
QMIo,,
1
i0€ETOR
Constraints 49)-(51) determine the total number of

aggregation ports utilized by the CPUEM, CPU{O, and
Memory-IO traffics respectively in each rack by dividing the
total traffic matrix by the wavelength raBe(Gbps).

B. Resource Provisioning in CS with Communication Power
MILP Model

Here, we assume that both the CS and DS use the same data
center networking topology, such as fat tree or spine and leaf.
Therefore, the power consumption of this fabric is not
included in both CS and DS desigrsyt we include the
communication fabric needed to realize the DS functionality
as shown in Fig. 3. Note that such topologies might not be an
optimal choice for the DS data center, and a specially designed
communication fabric on top of the communication layer
shown in Fig. 3 may be needlto form an optimal higher
networking architecture layer for the DS data center
interconnect topology; this is an issue for future research.

In the CS MILP model we consider a pool of servers, rather
than a pool of resources. Each CS is equipped with the same
type of resources (CPU, memory, I/O) that are used in the DS.
Furthermore, we assume that each CS has a single CPU
associated with a single Memory and a single 10 module.
Therefore, the utilization of a certain resource in the CS will
affect the utilization of the other two resourc<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>