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Abstract:

In this paper, we propose a method to measure the capacity of single-track railway ceutijers toa given
degree of balance between the two directional traffic loads and a permitted overall ddlay&introduce the
concepts ob-balance degree andtolerance level to reflect the subjective measures of the railway administrator
for capacity evaluation. A train balance scheduling problem with initial departweeliaice of trains is embedded
into the measure of railway capacity. The combined scheduling and capacity evaluation methadasefbasa
0-1 mixed integer programming model, and solved using a simple dichotomization-based heuristicAniagndg.
efficient heuristic procedure based on the concept of compaction pattern is developed to smue baéahce
scheduling problem, and the numerical results demonstrate that the method yields high-quadihs sdhste to
the optimal ones using the CPLEX solver. Tiwe-way traffic loading capacity of a single-track railway corridor
is analyzed in detail under different tolerance levels and balance degrees. The transition régifficsladding
capacity are identifie@andprovide a useful decision support tool for the railway administrators in deatimgraimn
rescheduling requests under disturbance or disruption scenarios.

Key words:. railway capacity; tolerance level; balance condition; compaction pattern; departure time choice.
1. Introduction

The capacity of a railway systeismia key measure arid of significant importancéo the railway industry.
Whether it is to add more trainsam existing system (Burdett and Kozan, 2P68to build new rail infrastructure
(Burdett, 2016), it is crucial to know where the spare capacity lies or where theapaeity needs are. Krueger
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(1999) defined the railway capacity ‘@smeasure of the ability to move a specific amount of traffic over a defined
rail line with a given set of resources under a specific service plan”. A more generally adopted definition is the
maximum number of trains that can traverse the entire railway line in a given pktio@ (Burdett and Kozan,
2006; Mussone and Calvo, 2013). Whilst these definitions seem to be self-explanatory, their quamisicat
straight forward because it depends not only on the assortment of railway layoutsohtieaproportions of
different train types as well as the dispatching rules of trains in the railway system.

Most of the existing studies focus on the capacity of double-tracks or multi-traclayrajstem (Prinz, 2005;
Alex Landex et al, 2006; Wahlborg, 2005; Melody and Preston, 2010; Lindner, 2011). However,ragigle-t
railroads still have important transportation roles to play in many countries. Foplexaingle-track railroad in
USA accounts for approximately 80% of the entire railway network (CS-I, 2007; Tolv&0). Freight transport
is usually undertaken along single-track railway corridors in some countries of Northern Euroes, Suadden
Denmark and Norway (Landex, 2008). The famous Qing-Zang railway corridor, which linkmt8hs and
traverses the whole of the southwest of China at a length of 1956km, is single-track all the way.

The distinct characteristic of the single-track railroad is that it cawiesvay traffic, i.e., the segment between
stations can be occupied by trains travelling in both directions. The meeting-crossing and overtakirtga@msong
make singg-track railroad more complicated to plan and manage than other railway system. As a consequence, the
transport capacity of a single-track railroad is rarely able to achieve what is expettteddlway administrators.
Part of the reason for that is the complication associated with assessing the actuglafahaaingle-track system,
and more specifically the lack of a clear definition that reflects explicitly the yotraffic characteristic of single-
track railway. Compare with double- and multi-track railway systero;way traffic in the single-track railway
system results in more conflicts between train flowdifferent directions. It is insufficient to only focus on the line
or station capacity. Additionally, an accurate capacity evaluation is closely related to hainthare scheduled
to run in the railway system, which is often unknown at the stage of exploring the capacity.

There has been a rich literature on railway capacity (Frank, 1966; Petersen, 1974; Assad, 1980; Yokota, 1980;
Petersen and Taylor, 1982; WelrhdGussow, 1986; De Kort et al, 2003; Kozan and Burdett, 2005; Lai and Barkan,
2009; Bevranet al, 2015; Burdett, 2015a, 2015b, 2016). Most of them however are focused on capagiheafse
or stations, and these capacity analyses emphasize the influence of railway infrastructuonlayBbute to two-
way traffic characteristics and the strong dependence between segments and stations in the simdleddadk r
is essential to consider the single-track railway as a whole system. In additiennieeds to consider train types
and schedule plans, it would also be interesting to evaluate capacity from the vie#paimtay administrators,
to take into account the constraints or flexibility they wish to put into the system.

In this paper, we analyze single-track railway system capacity from the viewpoailwway administrators:
giving a set of objectives the administrators wish to achieve, what the railway capactyoeoMore specifically,
we set out to exploréf the average delay of trainsis confined to a given range, what is the maximal number of
trainsthat can beloaded onto the single-track railway system? Clearly, with increasing train numbers, more delays
would be expected in order to accommodate the increased number of meetsr@simg able to accurately
guantify the railway capacity under different delay tolerance levels provides decisiont $opfh@ administrators
to balance the trade-off between the demand and the service levels. In addition to detlyratams, the
administrators usually aim to keep the balance between train flows in both directionslafiie balance ah-
and out-bound train flows has a significant impact on the delays of trains and capdwtgiofte-tracks railway.
So a new question can be proposedfabe average delay of trainsis confined to a certain range and a relative
balance between thein- and out-bound train flows is maintained, what is the maximal number of trainsthat can
be loaded onto the single-track railway system?

To the best of our knowledge, the delay tolerance level and relative balance have fjonbg@onsidered
previously in the analysis of railway capacity of single-track system. In this paosget out to derive avo-way
balanced traffic loading capacity for the single-track railway system subjediteradelay tolerance level. We
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present an analytical formulation of the model and develop a highly efficient algorithm to derive the sdlbiéons.
outcomes of our results provide a useful decision support tool for the administrators.

The major contributions of this paper are listed as follows. Firstly, the concepivofveay balanced traffic
loading capacity is explicitly expressed, in which-tblerance level is introduced to describe the control of the
administrators on train delays, ané-balance degree is defined to reflect the expectation of the administrators for
the relative balance of in- and out-bound train flomscdhdy, a 0-1 mixed integer programming model is
formulated to quantify k. The objective of the model peruses the maximal allowed numlbeaiefpairs based
on\-tolerance level of administrators in the single-track railway corridor. The deviativadrethe average travel
times ofin- andout-bound train flow is subject tsbalance condition. An important characteristic of the model is
that the departure times of trains from their original stations can vary \aithiven hard time-window. Our third
contribution is a simple dichotomization-based method proposed to solve the above model yBssueke how
to solve efficiently trairb-balance scheduling problem with initial departure choice. A heuristic procedure based on
compaction pattern of time-distances is designed to search the optimal departure times of trainsdiroonginal
stations. The optimal solution satisfyitidpalance condition is identified during the search process.

The outcomes include not ordynethod to evaluate capacity from the tactical level, but also a decision support
tool for the railway administratoe the operation level. Since the train scheduling problem with departure choice
is embedded into the capacity evaluation model, the proposed model and solution method can capturalthe optim
departure time of trains from the original stations. Additionally, the model and methakpd in this paper can
be readily extended to double-tracks/multi-tracks railway system. Another impexrtmsion is to apply the
proposed method to different disruption scenarios, and identify quantitatively the capadignio®e viewpoint
of railway administrators.

This paper is organized as follows. Section 2 reviews the related literature. The defirvtiomaty 5-balance
traffic loading capacity in the single-track railway system is presented in Section03l Aixed integer
programming model is represedtin Section 4. The proposed solution method is introduced in Section 5, and
experimental results are analyzed in Section 6. Finally, conclusions are presented in Section 7.

2. Literaturereview

Traditionally, railway capacity is defined as the maximal number of trains that ey tsaferse the entire
railway line in a given period of time. In Abril et al. (2008), the raijveapacity can be classified as theoretical
capacity, practical capacity, used capaeitd available capacity depending on different objectives, and the
capacity evaluation can be generalized into three method$ytical, optimization and simulation. The analytical
approach adopts mathematical equations or algebraic expressions to quantify railway capacityteamndsiscbfo
calculate theoretical capacity of railway lines. The earliest analytical modelevakped by Frank (1966) for a
single-track railway line. The number of possible trains on a given segment wasezsbasgd on trains travelling
at an average speed between two consecutive sidimgsiding on Frank’s method, Petersen (1974) considered
trains with three different velocities run at a segment to reflect the influence afdwteus trains on the capacity
In these earlier studies, the departure times of trains are uniformly distributes given time period. De Kort et
al (2003) adopted a probabilistic (max, +) approach to evaluate theoretical capacity edpeeidhailway corridor
under uncertaintyn different demand levels. Burdett and Kozan (2006, 2009) analyzed the influence of mixed
traffic, signal locations and dwell times of trains on theoretical capacity of aayaderridor. They developed
analytical techniques based on the critical section and train proportions. An improveg caipe&ity analysis
method (Burdett, 2015a) was devoted to schedule trains with return paths in the sgiteay. The proposed
approach allowdplanners to identify how many train paths are achievable and how many return paths lale possi
Burdett (2015b) formulated and solved a comprehensive set of multi-objective rtiteperform a trade-off
analysis of theoretical capaciin particular, those models determined theoretical capasittye most equitable
solution,andalso provided a set of non-dominated solutions for later analydisomparison.
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An enhanced parametric capacity evaluation was proposed by Lai and Barkan (2009) taimesidt r
companies in capacity expansion projects. Based on an estimated future demand and available bucigesetthe pr
model can generate possible expansion alternatimelsompute line capacity and investment colstdBevrani et
al. (2015) anoptimization approach was appligra case study of the Iran national railviayrderto identify its
current theoretical capacitgnd to optimally expandit given a variety of technical conditions. It tentatively
demonstrated howan analytical approach for capacity expans®more efficient than a manual process. Burdett
(2016) considered two capacity expansion possibilities, i.e., track duplicatidsection subdivisions. The case
study showdthat section subdivision is the best and cheapest ggatbe cost of track duplicatiomsproportional
to its length, whereas subdivisidsma static cost.

Most analytical models in the literature address the calculation of theoretical capacity, asubHyaused to
identify the bottlenecks of the railway lines. However, the analytical approaches ignored tseoéffadftions in
traffic and operations that occur in reality. In practice, the actual railway capastyawlower than the value
obtained by the analytical approaches (Abril et al., 2008).

Optimization methods for capacity evaluation are linked tfoethe determination of saturated timetables.
The UIC 406 (2004is one such method, which is developed by the International Union of Railways in Europe to
calculate the saturated capacity and is widely adopted in many Europe countries (Robert, 2005; Alegtlandex
2006; Wahlborg, 2005; Melody and Preston, 2010; Lindner, 2011). The UIC 406 modpiesdatermined
timetable and reschedules the trains as close as possible to each other (Abril et al., 2@0&orfpression
indicates free capacity, more trains can be added to the railway siaraex et al (2006) described in detail the
application of UIC 406 in Denmark, while Lindner (2011) applied UIC 406 to evalnatearridor and station
capacity. However, Mussone and Calvo (2013) pointed out that UIC 406 was inadequate for capacity evaluation of
railway junctions and station tracks. Additionally, the timetable compression methadesigaed primarily to
analyze capacity of doublandmulti-tracks railway system.

Simulation techniques have oftenebeised to model the movement of trains across a railway network. They
allow a real world railway environment to be mimicked in great detail. It headyl applied into train scheduling
problem (Li et al., 2008, 2014; Xu et al., 2015; Mu and Dessouky, 2011, 2013; Liu et al., 28da1)s® of its
flexibility and high-efficiency, simulation can be used to evaluate practical capadiijnay system by combining
with other optimization methods.

Petersen (1974), Petersen and Taylor (1982) considered the combination technique for a singiehtrack r
in which the dynamic programming and the braandbound were embedded into the simulation psedéfelch
and Gussow (1986) developed t¥fwhatif” simulation models to evaluate the relative effect of many factors
influencing main line capacity in Canada. Kaas (1991) presented a general simulation moalelate exilway
network capacityt different levels. Dessouky and Leachman (1995) asschulation framework to analyze the
relationship between track capacity and train delay. Their simulation model considered impbyioél
parameters such as train length, speed limits and train headways.

Previous research has focused upon focused on factors affecting railway capacity,alveiyasfrastructure
layout, mixed traffic and operational parameters. Very few previous research works have everetbtisider
capacity analysis of single-track railway system from the viewpoint of thenadrators. Furthermore, it is very
difficult to evaluate the capacity of the single-track railroad as a whole systemtdestimng coupling relationship
between rail segments and stations. The following two sections discuss in detail thesgbtizacdf railway
capacity under the viewpoint of railway administrators, and present a 0-1 mixed jmegemming model for
capacity analysis of single-track railway corridor.

3. Capacity of asingle-track railway corridor with two-way balanced traffic
3.1 Two-way traffic characteristic of the single-track railway

A single-track railway corridor is made up by a series of single-track segmerliakisationsandsidings
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Frank (1966) was the first to characterize the distinct characteristiegoatay traffic in single-track railway
systems, where a segment between stations can be used by the ti#fiesent directions (though of course, only
trains travelling in the same directi@anoccupy the segment at the same time). Here, we nantedheavel
directionsas out- andin-bound. The number of outbound and inbound trains is set to be equal so as to impose
guantity balance in two directions. We couple one outbound with one inbound train to foaim-pair. The
capacity of a single-track railway corridor is defireedhe maximal number dfain-pairs thatcantravel along the
corridor during a fixed time period.

3.2 Average travel time of all trains: a A-tolerance factor

The more train-pairs i@ single-track system, the more interactions among trains (on track and segment
occupancy by trains in different directions) there will be and hence longer travebftimans. More meeting-
crossings between trains result also in more waiting time of trains at stationser@sting problem discussed in
this paper is to investigate railway capacity under a certain delay tolerance range. Tlablcoepimal delay of
trains is considered as an input parameter of the proposed model. However, due to unknown timeialole ahe
the maximal delay is unbounded and cannot be estimated. And hence, the value of theefridmdra¥ train $
adopted as a benchmark of evaluating the acceptable delay. The question on single-trackajpéeityycan be
better expressed as: what is the maximal number of train-pairs thdedaaded onto the single-track railway
corridor if the average travel time of trains does not exceed a given level?

We introduce a parametkrto describe the acceptable level of the administrators. Assume that the number of

train-pairs to be loaded is&hdthe loaded train types are denotedds-{L, 2, ..., J,...,|J |}, where | J | is the

. . = 1 .
number of train types. The average free travel time of traink %—ZZﬂu,; . fj . Here, the binary parameter
ueV jed

ﬂu’j identifies whether trainu is of type |, while f]. is the free travel time of j-type train, which denotes the
time required by train passing through railway system without unnecessary waiting.

Administrators are interested in whether the average travel time of these loaded trains does not e?ceed

or what is the maximal number of loaded train-pairs when the average travel time of trains is within the acceptable
tolerance levelA- f . Here, the parametaris a real number 4 >1), and we term itthe acceptable travel time

factor (thei-toler ance factor)’.

3.3 Travel timesof trainsin different directions: a §-balance factor

The meeting and crossing of trains from different directions is a key feature of singlaihaal system. It
must be carefully managed. When it happens, trains from one direction have abstatibnsto let the trains in
the other direction pass. As well as to minimize total travel time dfaafis, the administrators usually also hope
that large deviation in travel times between train flawdifferent directions can be avoided as possible.

The concept of relative balance is to represent the deviation between out- and in-boundrteaeeidii

reflects the subjective non-preference of the administrators.f_]ngt and f_in denotes the average travel time of

the out- and in-bound train flows, respectively. The relative balamtmscribed as follows:

1T, | <590 (1)

out
where, parametes is caled the balance degremdis a real number@< o <1). Eq. (1) is called“s-balance
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condition”. The other important parameted™ in Eq. (1)is the maximal deviation between the outbound and
inbound train flows.tishould be emphasized tha@™ is not an input parameter of the model; rather its vialue

dependent on the number of loaded train-pairs. The valug(tf is determinedby the solution of a specific train

scheduling process. Assume that the number of the loaded train-paismdsal outbound trains travel freely in

the single-track railway corridor. When the meet-crossing between agess, all inbound trains must dwell on

the stationgo avoid the outbound trains. According to the waiting time of all inbound trains at statiomsxineal
deviation can be obtained. It should be pointed out that, for the specific train scheduling processnthémei

of all inbound trains is required to be minimal because of the flexibility of departww®titrains from the original
station. In Appendix II-B, tis specific train scheduling process is described in detail, and a pre-processing procedure

is presented to obtain the value @{™.

3.4 Initial departure-time choice of trains
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Figure 1 two examples for different departure time of trains: (a) onefa&ins (b) three pairs of trains

The capacity analysis proposed in this paper takes into account different travel tolerance levgls set
administrators. Minimizing the total travel times of trains is the basis of accaedeity evaluation. In a train
scheduling problem, the appropriate initial departure times of trains can reducavéidimnes of trains in the
railway system. Figure 1 shows that selecting the appropriate departure time caoastfynifeduce the
unnecessary waiting time of trains at stations. Hence, the initial departure timessdftnai their original stations
should be regarded as the decision variables rather than the input parameters. It is emphasized that train scheduling
problem with initial departure choice is an importelement in the capacity evaluation model proposed in this

paper.

4. Model formulation: a 0-1 mixed integer programming
6
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This section presents a 0-1 mixed-integer programming formulation for the twa-vedgnce traffic loading
capacity problem in a single-track railway corridor. A summary of the notationsealdopghe model is presented
in Appendix .

Model:

Maximize N 2
Subject to:
(a) flow conservation constraisit

n =LN-y,] =120 F: ©

>n =N (4)

jed

(b) train proportion conservation constraint

n; = Zvloﬂu,j 1=12,..p (5a)
=2 A i=12,...p (5b)

ueV'

(c) Travel tolerance level constraints:

Dot —te <AL D DB f] ©6)

uevey V! uevPy V! jel
(d) J-balance constraints:
d d
| Z (tLiTu _tu,Fu)_Z(tva,lTv_tv,fv)l Sé‘@xaxN (7)
uev® vev'

(e) Departure time choice constraints:
o<ty <T vV ueVeuv! 8)
(g) Constraints 1l-4~11-11 in Appendix II-A. 9

The objective of the model is to maximize the numidér of train-pairs that can be loaded into the single-
track railway corridor. The input parameter of the model is the proportion of diffgqeeg of trains, which is

indicated by symboly;, and 271 =1. According to the proportion coefficient; , the number ;) of different
jed
types of trains in the out- and in-bound directions is deduced by the number of traisgmisristraints (3) and

(4)). Because train number is always an integer, sym|t_)eﬂ ” denotes the integer part dfl -y, - Clearly, the

number n; is related to the decision variabll . Constraints (5) ensure that the loaded trairtke out- and in-

bound directions satisfy the proportion of different types of trains. These trains is recordeih setd V' .

As we described in Section 3.2, this study focuses on the maximal humber of train-pairbevheerage
travel time of trains is confined to a given level. Constraine@@ures that the total travel time of the loaded trains
does not exceed the expected valdd ( Z Zﬂu'j : fj] ), which is corresponding totolerance level. Variable

ueVoy V! jel

tY  isthe departure time of traitl from its original stationf, and tj}u is the arrival time of trainu at its

u,f,
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destination stationr, . Clealy, the capacity evaluation investigated in this study is closely related to a train

scheduling process. Different from the standard train scheduling problem, the specific scheddess pr
emphasizes the relative balance in travel times between trainiflalifierent directions. Constraint (7), which is
called as‘s-balance conditich) ensures that the travel deviation betweenandin-bound train flows is confined
to an expected range of railway administrators.

Constraints (8) ensure that all loaded trains must depart from their originahstaithin the time window

[0, T], where T is the minimum free-flow travel time of all loaded trains, i.€.= min(f; [j €J ). The time

window ensures that no train can leave the system before all trains have been loaded onto the railway corridor.
Similar to the standard train scheduling problem, certain additional constraints are necessary to reflect the

travelling characteristic of trains in the single-track railway system, which inbleaievay constraints, meeting-

crossing constraints, station capacity constraints, segment running time constraints andstopping/non-stopping

constraints. These constraints have already been discussed in detail in our previous works (Li et al, ra)14). A

hence, we list these constraints in Appendix I1.A (constraints (11-3) ~ (1I-11)).

5 Solution algorithm
5.1 Model analysis and heuristic framework

The model proposed above yields a 0-1 mixed integer programming formulation for the evaluatmway
d-balance traffic loading capacity in the single-track railway corridor. Constraints (8 mean that capacity
evaluation is related closely to a train schedule plan. Constraint (6) is an evaluagidangrivhich identifies
whether there is a feasible train schedule plan that satisfies the accepted toleenifgHevmaximal number of
train-pairs is N , it is concluded that no feasible schedule plan can satisfy constraint (6) when the number of train-
pairsis N +1. In other words, even the schedule plan with the minimal total travel timexteeds the acceptable
tolerance level set by the administrators. While constraints (7) and constraBwdI{dLl) in Appendix I1I.A reflect
the travel process of trains loaded onto the single-track railway system.

Assume that the number of trains loaded into the railway corridor is known. We formulateifie $aén
scheduling problem with initial departure choice, which is subject to the relative balaraia @8bws in different
directions, and minimize the total travel times of all trains loaded onto the giagkerdilway corridor. This model
is noted by symbobi(N), and is presented in Appendix Il.A. From the solution of magwl), it is identified
whether tolerance level constraint (6) is satisfied.

A simple dichotomizing-based method is adopted to explore the maximal number of train-fiersingle-

track railway corridor. Firstly, we set the initial lower bouiiig, and upper boundi, of the number of train-
pairs. The initial lower bound may be set to 1, and the initial upper bound & E&/thddj; the latteris the

possible maximal number of train-pairs in fixed time windf® T]. Here, parameterhdd is the safety headway
between two trains departing from the original station. Moreover, we analyze whether the solutiodebf
o(di, +L(fi, ~ii,)/2)) satisfies travel tolerance condition (constraint (6)). If itis, +L(fi,, —fi,,) / 2] is setto

new lower bound; otherwise, it is regarded as the value of upper bound. Table 1 presents a detatied heuri
procedure.
Table 1: Dichotomizing-based heuristic search

Set initial values forfi, and fi,, (i, =1, ﬁubth/hde );
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While fi,, <f, do
Repeat
Set N =i, +| (i, —1,)/2]

Solve the train scheduling problegdi(N);
Update train-pair numbers:

f %Z(ﬁjm —Jtlffu)gﬂ-?, then i, = N

If %Z(ﬁjm —JthFu) > A-f or no feasible solution is found, thef),, = N

End While
Output the value ofN

The above dichotomizing-based heuristic is straightforward. However, a pivotal i$sve is solve model
9 (N) efficiently. The solution of modeloi(N) includes: the initial departure time of each train from their
original stations, and their arrival and departure times at other stations. This can be expresser{(¥3, SV)} ,

where 7'(V) records the departure times of trains from their original stations,#.@/,) ={;tlj"ru |ueV}, and
$(V) records the arrival and departure times of trains at station§(Mg.={( ;. Jtlf JlueV,r eR} . Here,

#5, and jcf'r are the arrival and departure time of train at station r , respectively.

It is well-known that the brarrandbound algorithm is a precise method to solve the 0-1 mixed-integer
programming problem. However, as a non-polynomial method, the basatdieund may be unable to obtain the
optimal solution. For a large-scale problem, even a feasible solasinrhardly be obtained within finite
computational time. If the departure times of trains from their original stationslaxed, solving train scheduling
problem becomes even more difficult. Compared with train scheduling problem with expédiztedaparture time,
the choice of train departure time and ordeio(N) will resultin a larger feasible region.

We adopt symbolorn (N |7'(V)) to denote train schedule problem with expected/fixed departure times. There
are many excellent methods for train scheduling in the literature (e.g. Carey, 1994; Higdink9&6, 1997; Cai
et al., 1998; Zhou and Zhong, 2007; Burdett and Kozan, 2009a, 2009b, 20145).20cur previous works (Li
et al, 2014), a Confliction-Distribution-Prediction method (CDP) was develomedvio o (N |7 (V)) efficiently.
However, the CDP focused on train scheduling problem with expected departure timesl Bigides two simple
examples to demonstrate that proper initial departure times of trains can largelyuedeoessary waiting times
of trains at stations. In Figure 1 (al), the waiting time of trairat station is reduced only by changing the departure
time of train u or v from the original station. The proper departure time of trains in Figure 1 (b1l and b2) make
the waiting times of all trains at stations reduce three times approximately. Hence, tietermine the proper
initial departure time for each train is the key isgusolve 9r(N). Based on the comparison between two optimal
schedule plans, we develop an initial departure choice procedure basamimuaction pattethto determine the
optimal or suboptimal initial departure time of trains.

5.2 Determinetheinitial departuretime of trainsat the original stations
The initial departure choice of train is influenced by many factors, such as crew andstottikngHowever, in

9
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this paper, the evaluation tfo-way traffic loading capacity is based on the minimal total travel times wégis.
Hence, we only focus on how to determine the initial departure times of trains soiamtize the total travel time
of trains.

5.2.1 Thedefinition of compaction pattern

Determining the optimal initial departure time of train is very difficult tuehe unknown schedule plan.
Different initial departure times of trains will result in the schedule plétis different structures. For instance,
Figure 1 (b0O) presents an optimal schedule plan, in which the initial departure times of trains are given in advance
while Figure 1 (b1) and (b2) show two schedule plans with optimal initial departureofitnasis. In Figure 1 (bl
and b2), acompaction pattern is developed where trains wait at the station for meet-crossing between trains.
Compaction pattern denotes that the arrival or departure interval between trains at stations reach the minimal
headway. In other words, the waiting times of trains in compaction pattern cannot be compressed any further.

Compaction pattern provides a novel idea to seek the optimal or near-optimal depaetsic# trains. Assume
we can obtain quickly a train schedule plan based on a given initial departure timessofAcabrding to the
arrival and departure time distribution of trains at stations, the compressible siamieeds among trains can be
analyzed. By adjusting the initial departure times of trains, time-points distribution is gradually cdrivergels
compaction pattern. We call the algorithm proposed for the optimal initial departuamsfsthe initial departure
choice based on compaction pattemr simply“IDC_CP".

5.2.2 Descriptions of compaction pattern at station
Let et 9 denote the travel information of trains at stations given by a schedule plan, and it can lseeéxpres

as D={D,|ueV} , where D, records the travel information of trainu at each station, i.e.,
D, ={D,|reR} . The information unit 9 contains three elements, ani expresed as

Dy = (A3, 45,1, X (0), 8, (0)) , where the first part denotes the time interval betwen and A,
%, () and & () identify the arrival or departure characteristic and time-point distribution o iraiegion
(ijr,ilfr). Here, st T records the trains which have arrived and/or departed during time in@t@{aj;tlf,),

ie., W ={ilveV, andt <Al <Al ortl <ij<t'}, and i, is the ID of train v. % () and

& (Q) can be expresseds X (Q)={7,|veTq} and & (q)={p,IveT}, respectively. Their

definitions are listed as follows:

. |1 if time point indicates trairarrives at statiom ndv e | (10)
0 if time point indicates traindepartes from station , ane 7
Ay, if ;=1 andve )
o ={ ’ K (11)

A8 if x4, =0, andve T
According to & (7)), the time-points distribution is expressed B§={#,. ¢} UJ( 0) . Figure 2 (a)
presents a simple example to explain intuitively the definitions of the above symbols. égitire Qxlir,ilfr),

10
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The aim of initial departure time choice of trains is to mdKe closdy to its compaction patterrfL as

possible, and reduce the unnecessary waiting time of trains. Assume that a reviragiof train u at station

ris jcjr after initial departure times of trains are adjusted. Basedqun arrival or departure characteristic

%, () in set Q' , and minimum headways between trains, an ideal compressed time-points distribution
g (Q}) can be reformulated by a mapping functi@id (12,,%, (7)), i.e., & ()= (£3,,%(0})). The
mapping rule of“‘(D(i&r,?XJ (Q;)) is presented in Table 2.aMadopt the first time-point of the distribution
presented in Figure 2 (a) to explain the mapping rule in Table 2. The first time-pbmtisival time of trainv,

at station r . Because the direction of trais is opposite to trainu , the arrival-arrival safety headwag{®) is

considered as critical time interval in compaction pattern. And hence, the first timeérpdmpaction pattern can

be written to £, + g%,

Table 2: The mapping rula m(}jr,%(w)) for §(Q)

The characteristic o conditions 2
train
Z'=1; u,veV®oru,veV' £ +h*
Z'=0; u,veV°oru,veV' A +h
v=V,veT
2r=1; ueV°veV' orueV®yveV' /'Zlffr+§§laa
r . (0] | (0] | Ja ad
Z,=0; ueV-,veV orueV-yveV Aoy t0
A=A, b, +1,
Ay # i XL =170 =L,v,v eV® orvy eV pl_+h
Ay #hg XL =120 =0;v,v eV° orvy eV pl+h*
V£V, Ve Ay #hg X =0,%; =0;v,v eV® orvy eV' pl+h™
A # iy XL =02y =L;v,v eV orvy eV' pl_+h®
Ay # i X =17, =1;veVe,v eV orveV'y ev® | p +g*
A # iy XL =17, =0;veVo,v eV orveV'y ev® | pl +g*
A, # iy XL =07, =0;veVO,v eV orveV'y ev® | pl +g”

12
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*Note: V is the first train in setT) ; v is the ahead train of traiv in set 7 .
Combined (%3, , A7, ) with & (') , the ideal compaction patterd’,(3,) is expressed as

IL(£2) ={£2, 403 UG 1) . Figure 2 (b) shows the compaction pattern of the example in Figure 2(a), which

s expressed  as fL(jzjr) ={%Lilr’ ia jza jz ’ i a /‘zv:,ir’/%vjr’jz d} , and }\Z,r =;tuatr +gaa ;

ML TN, LI N, T u,r
Ja JTa as . 7d _ Ja ad . Ja _ Jd da . Jd _ Ja ad Jd _ 7d dd .
iv3,r = ’{vl,r + g ' j\/l,r - iv3,r + g ' ivz,r - jvl,r + h ' /t\/3,r - ivz,r + g ' ivz,r - iv3,r + g ’
flfr =i\2'r +gdd. Clearly, in the compaction pattern, the time-distance between the neighboring timespoints

compressetb a critical value.

® Thecompressibletimeinterval between T, and T

The difference betweerl, and fL can be measured by treompressible time intervali; , i.e.,

6 =0, —45,)— (£, —£2,) , which is an important evaluation criterion for designing the departure choice
procedure of trains.
5.2.3 Thecharacteristic descriptions of compaction pattern at segment

The behaviors of trains on a segmeamialso be included into the compaction pattern. The travel information

of trains at segments are recorded in s@={f |ueV} . Here, £ can be expressed as

€, ={6" | r,r" eR}, where " is the delay time of trairu at the segment between station and 1,

u
ie., 6" = (4] . —A)=(py" + 80w 49 -79) . 1f 67 =0, the travel of trainU at the segment
between stationr and r" subjects to compaction pattern of segment.
5.2.4 Theinitial departure choice of trains

® Thedeparture adjustment of trains based on compaction pattern

As been depicted by Figure 1, the appropriate initial departure time can efficiently reduce unhecissgr
time of trains at stations for the meeting and crossing between trains, and make the ardepbande times of
trains at stations closeto compaction pattern as possible. And hence, the aim of the initial departure choice is to

reduce the difference betwedr, and fL.
Let the departure times of trains in an initial schedule toﬂb‘e{i&ﬂ ueV} . The mapping function
r

I, (T,FL,fL) is formulated to determine the new initial departure time of trains, Tes X (1,1, ,fL).

The mapping rule ofJ(, (--) is defined as follows:

13
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£ +(/%va?r _)tva,lr) if v=u

#2
Ao, = Ao, +(Bu—pl)  ifveq (12)
A others

Note that JC, (T,FL ,fL) not only focuses on the departure time choice of tiajrbut also emphasizes the

departure adjustment of trains in s& . The mapping rule reflects a strong coupling relation among trains in the

single-track railway system.
A simple rule that applies delsjo the initial departure time of trains is used to reduce train segment delay.

Assume that the delay of traid is 65'“ at the segment between station and r* in an initial schedule plan.

The new departure time of train§] = JC, (7',6"" ), can be formulated by functiofiC, (7,6 ) as follows.

C A +eT if v=u

i\?,fu = d ’ ’ (13)
Ao others

® Thefeashbility analysisof train initial departure

Constraints (Pensure that the initial departure times of trains are restriotéidhe window [0,T]. The

departure-departure time headway must also be satisfied for theedditsl departure times. Hence, a feasible
analysis is necessary for the new train departure sequence generdtgd-byand J(.(-) .

Consider a situation where traid is scheduled to depart before tra¥h but their initial departure time
interval does not satisfy the Departure-Departure headway. We examine the earlieblexiemsispace of train
U and the later extensible time space of tr&nThe train with more extensible space is selected, and its initial
departure time is moved till the Departure-Departure headway is satisfied. Once no extensible timd@pate i
the examining range is extended to other trains before tfaiand after trainV. The bound analysis of time
window is also similar. When the initial departure time of train is left or right bofitiche window, the extensible
space is set to zero.

5.3 The uniformity apportionment mechanism for balance constraints

According to the above initial departure choice and the CDP method (Li et.al, 2014), a spladubn be
quickly obtained. However, the balance constraints are not consideredCibPhmethod. Hence, it is necesstary
modify the CDP so that the balance constraints are satisfied. A specific charadtetise CDP is the travel
optimization mechanism, that the travel strategies of trains are analyzed based on tb&ooodisitribution
prediction achieved by the greedy method. We adopt a uniformity apportionment mechaeisurthat the
subsequent schedule plan obtained by the greedy method satisfies relative balance condition.

Note that the hard time windows [0, T) in the proposed model can ensure thahreatrdéave before all
trains have been loaded into the railway corridor. When a train travels at itsglastngéeall meeting-crossings
between it and the trains in opposite direction have occurred. It is concluded that all trains travel freeliastt thei
segment. And hence, the uniformity apportionment mechanism is to adjust the traveldirteoofin-bound train
flows on their last segment of travel.

In the schedule plan obtained by the greedy mechanism (Li et.al, 2014), total travel timeoahdwind
inbound train flow are presented a3° = Z Gy - ;tu‘ffu) and T'= Z(ﬁ,n - ;tifu) , respectively. If

ueV® ueV!'

14



1 |T°-T'p&-D7™ N, the balance constrainamot be satisfied. Assume thd@° >T', and the compensated

2 difference between outbound and inbound train flowd 5—T' —6-Py™ - N. The uniformity apportionment

3 mechanim ensures that the compensated difference is assigned equally to all inbound trains. The¢soé il
inbound trains at their last segment are dedal the balance condition is satisfied. The uniformity apportionment
5  mechanism is described as follows.

)tjfu +(TO-T"Y/N=-6-20, f T°-T'>5- D™ N ueU'
6 Ao =te +(T'=TYIN=-6-DI™ f T'-T°>5- D™ NueU® (14)
thfu if TO-T' K&5- 27N
Based on the integration of uniformity apportionmantl greedy mechanism, the modified optimization

mechanism in the CDP can identify the satisfactayel strategies of trains, and ensure that the obtained schedule
9 plan satisfy the relative balance between outbound and inbound train flows.

10 5.4 Thealgorithm procedurefor solving 9i(N)

11  Table 3: Algorithm IDC_CHKThe initial departure choice based on the compaction pattern)

Initialization: Generate 7®(v) randomly, and solve 9 (N|7®()) . And then obtain the solutio
=T (V)8V}, ie., 2 €™, 7'(V)=79) and §'(V)={(#,1%)|ueV,r R}; set up the initial se@ and £,
i.e., 9={9,JueV} and £={g,|ueV}.

While u<|V | (initial u=1) do
Repeat

Detect new initial departure of trains and schedule plan basedbemocedurel( D, ) and sub-
procedure2( £,);

If a better solution is found, update, 4, D and £.ResetU=1;

Otherwise,u <= u+1.
End While

Output the value ofz ", and 4 (\).

Sub-procedure 1 (9, ): the detecting procedure based ap={9,|r e R}

While r <R, |(initial r =1)do
Repeat

Based ona@) = ((#2,,£¢,), &, (0;),%}(0})), analyze the compressible time-distarige

While k-t <f, (initial k =0)do

step <

15
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Repeat

Set A7, =t +K, -ty and formulatel " ;

r

Determine the attempted departure initial departure of trains basdd o, (7,17 ,fL), and

feasible analysis forT ;

Solve 9n(N |7°(V)) and analyze the results:

fithe better solution is found, then upd,ét[e

k <k +1;

End while
r<r+1;
End while

Sub-procedure 2 (£, ): the detection algorithmfor €, (£, ={6"" | r,r" €R})

While r <|R, |- (initial r=1)do
Repeat
St T =% (7,6 ), and feasible analysis fof ;

Solve 9 (N |7'(V)) and analyze the results:

If the better solution is found, then update

r<r+1;
End while

Algorithm IDC_CP presented in Table 3 starts from an initial schedule plamethtasing the CDP method
(Li et.al, 2014). Based on the travel information of each train at station and segmeff}, iamd £ , the departure
choice procedure is executed for the compaction pattearbetter solution is found, the information in 8t and
£ isreset.

6. Numerical experiments

Two important features are investigated through a series of numerical experimeritse (fjality and
computational efficiency of the proposed IDC_CP, and (2) the two-way ti@fiirlg capacity characteristics under
different tolerance levels and balance degrees. The algorithms proposed in Section 5 is ieglémeént
language and executed on a PC with Windows 7 operating system, equipped with an Intel E5-4620 2.2 G
processor and 8G RAM.

We consider a five-station and four-segment single track railway corridor. We rargimelate ten scenarios
with small-scale variations in total length of the corridor and the lengths of the fpuests. Table 4 lists the
instances generated.

Table 4: The list of fourteen examples generated randomly (unit: km)

Inst. | Total Iength‘ Segmentl‘ Segmentz‘ Segment3‘ Segment4| Inst.‘ Total Iength‘ Segmentl‘ SegmentZ‘ Segment3‘ Segment 4
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1 156 32 46 38 40 6 158 35 40 45 38
2 154 30 40 48 36 7 160 38 43 47 32
3 160 40 36 46 38 8 158 32 41 38 47
4 152 35 42 39 36 9 154 36 a7 31 40
5 158 42 36 43 37 10 160 33 42 47 38

The segment lengths in each sample are uniformly distributed values between 30 and 50. The sidfiniggr of
at each station is set to 3. Small scale examples are adopted to evaluate the differencenleetoleéon obtained
by the IDC_CP method and the optimal solution. The optimal solutions are obtained by theabnobrd
method, which is realized by the standard CPLEX MIP algorithm (version 12.6).

6.1 The performance of IDC_CP for train balance scheduling with departure choice

The initial departure choice of trains and the balance degree are two distinct charactersaigs| aic(N) .
In the following experiments, we focus on these two characteristics of the rapgd) andthe performance of
algorithm IDC_CP.

6.1.1 Theimportance analysis of train initial departure choice

Firstly, we identify the influence of flexible initial departure on the performantmiof scheduling problem
Table 5 presents the results of mod&i(N) and 9(N|7(V)) obtained by the brandmndbound and the
proposed IDC_CP. The number of train-pairs is set to 4. In mog@ |7(V)), the interval between initial
departure times of trains is set to 20 min. The balance constraint is relaxed in the results presented in Table 5.

The results show that the total travel time of all train®ifN) is reduced by 0.1504 compared to that in

(N |T(V)). Three indictors, i.e., the number of the compressible intea), (the total compressible time-
distance EEL ) and the maximal compressible intervaidx(¢, }), are indicated to identify the difference between

the solutions of9i(N) and 9(N |7 (V)). These indictors reflect unnecessary waiting or delay times of trains at
L
and 9(N|7(V)) are (11.6, 65.5, 21.6) and (3.0, 3.3, 1.3), respectively.|¢lé@&ds proved that the rational initial
departure times of trains can efficiently avoid the unnecessary delay of trains, anthenakéval or departure
time distribution of trains at stations closely to the compaction pattern.

However, when the branamdbound is applied, the average computational time diofN |7(V)) and
91(N) is about 0.42h and 1.363h respectively, i.e. significantly higher computation time{¢N) with branch-
andbound. The flexibility of initial departure time makes modi(N) more complexity thanoi(N |7 (V)).

stations and segments. The average values of three indi&orgf max{(_}) in ten examples foor(N)

Evenwith homogenous trains, the binary variabléé'\'f , ‘fﬁr, é‘fér and gli” 1), which reflect the priority of

trains with same direction at station and segment, still need be identified because of the umikinbdeparture
times of trains.

With our proposed algorithm IDC_CP, however, we can see in Table 5 that the computatisngitaced by
overa thousand times (from an average of 1.363 hours down to 3.653 sec). The guadityodditionss compared
to the optimal solutions, with an average optimality gapof only 0.0018. The average value of three indicators

(n°, ZL’J and max{¢, }) is 3.0, 3.0 and 1.0, respectively. It indicates that the solutions obtained by the IDC_CP

have similar structure as the optimurasdprovesthe effectiveness of compaction-distribution based in IDC_CP.

1 See constraints (11-4) ~ (11-8) in AppendixAl.
17
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6.1.2 Theinfluence of balance constraints

As been shown in constraints (7), another important characteristic of magkl) is to keep the relative
balance between train flows in different directions. Table 6 presents the reseitéj under different balance-
degrees: 0.2, 0.4.... , 0.8. The computational time of CPLEX MIP algorithm is restricted within 24 hours.

When the balance constraints are added, a distinct difference compared to those in Table So@latieit
constraints) is that the computational time to reach the optimal solution is much higlestdrare, for the case of
6=0.2, the optimal solution in six examples is not obtained within 24h, and the average computagdoaldther
four examples also reaches 20.54h (see TgblEheugh the added balance constraints reduces the feasible region
of model 91(N), it results in large difficulty of pruning and bounding, and increases the computationagxioynpl
of the decision tree.

Algorithm IDC_CP still has good performance when balance constraint is considered in a¢ngl. The
results in Table 6 show the solutions obtained by algorithm IDC_CP are very closbéstthelutions obtained by
the branchandbound. For instance, for the casesse0.2, the optimality gaps between the IDC_CP and the
branchandbound is about 0.0203. Whér0.8, the optimality gap is only 0.0035. With the gradual relaxation of
balance constraints, algorithm IDC_CP can obtain the solution with better quality. Inwighntmputational
efficiency, the average computational time is only about 9.498s when the IDC_CP is adopted. ¥)buiopsired
with the branchandbound, algorithm IDC_CP can be applied to large scale cases in the real world. Algorithm
IDC_CP is tested in the part of the Qing-Zang single-track corridor, which haantite bf 830km and links 13
stations. The numerical results (Table 7) show that, the feasible solution by the dmeibcind is not obtained
when the number of train pairs exceeds five. The computational time required by the IBMeBkeen 12.89s
and 94.87s; while the optimal gap is between 0.0063 and 0.0118.
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Table 5: Results of train scheduling problem with fixed and flexible departure time

Inst. Fixed departure time Flexible departure time
Branch-and-bound Branch-and-bound IDC_CP
obj CPU/M n° > & maxq}|obj CPU/M n° D & max(} deviaton] obj CPU/s n° > ¢ maxi} gap
1 827 0209 12 63.0 195 | 723 0391 3 3.0 1.0 0.1438 | 723 4.072 3 3.0 1.0 0.0000
2 831 0.049 12 81.0 295 | 715 1839 3 3.0 1.0 0.1622 | 715 8.444 3 3.0 1.0 0.0000
3 847 0.079 12 58.0 175 | 737 0593 3 5.0 3.0 0.1493 | 739 2.218 3 3.0 1.0 0.0027
4 815 0.048 12 60.0 205 | 707 1594 3 3.0 1.0 0.1528 | 707 1.299 3 3.0 1.0 0.0000
5 833 0481 12 61.0 175 | 727 1.067 3 3.0 1.0 0.1458 | 731 1932 3 3.0 1.0 0.0055
6 844 0.111 12 67.0 265 | 731 0.269 3 3.0 1.0 0.1546 | 731 2.023 3 3.0 1.0 0.0000
7 851 0.307 10 64.0 245 | 739 0471 3 3.0 1.0 0.1516 | 739 4.013 3 3.0 1.0 0.0000
8 828 0.090 11 68.0 195 | 727 0425 3 3.0 1.0 0.1389 | 730.8 9.462 3 3.0 1.0 0.0052
9 817 0.009 11 55.0 125 | 712 5370 3 4.0 2.0 0.1475 | 715 0.717 3 3.0 1.0 0.0042
10 855 0.040 12 78.0 285 | 739 1613 3 3.0 1.0 0.1570 | 739 2350 3 3.0 1.0 0.0000
Average 0.142h 116 655 21.6 1.363h 3 3.3 1.3 0.1504 3.653s 3.0 3.0 1.0 0.0018
Table 6: Performance results of train balance scheduling under different balance degrees.
Balance Degree 6=0.2 5=0.4 5=0.6 6=0.8
Inst. Branch-and-bound IDC_CP Branch-and-bound IDC_CP Branch-and-bound IDC_CP Branch-and-bound IDC_CP
ObjP gap | CPU/h | Obj | CPUIs & Obj*» | gap | CPU/h | Obj | CPU/s & ObjP gap CPU/h | Obj | CPUIs & Objr gap CPU/h Obj CPUIs 13
1 750.8 | 0.000| 4.05 | 7660 | 4.36 | 0.020 | 741.6| 0.000| 9.76 | 750.0| 8.23 | 0.011 | 7350 | 0.000 | 5.198 | 735.0| 7.65 | 0.000 | 730.4 | 0.000 5.38 732.0 5.72 0.002
2 742.8 | 0.000| 14.15 | 758.0 | 11.52 | 0.020 | 733.6 | 0.000 | 11.35 | 742.0| 11.78 | 0.011 | 727.0| 0.120 | 24.0 | 727.0| 14.28 | 0.000 | 722.4 | 0.000 6.69 726.0 3.34 0.005
3 7660 | 0.133| 240 | 773.7| 61.14 | 0.010 | 754.4| 0.000 | 6.48 | 757.7| 69.01 | 0.004 | 743.0| 0.000 | 5.02 | 747.0| 30.98 | 0.005 | 743 0.000 5.02 747.0 | 36.87 0.005
4 7370 | 0.000| 225 | 764.2| 1.17 | 0.037 | 734.0| 0.000| 7.78 | 748.2| 1.24 | 0.019 | 726.0| 0.114 | 240 | 733.4| 129 | 0.010 | 7144 | 0.000 1120 | 7175 1.23 0.004
5 761.2 | 0.000| 20.7 | 7780 | 0.92 0.022 | 750.0 | 0.000| 159 | 7620 | 0.99 0.016 | 7440 | 0.098 240 | 7460 | 0.94 0.003 | 7315 0.000 5.36 731.5 0.82 0.000
6 7620 | 0.037| 240 | 776.8| 0.31 0.019 | 753.2 | 0.000| 12.3 | 760.7| 0.28 0.010 | 7500 | 0.096 240 | 7574| 0.32 0.010 | 738.4 0.000 4.18 741.4 0.30 0.004
7 7700 | 0.132| 240 | 797.2| 11.89 | 0.035 | 763.6 | 0.123 | 24.0 | 781.2| 3.87 | 0.023 | 7580 | 0.096 | 24.0 | 764.4| 423 | 0.008 | 746.4 | 0.000 7.39 748.4 1.85 0.003
8 7610 | 0.106 | 24.0 | 767.4| 1.40 | 0.008 | 7580 | 0.135| 24.0 | 758.0 | 1.42 | 0.000 | 7440 | 0.071 | 240 | 7450 | 0.67 | 0.001 | 7315 | 0.000 5.31 740.0 0.67 0.012
9 7420 | 0.137| 240 | 7500 | 0.69 0.011 | 7340 | 0.000 | 5.90 | 7340 | 0.68 0.000 | 7290 | 0.114 240 | 7310 | 0.68 0.003 | 717.5 0.108 24.0 717.5 0.068 0.000
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10 7700 | 0.138| 24.0 7860 1.58 0.021 | 761.2 | 0.000| 2.01 | 7700 1.57 0.012 | 7580 | 0.000 16.3 758.0 1.66 0.000 746.4 0.000 13.96 746.4 1.56 0.000
Aver. 0.068 | 20.54h 9.498s| 0.0203 0.026 | 11.95h 9.907s| 0.0106 0.0709 | 19.45h 6.27s | 0.0040 0.0108 8.85h 5.243s 0.0035
1 *&=(0bj'-° - Obj**)/ Obj*;
2 Table 7 Numerical results when the IDC_CP is applied into the part of Qing-Zang single-track railway corridor
Balance Degreg 6=0.2 6=0.4 6=0.6 6=0.8
Train pairs. Branch-and-bound IDC_CP & Branch-and-bound IDC_CP & Branch-and-bound IDC_CP & Branch-and-bound IDC_CP &
Obj/min | CPU/h | Obj/min | CPU/s Obj/min | CPU/h | Obj/min | CPU/s Obj/min | CPU/h | Obj/min | CPU/s Obj/min | CPU/h | Obj/min | CPU/s
3 2540.0 24 2576.0 | 1289 | 0.0142| 2537.5 24 2560.6 | 2882 | 0.0091| 2527.4 24 2545.2 | 25.47 | 0.0071| 2513.8 24 2529.8 | 27.49 | 0.0064
4 3431.1 24 3457.1 | 3276 | 0.0076 | 3410.8 24 3432.3 | 42.86 | 0.0063 | 3389.5 24 3407.5 | 5365 | 0.0053| 3366.7 24 3382.7 | 60.86 | 0.0048
5 4314.2 24 4373.7 | 74.63 | 0.0138 | 4294.9 24 4341.3 | 8258 | 0.0108| 4266.1 24 4301.8 | 86.68 | 0.0084 | 4235.6 24 4267.6 | 9476 | 0.0076
Aver. 0.0118 0.0087 0.0069 0.0063
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6.2 Two-way balance traffic loading capacity evaluation

The two-way balance traffic loading capacity proposed in this paper depends not only on thgidaipol
structure of single-track railway corridor, but also on the different tolerance levels and balance degreedy,Intuitiv
the set of tolerance level and balance degree restrain the allowed maximal number of trpasgiagghrough the
single-track railway system.

Train-Pairs

Figure 3 Three-dimension graphical depictions of two-way balance ti@dfitig capacity under different travels and balance
degrees (a) track number at stations is 3 (b) track number at stations is 4

We take the first randomly generated instance in Table 4 to illustrate the influence ahdeléevels and
balance degrees on the two-way balance traffic loading capacity. Figure 3 presents a threendirdepiition of
the achieved traffic loading capacity under different tolerance levels and balance degrees. The twal lao@@zsont
denote the tolerance level and balance degree, respectively, and the vertical axis is the maximalf riaimber
pairs that can be scheduled to trawethe system. With increasing tolerance level and balance degree, the top of
the two-way traffic loading capacity keeps at 6 train-pairs for the 3-track(Emgee 3 (a)). This top value is
decided by the topology structure, i.e., the absolute two-way traffic loading capacityflitea¢ed bythe number
of tracks (or sidings) of stations, and does not depend on the tolerance levels and balance degreegldsor exam
when track number in stations is set to 4, the absolute two-way traffic loading gapa@ases to 8 train-pairs
(Figure 3 (b)).
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Figure 4 Transition description of two-way balance traffic loadingciépunder different delay tolerance levels and balance degrees
Figure 4 presents the cross-section of three-dimension graph in Figure 3 (a). The resulisealéntlh six

regions, and the Arabic numerals denote the number of train-pairs in each region whiclhsatgrance level

and balance degremrstraints. The results show that with more relaxed tolerance lendless balanced train
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flows in both directions, the more train-pairs can be scheduled to the system and greater system capacity.

The results also show that, the capacity is restrained when the tolerance level is loviel thbtowever,
when tolerance level exceeds 1.30, the two-way loading capacity is not influenced by balance degree and tolerance
level and reaches the absolute top value. Figure 4 also presents the transition regions (méfdeedtisitades of
grey) in capacity gains. For instance, when balance degree is kept at 0.10, the transition region of tolerance level is
between 1.13 and 1.14, in which the loading capacity varies from 1 train-pair te2atirairOther transition regions
are also distributed at (1.17, 1.18), (1.19, 1.20), (1.25, 1.26), and (1.30, 1.31). These results can explaomthe relat
between travel delay of train and capacity loss, and provide decision support for railway eatmimietling with
train rescheduling under disturbance or disruption scenarios.

Figure 5 further presents the average travel time of each train under different toler@teahd balance
degrees. The black grid surface represents the travel time front which is the allowed asgehdiene of train
under the different tolerance levels, anddbmplicate zigzag structure below the front surface indicates the actual
average travel time of train. It can be visually found that, with increasing the tol&esicend balance degree, the
average travel time of trains gradually reduce. The complicated zigzag structures are develapedvaiitition
of the tolerance level and balance degree.

©
@

©
&

92

Figure 5 the average travel time of train under different travels daddeedegrees

The zigzag structures in the actual travel time is further depicted and explained by thanregylie 6. Two
blackdashed lines are travel fronts corresponding with two tolerance leivel§.12 and 1=1.29. There are four
phases are emerging for the caseiot1.12. Only one train-pair is allowed to run when balance degree is between
0.1 and 0.32. With the relaxation of balancerdegthe average travel time of trains is grajustdduced. The
transition occurs when balance degree loads the region between 0.32 and 0.33, in which theatideeaf
train-pairs increases from one to two. Near the transition region, the averagtrrawéltrain is close to the travel
front. Thus, the zigzag profiles are developed with a further relaxation of balance degree. Howthercase of
A =1.29, the absolute capacity is reached in the second phase. And heneezigrag structure is developed.

The information presented in Figure 5 and Figuoabe used to identify explicitly the difference between
the actual travel time and travel front, and they provide an intuitive decision suppaiiiay administrator to
consider the trade-off between travel time of trains and relative balance of outbound and inbound train flows.
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Figure 6 the average travel time of trains under different balamreete

7. Conclusions

This paper addresses the issues of capacity evaluation of single-track railway corridor from the perspective of
the railway administratsr A sophisticated 0-1 mixed-integer programming is formulated to obtain the maximum
number of trains which can be scheduled along a single-track railway corridor subject donst@ints the
administrators regularly face: the travel tolerance level and the relative balance betweenAthyg traffic loads.

The initial departure times of the scheduled trains are allowed to vary withicificsfime window to ensure the
two constraints are me.dichotomization based solution framework is propoedukch iteratively solve the initial
departure time of the scheduled trains and adjust the number of trains that can be scheduled.

The proposed solution framework relies upon solving a train scheduling problem with initialicepiare
decisions. A method based on the concept of compact distribution (IDGs @Eveloped to solve the optimal
departure times of trains from originstations. We show that the solutions based on the IDC_CP method are
comparable (with an optimality gap within 2%) to those based on traditional madtiound method and solved
using the standard CPLEX solver. Most significantly, however, our proposed IDC-CPisatvare efficient: a
problem for case di=0.6 taking 19.45 hours to solve using the traditional method is solved by ICD_CP method in
just 6.27 seconds, with an optimality gap of 0.4%. The efficiency of the ICD-CP sdbves alir proposed capacity
evaluation method to be applied not only as a planning tool, but also during operations to maxingjieeteask
system capacity.

We apply the proposed method to investigatettteeway traffic loading capacity of single-track railway
corridor under the different travel tolerance levels and different balance degrees. We showhthiatreesing
tolerance level and balance degree, the two-way capacity tends to a top value (the cdysadityd, which is
decided by the topology structure of railway system. We can identify explicitly ahsitton regions of traffic
loading capacity, and average travel time of trains under different tolerance levels and balancelthegeessults
can explore the relation between travdhgief train and capacity loss.

The proposed method provides an efficient and subjective framework for capacity evaluationiand init
departure-time rescheduling of a single-track railway system. We have assumed so fasthadaled trains
traverse along the corridor without interruptions. An important and natural extension of owtréséaconsider
disruption (planned or un-planned), so as to provide a practical tool to the railway adromsidtraidentify
guantitatively the loss of capacity in the event of disruption.
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Appendix |: Symbol Descriptions

1. Symbolsdescription in the model:

1.1 Index and Set

j:
J:
u,Vv:
Ve
\VAR:
V:

r,r:

R

al

(=

Train type index.
The set of train types, and ={L,2,...,| 3 |}, |J | is the number of train types.

Train index.

Set of all outbound trains, an/® | is the number of outbound trains.
Set of all inbound trains, anfV' | is the number of inbound trains.
Set of all trains, wherd/ =V° UV '.

Station index.

The origin (i.e. station) of trairu .
The destination (i.e. station) of train.
The stations visited by traim .

Feasible tracks set of train at stationr (r € R)).

1.2 Parameter

rrt,

Py

h®® h® h®and h*: The time headway between two trains at a station travelling in the same direction,

The balance degree.
The tolerance level.

The proportion of j-type train in the loaded train set.

The maximal average deviation between the outbound and inbound train flows.
The free travel time of] type train in the single-track railway corridor.

The time window, wherel =min(f; |j €J).

0-1 parameter, if train u is of type j, then itis 1, otherwise 0.

The free running time for trainu on the segment between station and its next stationr

(rv r"eR).
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where the superscripts represents the status of the trains as respectively: axmalabaparture-
departure, departure-arrival, and arrival-departure.

g%, g%, g®and g**: The time headway between two trains at a station travelling in opposite directions;
the superscripts represent the same as above.

Ty The traversing time of train at station.

rje(rf’e): The time required by trairu  when acceleration from a station (or deceleration to stop at a station).

M : A large number.

1.3 Decision Variable

N : The number of train-pairs loading the single-track railway corridor.

n;: The number of j-type train loading the single-track railway corridor.

tj“r/tj”r: The arrival/departure time of train  at stationr .

f The average travel time of outbound train flows.

out*

f.: The average travel time of inbound train flows.

§”+ . 0-1 binary variable. If trainu has prior to occupy the segment between statioand stationr *

u,v
than train v,, then gﬁ:f, =1, otherwise gﬁjc =0.

cfﬁr(é‘fé .):  0-1 binary variable. If trainu arrives at (departs from) station before train v departs

DA

from (arrives at) stationr , then fﬁr =1(&,,, =1), otherwise éﬂi, = O(Cqu,C\,r =0).

g“”+ : same as&”" | but for trains travelling in opposite direction.

u,v u,yv

{u/ff,\'r(é'fa,): 0-1 binary variable. If trainu arrives (departs) earlier at station than train v, then

& =1(EN, =1), otherwise &Ly, =0(EDy, =0).

u,v,r u,v,r u,v,r

¢ UE')AJ(Q’ UA,I\?, .): 0-1 binary variable. If trainu departs from (arriveat) station r before trainv arrives at

(departs from) statiorr , then & =1(¢, =1), otherwise Cf\’ir =0(&55, =0).

u,v,r

gli” : 0-1 binary variable. If trainu occupies tracki at station r , then glijyr =1, otherwise glijvr =0.
9 0-1 binary variable. If trainu stops at stationr , then 4, =1, otherwise &, =0.
Hoy 0-1 binary variable. If all outbound trains travel through the railway systémowtiany delay, then
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Ho, =1; otherwise, if all inbound trains are not delayed, thgn="0.

2. Symbols description in the algorithm:

% ()

& (Q):

The low bound of the number of train-pairs passing through the single-track railway corridor.
The up bound of the number of train-pairs passing through the single-track railway corridor.
The arrival time of trainu at stationr in a given schedule plan.

The departure time of traim  from station r in a given schedule plan.

The set that records the arrival and departure times of each train at stations,
SV)={(£2, ti)lueV,reR}.

The initial departure time of traim at its original stationf, in a known schedule plan.

The set that records the initial departure time of each train4.8V,) :{thiFu |lueV}.

The solution of modebi(N,) , which can be expressed b§={7(V), XV)} .

The set that records the travel information of trains at stations in a known schedubnglés,

expressed byD ={9,|ueV},and O, ={D, | reR}.

The information set which includes the arrival and departure time of traet station r , and the
meet-crossing or overtaking between train and other trains. And it is expressed by

Dy = (A 44,2 (07,8, (00).

The set that reeds the ID of trains that meet trainu at staton r , i.e.,
W ={ilveV, and 3, <Al <t ortd <l <A’} And i, isthe ID of train v.

The set that records the arrival and departure characteristic of trainsT[j sahd is expressed by
% (Q)={%,|veq} . If rain v(veT ) is an arrival train at statiorr , then X, =1;
otherwise if it is a departure train, theﬂi\: =0.

The set that records the time-points distribution of trains in°(§etat station r , and is expressed
by & () ={p,IveT}.If X, =1(veT,), then p, =4, ; otherwise if X, =0(veT),

then p} = A7, .
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I The time-points distribution resultég the arrival and departure of train at stationr , and it is
expressed ad [, ={#2 . £} US[ 1) .

FL : The compaction pattern corresponding witj .

(' The compressible time distance, which reflects the difference between the originpbititse-

distribution and its compaction pattern. And it can be deduce] by(£;, — 40 ,) — (£, — £2)) .
£ The set that records the travel information of trains at segments in a olszheddle plan, and is
expressed by® = {€ |ueV},and £ ={6" | r,r" eR}; 6" isthe delay time of trairu

at the segment between station r and r , i.e.,

6 = (A=A ) = (P 9 Ta 9y T ).

X (7,1 ,fL) : Amapping function, which determine new initial departure of trains baseldorand I,
e, T =9 (7.T,,T).

I (T, 6L’r+ ): A mapping function, which determine new initial departure of trains based on the dedary of t

U atthe segment between station and r*,i.e., T =9, (7,6 ).

Appendix I1:

[1.A Theformulation of train balance scheduling problem with initial departure choice (9i(N))

Minimize Y (3, -t ) (1-1)

UK
ulueV
Subject to:
5-balance constraints:
| D, —te)— D 3 —t5 )| <5-DI*-N (1-2)
ueVv® vev!

Departure time choice constraints:

o<ty <T vV ueVeUV' (11-3)
Departure-Departure and Arrival-Arrival headway constraints between the tiittirsawe direction:
t+h <l +(1-&70 )M YuyeV® arveV' uzv rrieRNR (Il-4a)
. +h¥<tl +(1-&5)M YuyeV® arveV' uzv rrreRNR (I1-4b)
g =1 VuyeV® arveV' uzvrrieRNR (I1-4c)

Arrival-Departure and Departure-Arrival headway constraints between the Wil same direction:

30
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G+ <t + (140 M
é:uA,l\?,r +§\f,ﬁ,r =1

AN (-6 M

é:uvr+é:vur :

VuyeV® arveV' uzv reRNR 1

H
]
;—12
=
P

VuyeV® arveV' uzv reRNR r

H
]
;—12
=
P

VuyeV® arveV' uzv reRNR r

H
]
;—12
=
P

VuyeV® arveV' uzv reRNR r

H
]
;—12
=
P

Meeting-crossing constraints between trains with opposite direction:

g
tir+ _I_gadgt\fr+ +(1_§u,v )M

Cov +&u =1

vueV,veV orue ¥ & V ;r 1eNR, R#T

VueV,veV orue ¥ e V °r reN R R#r

(11-5a)

(I1-5b)

(I1-5¢)

(I1-5d)

(1-6a)

(11-6b)

Departure-Departure and Arrival-Arrival headway constraints between the titfirgpposite direction:

t + 97 <t + (1,0 M
é’uA.C,r +§5ﬁ,r =1
tS,r + gdd < tvdr +(1_ é/ul,)vl,)r)‘ M

guvr+§vur:

Station capacity constraints:

DG =1

ey

do+h®<t? +(1-¢

vV u,veV°

9" <t + (-

VueVoveV' orueVlyveV'ireRNR 1= f, T, T,
VueV,veV orue ¥ ¥ V ;ENR, R& T,
VvueV,veV orue ¥ ¥ V ;ENR, R& T,

VueV,veV orue ¥ ¥ V ;ENR, R& T,

VueV ref

uvr)l\/I +(1_gu r)M + (1_gvr)V|

oruveV' uyzv reRNR iel, NI,

uvr)l\/I +(1_gu r)M + (1_gvr)V|

vV ueV®veV' oruevlyveV';reR,NR,;iel NI,

Segment running time constraints

d rrt r a rr
L +p +8 T . tS T

d <ta

Stopping/non-stopping constraints:

th +7,—tS, <M- 9

ur =
d a r
tu,r _tu.r _Tbg M "9u

t 47, -t <M-(1-9))

Binary variables:

V ueV; rreR,
VueV ref
VueV ref
VueV ref

31

(Il-7a)

(I1-7b)

(I1-7¢c)

(I1-7d)

(Il-8a)

(11-8b)

(I1-8c)

(11-9)

(11-10a)

(I1-10b)

(I1-10c)
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e e C S 6 9, € {0, (I1-11)

The modelpurpose is to minimize the total travel times of all trains loaded in thedirgk railway corridor.
Constraint [[-2) denotes that the travel average deviation between out- and in-bound train flows is cordined t

certain range § - Dy**).Constraints I(-3) ensure that all trains must depart from their original stations at a given

time windows, and their initial departure time is free.
Moving block signal system has been widely discussed in the railway operation. The block is defiaéd in r
time by computers as safe zones around each train. Moving block allows trains to ruriogesesr, while

maintaining required safety margins. Constraitits}] emphasize the Departure-Departure head\hﬁ‘&/ and
Arrival-Arrival headway h** when two trains with same direction depart from and arrive at the same station. The
binary variable fur; describes the priority of traird and V depart from stationr and arrive at statiorr *,

which also is the priority of trairl and V occupy the segment between statibpnand 1™ . Specially, if r =F,

and r =T, constraintsl{-4a) also reflect the departure order of two trains from the same original station.

In the single-track railway system, when a train is entering into the station antiéhérain with the same
direction is ready to depart from the same station, a safety time interval mgstatsteed so that station
dispatchers have enough time to switch signals to arrange routes for different trains. Corbtsaiptn( i -5b)

ensure that the Arrival-Departure headwiai)j is satisfied between the arrival and departure trains with the same

AD

direction. The binary variablefu’\,'r presents the arrival and departure priority of trainand v at stationr .

Similarly, the Departure-Arrival headwablda is ensured by constraintd6¢) and [1-5d). It should be pointed

out, theses headways are not considet the original and destination stations. In this paper, the origivl
destination stations are assumed to be the yard stations. Different to the intermediate 8tatyard stations have

sufficient track number and signal equipment, and may pull in and out trains at the same time. When a train arrives

at a destination station, itisoved from railway system immediately. A train may departure from thenatigfation
when its departure time is satisfiadd notrains with opposite direction travel on its next segment.

Constraints I{-6) specify the meet-crossing behavior between two tiairgpposite directions, which is a
distinct characteristic of single-track railway system. If two transpposite directions nead occupy the same
segment at the same time, one train must wait at station so that the other traieetamd cross. The binary

variable ¢ ur\r, is introduced to describe the priority of train and v for the segment between station and

r*. Similar to constraintslic4), constraintsI(-7) ensure the safety headway when two trains with opposite

directions arrive at and depart from the same station. The binary va@qﬁlﬁ: and ¢ f& . describe the arrival

and departure priority of traii and v at station r , respectively. And parameterg®® and g denote the

Arrival-Arrival and Departure-Departure headway between the trains in opposite directions, respectively.
ConstraintsI(-8) focus on the finite track number in the stations. Typically, the station casadtated to
the number of tracks or platforms at station. In this paper, it is assumed that one toaek gigling) in a station
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only provides service for at most one train. And hence, at any time, the number of tralivggdwn the station
cannotexceed the number of tracks. We adopt the track choices of trains at stations to reflaie thation

capacity. Binary variablegfj,r represents whether train select the tracki in station r (I € R)). If it is true,

then gfj’r =1, otherwise gL’r =0. ConstraintsI(-8a) state that one train can only hold one track in a stafion. |

two trains select the same track in a station, one train can only arrive at aaftatiohe other train has depadt
from the station, and the Departure-Arrival headway between them is guarantedg, @eatraints|(-8b) and

(I1-8c) ensure that one track in station can only provide service for at most one taiimat and moreover
guarantee that the number of tratstation does not exceed the station capacity at any moment.

Additionally, constraintsl(-9) link the entering and leaving timeseafchtrain on a segment. Paramet@{j’r+

is the free running time of traimi  at the segment between station and r ™ . If the train stops at statiom or

r*, two extra time lossz; , and rl‘ie are taken into account due to the acceleration of train departing from station
and deceleration of train arriving at station, respectively. Here, the binary mr@;blis introduced to reflect
whether trainu stop at stationr , and its identification is presented by constraititd ). Obviously, if SJ =0,

¢ : otherwise, t, +7, <tjr. Note that parameter,, is the basic running

u,r? U, r

constraints (10) ensur&’  +7, =t
time of train at station. Finally, constraints-{1) model the binary characteristic of the variables.

I1.B The model formulation and solution method for identifying the maximal average deviation parameter

(D) between in- and out-bound train flows
Model formulation:
The model for identifying paramete@,\',naX is described as follows. Firstly, the objective of the model is to

minimize the total travel time of the loaded trains in the single-track ragystem (Eq.1(-1)). Constraintsl(-3)-
(I1-11) are included to ensure that the travel paths of trains satisfy the characteristic of single-trackysitmay
A class of specific constraints, which are expressedl|Hy2@) and I{-12b), are required for ensuring that either

outbound or inbound trains is free flow. The binary variaplg is introduced to identify whether outbound or
inbound train flow is fee.If 1, =1, constraintsi(-11a) indicate that the travels of all outbound trains are free;

while constraintsI(-12b) are redundant. 1., =0, constraintsI(-12b) ensure inbound trains are free flow.

o D (5 ) B, < vV ueVe (Il-12a)
jed
(- t0)- D 5 —te)- B < f, v ueV (II-12b)
jed
Ho €{0, 1 (1-13)

Based on the departure and arrival time of in- and out- bound trains at their original taratidestations,
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the value of the maximal average deviation between in- and out- bound train flowsyis@asiated by Eq.lI-
14).

A Y (G ) X € ~tE)IN (1-14
uev® ueVv'

Solution method:

The above model indicates that the value of param@gr” is related to the number of loaded train-pairs

anddispatch rule of in- and out- bound trains. We adopts a simple scheduling rulentdestite value of Dy .

Assume the number of the loaded train-pairdNs and the out-bound train flow is free. The simple rule is described
in Table All-1.

Table All-1: A simple rule for calculating the value &),\Tax

Step 1:  Select a random time, and adopt the successive departure pattern to schedule
outbound train flow.
Step 2:  According to the arrival time of outbound train flow at their first station, deter the

initial time of the first inbound trainV;, which is regarded as the left bound of tii
windows. Moreover, the right bound of time windows is also decided,
d - -
Aur, +min(f; [jeJ).
Step 3: Based on the track number at the intermediate stations, schedule gradually all i

trains.

Step 4:
P According to the obtained schedule plan, the valu@t™is calculated.

The “successive departure pattéin Step 1 is that all outbound trains or inbound trains depart sequentially
from the same original station, and their departure time interval from the aribm Departure-Departure headway

(hdd ). For the case of heterogonous trains, the train with higher speed has priority térdeptr original station

for avoiding the delay of trains resulted by the overtaking behavior. In step 3, the nuinbeuaf trains allowed
to successive depart is decided by the track number in the intermediate station. Additionally, the departure times of
inbound trains are also constrained by time windows.

We adopt a simple example to illustrate the above method for calcul@{ff, which is depicted in Figure
All-1. The track number of the intermediate stations is set to 3, and the number of the loaded train-pairs is 4.

Firstly, outbound trainsy;, u,, u, and u,) are freely scheduled in the single-track railway system based
on the successive departure pattern. According to the arrival time ofuyaat its first station R ) and idle track
number of the station, the departure time of the first inbound tvg)rcéan be deduced. The initial departure time

of train v, is set to the left bound of time windows, and moreover the whole time windows ([6aiT]pe

developed. All inbound trains must depart from the original station in this time window.

According to the idle track number of statid® (p.s., a track of the station has been occupied by outbound
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1  train flows), the trajectories of two inbound trains with successive departure pattern caribéddtbased on the

2 arrival-arrival and arrival-departure headwdy{ and gad). Similarly, other inbound trains can be scheduled in

3 the single-track railway system based on the idle track number of next st&tion

Step 2: the departure of the first inbound train and time window
| )0 T

7222222277707
Vi, Vi Wy ¢ vttt it 1 B—,
fThe waiting time oftrainsf

=3

(=2

(=}

c
g- H |
tep 3: deteriing the travel line s
inbound traiks u '
S \ i '
=3 [ \ ...... - R5) y
w ¥ ' !
X e, ., .
C\c: \ i g A V3 i
- &“4

=

=

o
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Step 1: successive departure pattern |
Time
4
5 Figure All-1 An sample for calculating the value @™

35



