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Designing hardware for miniaturized robotics which mimics the capabilities of flying insects is of in-
terest, because they share similar constraints (i.e. small size, low weight, and low energy consumption).
Research in this area aims to enable robots with similarly efficient flight and cognitive abilities. Visual
processing is important to flying insects' impressive flight capabilities, but currently, embodiment of
insect-like visual systems is limited by the hardware systems available. Suitable hardware is either
prohibitively expensive, difficult to reproduce, cannot accurately simulate insect vision characteristics,
and/or is too heavy for small robotic platforms. These limitations hamper the development of platforms
for embodiment which in turn hampers the progress on understanding of how biological systems
fundamentally work. To address this gap, this paper proposes an inexpensive, lightweight robotic system
for modelling insect vision. The system is mounted and tested on a robotic platform for mobile appli-
cations, and then the camera and insect vision models are evaluated. We analyse the potential of the
system for use in embodiment of higher-level visual processes (i.e. motion detection) and also for
development of navigation based on vision for robotics in general. Optic flow from sample camera data is
calculated and compared to a perfect, simulated bee world showing an excellent resemblance.
© 2017 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Recent improvements in sensors, processing, and batteries have
made new technologies low-weight, low-power, and low-cost. This
has allowed robots, particularly sUAVs (small Unmanned Aerial
Vehicles), to be more accessible and users to broaden their appli-
cations. As robots decrease in size, they are subject to different
constraints (limited power, size, GPS capabilities, etc.), more com-
plex missions (such as searching buildings or other confined areas),
and bigger disturbances due to small changes in the environment
(i.e. wind or moving objects). Flying insects are of interest to the
design of small robotic platforms, because they represent a com-
plete working solution which is capable of the behaviours required
for performing in challenging environments.

Flying insects are capable of sophisticated odometry, including
estimating flight duration, integrating their course over time to
generate a direct home vector (‘path integration’), and regulating
their flight speed (Srinivasan et al., 1996, 2015). They can perform
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smooth landing on unfamiliar targets, and optimise routing around
a set of target locations in a few flights (Lihoreau et al., 2012). All
these capabilities are performed using primarily visual inputs and
processing (Srinivasan et al., 2000; Esch et al., 2001; Barron and
Srinivasan, 2006; Srinivasan, 2011), and thus, understanding in-
sect vision is critical to understanding how these complex behav-
iours arise.

To understand how insects' neural systems perform their com-
plex behaviours, it is important to create models of these behav-
iours and then embed them in physical systems, like robots. Many
studies primarily focus on only simulating behaviours and cogni-
tive processes within computing platforms (e.g. ‘Blue Brain’ Project
(Markram, 2006)) while ignoring the implications of embodiment.
In reality, neural processes are just a part of the computational loop
where sensing and action play an equally critical role. Behaviour is
not solely the result of a system's internal make up, and in fact, the
body helps to shape the brain both physically and functionally. The
environment in which a system senses and interacts in addition to
the physical make-up of the system affects its behaviour (Pfeifer
et al., 2007). For example, two different physical systems (e.g. one
with a nose versus one with eyes and wheels versus limbs) will
each have very unique experiences with different environments,
which will produce very distinctive behaviours. In turn, this results
in unique ways in which systems perceive the world and process
under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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information (Webb, 2013; Lungarella and Sporns, 2006). Robots can
help to understand the underlying sensing, processing, and
behaviour. Similarly, the sensory systems used to provide input
data to cognitive and behavioural models should be as accurate to
the biological source as possible. Otherwise, even a perfect model
might not be able to replicate the performance of a biological agent.

In order to improve lightweight robotics and better understand
flying insects, we try to replicate their behaviours, and therefore
their sensory and cognitive processes, in robotic systems. Visual
processing is the focus in this paper due to its significant role in
flight behaviour. Expensive, bespoke cameras are impractical to use
in everyday applications. For this reason, we propose a lightweight
and inexpensive design for modelling insect vision for embodied
mobile robotics. The methodology presented here allows for the
flexible replication of a variety of insect visual systems on any
hardware that meets the design requirements. This work goes on to
outline a single implementation of this methodology as a proof-of-
concept. The performance is evaluated against the camera and in-
sect models. Additionally, the implementation is based on the
suitability of the system for further embodiment of behaviour and
cognition; that is, we calculated optic flow and compare it to a
simulated bee world. In the conclusions and future work, we
highlight advantages that could be gained through alterations to
this proof-of-concept implementation. Ultimately, this design
paradigm will help to improve both robotic capabilities and the
understanding of insect behaviour.

2. Background information

The vision system in insects is linked to complex cognitive be-
haviours which are not currently understood (Srinivasan, 2011). In
particular, there has been extensive research in recent years into
honeybee vision and flight navigation, as bees are known to have
impressive capabilities. For example, honeybees will seek out food
over miles and directly return to their hive, provide navigational
instructions to each other, use landmarks for location identification,
distinguish colours to identify good sources of food, navigate in
corridors and other, complex environments, and more. It has been
shown that bees use their vision to regulate their velocity in flight,
control their course, estimate distance travelled through path
integration, avoid obstacles, and land smoothly (Srinivasan, 2011).
Bees are able to accomplish these tasks through the estimation of
angular velocity or optic flow of the visual world (Ibbotson, 2001;
Thurrowgood et al., 2014). Current computational research (e.g.
Green Brain Project and “Brains on Board” Project) is trying to
model and embody these behaviours to show how bee's physiology
is able to accomplish these impressive tasks with such efficient
coding and processing of information (Cope et al., 2013).

This section discusses the important physical aspects of insect
vision and the state-of-the-art in embodiment of insect vision.
While the methodology presented in this work can be applied to
any insect vision model, the focus of implementation is on repli-
cating honeybee vision as this is an ideal candidate for further
study of navigation and cognition. As such, most of the details of the
visual system discussed in this section relate to honeybees.

2.1. Insect vision

Insect vision can be characterised in three major dimensions,
spatial organisation, temporal response, and chromatic response.
We will now describe each dimension in turn, with special refer-
ence to the honeybee.

In terms of the spatial organisation of their vision, insects can
have an extremely wide and deep Field-of-View (FoV) consisting
of individual lensed units called ommatidia. Each ommatidium
Please cite this article in press as: Sabo, C., et al., A lightweight, inexpensive
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detects light coming from a specific direction. Ommatidial
numbers and density very considerably across species: from
almost 30,000 placements in some dragonflies (Zufferey, 2005) to
approximately 800 or fewer placements in the fruit fly (Power,
1943). The honeybee FoV is almost panoramic and has a total of
~5500 ommatidia per compound eye (Seidl and Kaiser, 1981a). The
fruit fly is similar in FoV despite less than 800 ommatidia (Power,
1943) leading to a much larger angular spacing between neigh-
bouring ommatidia and thus, poorer spatial resolution. In many
insect species including the honeybee, each ommatidium accepts
light from an angle similar to the spacing angle between neigh-
bouring ommatidia, and thus can be thought of as a single pixel
element. In addition, the photoreceptors in each ommatidium lie
along a single vertical axis below the lens. As such, the ommatidia
form an array of single pixel elements with very little in-
homogeneity in spacing compared to that found in mammalian
vision but of much larger angular extent.

The spacing and acceptance angle of the ommatidia results in
the large field of viewand the spatial resolution of insect eyes. It has
been found that the ommatidia are packed more densely near the
centre of the eyes than at the edges. The central ommatidia have a
visual angle of about 1�, whereas those furthest from the centre can
be up to 3�. Additionally, the honeybee's eye has greater resolution
in the ventral to dorsal direction than in the anterior to posterior
direction (Hecht and Wolf, 1929). It is these two parameters
(spacing and acceptance angles) that produce the bee's spatial
resolution. While these exact parameters vary across insects, the
pattern is comparable.

The two compound eyes have fixed focus as they cannot move
with respect to each other and can only move as the insect head
moves with respect to the body. There is, however, a region of
overlap in the fields of view of the compound eyes which provides a
fixed convergent zone, and this may be used for some insect species
for specific purposes. For example, it is used for prey capture and
pursuit in dragonflies (Olberg et al., 2000).

The temporal characteristics of the insect visual system are
described by two main parameters, the speed of response and the
latency of response. The response speed of the insect visual system
varies largely between species depending on the requirements for
detecting motion. For example, honeybees can reach flight speeds
of up to 0.7 m/s in a 0.2 mwide corridor, and as such require higher
temporal resolution than the slow flying fruit fly (Srinivasan et al.,
1996, 2011). Studies have been done to try to determine how fast
bees can actually see rapidly changing images. It has been behav-
iourally established that bees can onlymake decisions on stimuli up
to frequencies of 165e300 Hz implying that they resolve images up
to a maximum of 300 Hz (Autrum and Stoecker, 1950). In com-
parison, humans have a temporal solution in the range of 20e70 Hz
meaning that bee vision is roughly five to six times faster (Rabin,
2010).

The insect nervous system consists of several pathways from
visual input to motor output, which determine the latency of
behavioural responses. The shortest of these runs through the optic
neuropils, then directly to the rear of the insect brain where the
dendrites of neurons descending to the motor ganglion are found.
This pathway therefore determines the minimum processing delay
from sensory stimulation to motor response, which is an important
factor for stable flight control. In the dragonfly, behavioural re-
sponses to environmental changes have been found to have latency
as low as 30 ms (Olberg et al., 2007).

Finally insects are trichromats, possessing photoreceptors
responding to three evenly spaced sections of the electromagnetic
spectrum and covering a larger section overall than mammalians,
notably including the ultraviolet part of the spectrum (Dyer and
Chittka, 2004).
robotic system for insect vision, Arthropod Structure & Development
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2.2. Visual systems for robotic applications

While there are many types of visual systems for robotic ap-
plications, the lightweight requirement considerably narrows
down the possibilities. Discussed here are the current robotic so-
lutions for lightweight visual systems and also those already used
for modelling insect vision.

There are currently many lightweight FPV (First-Person View)
sensors units available at low cost, because demand for mobile
computing has increased. The two types of FPV cameras are CCD
(Charged Coupling Device) and CMOS (Complementary Metal Ox-
ide Semiconductor), but CCD are generally more suited for robotics
applications since they have better performance under varied
lighting conditions and are less susceptible to rolling shutter arte-
facts that can cause image wobble during motion (Gunn, 2013).
These cameras come in many shapes and sizes, but of greatest in-
terest is that they are the most common cameras used for appli-
cations which require extremely lightweight real-time visual
information (i.e. in sUAV visual navigation applications). An
example of their use on a small quadcopter is the Parrot AR Drone
2.0 (Engel et al., 2012). An example of a commonly used CMOS
camera used for lightweight robotics applications is the Go-Pro
Hero 4 (GoPro Website, 2016). It is commonly used on the DJI
Phantom and other sUAVs (Smashing Drones, 2016).

A limiting factor on both of these types of cameras are the field-
of-view and framerate. Typical applications do not have the same
requirements as needed to model insects which means they only
take in about 90� (varies by about ±10�) in the front of the visual
field. While this is suitable for some applications, this narrow FoV is
insufficient to model the complexity of insect visual navigation as
insects rely on comprehensive situational awareness.

2.3. Systems for modelling insect vision

Other visual systems have attempted to model biologically
realistic insect vision. There have been models developed of insect
vision in simulated virtual environments (Giger, 1996; Song et al.,
2013). In the simulated world, they are able to reproduce the fine
details of insect vision. Titus R. Neumann for example created a
system using 3D rendering techniques to create a bee's field of
vision from a textured cube (Neumann, 2002), and Andrew Giger
(1996) produced an online applet allowing simulation from a
simple bitmap image. However, these are missing a key component
relative to our current purpose, which is to provide a robotic plat-
form with this insect vision model.

To mimic the large FOV of the compound eyes, panoramic and
catadioptric imaging systems are often used. These systems use
both reflection and refraction to gain an incredibly large visual field.
An example of this is a catadioptric system by Stürzl et al. (2010)
which was capable of mounting on a flying robot. The use of a
single optical system to provide vision for both eyes reduces the
overall weight. Stürzl's systemwaswell-designed to account for the
additional distortion and blur generated from the approach, but it
eliminates the binocular characteristic of the eyes, still creates a lot
of distortion (relatively), and comprises multiple optical elements
making it more susceptible to performance degradation from vi-
bration when mounted on an aerial platform. Additionally, the
bespoke nature of such systems inflates the cost and makes
reproduction more difficult. Research has also been done to
develop sensor and lens arrays to mimic the distribution of
ommatidia found in compound eyes (Song et al., 2013; Leitel et al.,
2014). These cameras are more biologically realistic, but at a fixed
low-resolution they have limited flexibility. Additionally, these are
also solely bespoke designs which makes them difficult and costly
to implement in practice.
Please cite this article in press as: Sabo, C., et al., A lightweight, inexpensive
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3. Problem definition

Despite recent advances, there is a lack of suitable robotic sys-
tems that are capable of mimicking insect visual capabilities on
lightweight aerial vehicles. This research addresses this gap. The
problem is then defined as the selection of a visual hardware sys-
tem for deployment on a lightweight robot to be used for visual
processing and navigation. Hence, the system must collect real-
time images of the world and then accurately transform and map
the incoming image to an insect-centric view with the correct
ommatidia placement.

3.1. Design requirements/metrics

In order to realistically emulate insect vision, several design
requirements need to bemet as a result of the problem formulation.
These design requirements also define the performance metrics
and are as follows:

� Large Field-of-View (minimum of 180� horizontal and 90�

vertical)
� Fast Frame Rate (minimum of 30 Hz)
� Sufficient Resolution (minimum of 75 � 75 pixels)
� Lightweight (less than 250 g)
� Inexpensive System (less than $500)

Most of the requirements are imposed to match insect biology,
but several (lightweight and inexpensive) are enforced to ensure
usability and reproducibility of the system. Arguably, the most
important design metric is based on the large field-of-view of the
insect which is essential to their navigational capabilities. It is
desirable to have a horizontal view greater than 180� to capture
artefacts in the periphery and a vertical view more than 90� to
capture both the view ahead and in the ventral foreground. The
framerate is also a key design component, because a minimum of
30 Hz is necessary to ensure reliable control of the robot. This is
especially true of aerial robots (Gunn, 2013). Further, there is evi-
dence that honeybees can see up to 300 Hz (Autrum and Stoeker,
1950). Finally, the system also has to meet the minimum resolu-
tion necessary for mapping each ommatidium from the insect onto
the image with minimal error.

4. Methodology

This section gives an overview of the methodology used in
designing the robotic visual system presented in this research.
While the implementation shown later gives good results as per the
design parameters, the general methodology described here, is
sufficiently flexible to be applied across a variety of hardware
setups and insect model parameters while retaining similar per-
formance. This workflow is depicted in Fig. 1.

Initially, the visual requirements are laid out in the problem
definitionwhich in turn defines the design performancemetrics (as
described previously in Section 3). A robotic hardware system is
first selected to optimize these performance metrics. One or more
cameras, if weight constraints allow, for lightweight robotics and
insect embodiment should be considered alongside the field-of-
view requirement. Since each ommatidium in flying insects
essentially functions as a pixel in an image, there is therefore awide
selection of cameras that will provide the necessary acuity. For
example, honeybee vision works out to be roughly 75 � 75 pixels
which even low-resolution cameras possess. Better resolution
provides more flexibility for applications including modelling in-
sects, where each ommatidium has a wide acceptance angle or
there are very large numbers of ommatidia. The minimum
robotic system for insect vision, Arthropod Structure & Development



Fig. 1. Methodology for modelling insect vision with robotics. The workflow can be applied across a variety of hardware and insect model parameters. The visual hardware is
selected first, and the resultant camera properties can be used to model both the camera and insect vision. Pixel selection is done in pre-processing to generate a look-up table. The
table can be used for fast online processing of camera images to look up the values at each desired pixel and sample the neighbouring pixels. Lastly, image display is completed (with
optional pixel expansion).

C. Sabo et al. / Arthropod Structure & Development xxx (2017) 1e144
framerate of 30 Hz and real-time data streaming requirements can
be used to narrow down camera selection from there. The limiting
factors on camera choice ultimately come down to the field-of-
view, weight, and cost, and the final hardware is chosen when
these metrics are appropriately optimized according to the prob-
lem definition. The lightweight design requirement and computa-
tional power needed for visual processing limits the on-board
computing capabilities of any robotic platform. Therefore, a camera
with a transmitter (Tx)/receiver (Rx) pair allows for quick, off-board
processing of visual information and is recommended for mobile
robotics. This is utilized in the design implementation presented in
the next section (Section 5). This Tx/Rx combination is reflected in
the methodology in Fig. 1, and while this setup is not necessary,
there does not currently exist a good, lightweight alternative to off-
board computation in many situations. Even further, solutions with
a Tx/Rx do not meet the cost constraint and limit the forms of
neural modelling that can be performed within the time
Please cite this article in press as: Sabo, C., et al., A lightweight, inexpensive
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constraints of real-time robotic control. Yet, this does open up the
possibility for future improvements on the design implementation.

Once the hardware has been selected, it is mounted onto a ro-
botic platform in order to optimize the field-of-view, overlap in the
foreground, and focal point of each camera (or “eye”).

Offline computations are done upfront in order to maximize
online processing speed. The resultant camera properties from
hardware selection can be used to model both the camera and in-
sect vision for later handling. Camera modelling requires deter-
mining lens distortion and camera intrinsic values based on a set of
calibration images. Insect modelling requires determining omma-
tidium angles, selecting the corresponding pixels in a 2D plane, and
then scaling the result to the desired frame size (e.g. camera frame
size). Offline pixel selection is then done to generate a look-up table
which can in turn be used for quick online processing of camera
images. First, the incoming camera image needs to be remapped
according to the camera model and then transformed via a rotation
robotic system for insect vision, Arthropod Structure & Development
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to get an insect-centric view. For each desired insect pixel location,
the closest pixel in the camera image can be found and stored in the
look-up table.

Finally, the table is used to find the corresponding image pixel
location and value for each desired pixel location. Gaussian
sampling is performed on neighbouring pixels to produce the final
matrix of values which constitute insect vision. Lastly, displaying
the image is completed where pixel expansion to match the orig-
inal image size is optional.
Fig. 2. Robot ←/ ground control communication. Visual data from each camera is
sent via a transmitter/receiver pair to an off-board ground station for processing.
5. Implementation

The design is based on satisfying the visual constraints for a
range of insect species along with the practicalities of low cost and
the ease of sourcing components. A further consideration arises
from the nature of embodying models of neural systems. While the
goal of such investigations is to generate completely autonomous
agents, investigations may require detailed simulation of neurons
and synaptic connectivity which is too computationally demanding
for mobile processing. This consideration makes it desirable to
allow for off-board computations of sensory processing and
calculation of motor commands which are then transmitted wire-
lessly to the agent. We therefore present and investigate the design
paradigm of the more demanding off-board case as depicted in
Fig. 2.

The implementation and design requirements were optimized
to match the competencies of honeybee vision and navigational
skills. The implementation shown here for the honeybee has been
made open-source and available online for easy replication and
use.1
5.1. Robotic hardware selection

Due to the widespread availability, inexpensive cost, and
appropriateness for robotics applications, CCD cameras were cho-
sen for this implementation. As previously stated, the minimum
resolution requirement is largely not an issue as most units (spe-
cifically CCD here) come with higher than NTSC/PAL resolution
which is sufficient for modelling honeybee vision. The NTSC/PAL
sensors permit analog output in fields, and this allows either 60/48
fields per second (consisting of every other horizontal scanline per
field) or 30/24 full frames per second (constructed by combining
field pairs). Ultimately, 2 mini FPV (First-Person View) cameras
were selected with the following specifications: Turnigy Micro FPV,
600TVL, 768 � 494 resolution, 30 fps, and a 2.1 mm diameter lens
with a 150� viewing angle.

Since a majority of these cameras have limited field-of-view, a
balance between the weight and the number of cameras needed to
maximize the field-of-view had to be found. The weight was
minimized by selecting 2 cameras and equipping them with wide-
angle optics that can meet the constraint of the field-of-view
possessed by many insects. Each camera replicates one of the two
insect compound eyes by using standard fish-eye type lenses with
150� each (similar to the bee eye).

For the local data transmission required for on-board compu-
tation, there are no additional design requirements. As such, each
camera was streamed over a 5.8 GHz 20mw FPV transmitter to an
8CH Diversity A/V receiver in-line with generic USB capture cards
with the appropriate format and resolution (as shown in Fig. 2). In
1 The code for this implementation is open-source and available. Details can be
found at http://brainsonboard.co.uk/2017/08/05/a-lightweight-inexpensive-
robotic-system-for-insect-vision/.
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this application, signals were sent over short distances (<25 m),
and as a result, a low-power transmitter was suitable.

After hardware selection has been completed, the cameras need
to be fixed to a robot. A quadcopter sUAV (<2 kg total) named
BeeBot (shown later in Fig. 10) was utilized in this implementation
(Sabo et al., 2017). This platform has the same 6 degrees-of-
freedom as a flying insect and enables the fundamental capabil-
ities of honeybee flight. This includes hovering and vertical take-
off/landing while allowing for a reasonable payload (necessary to
equip a quadcopter with honeybee senses). The robot moves by
spinning the four propellers at different speeds to gain roll, pitch,
yaw, and thrust control.

The honeybee has a near-panoramic field-of-view with a sig-
nificant binocular overlap (~30� in the front and similar in the
dorsal and ventral regions) (Seidl and Kaiser, 1981a). The only oc-
clusion is fromwhere their body obstructs their vision and creates a
blind spot in the back. To imitate this, these 2 cameras are mounted
symmetrically off the front of the quadcopter in a similar orienta-
tion to the honeybee eyes (see Figs. 3,4). The binocular overlap of
the BeeBot is close to 60� as shown in Fig. 4 as opposed to ~30� for a
bee. This is to minimize loss of information in the front of the
quadcopter's field-of-view due to distortion from the lenses. In
total, this results in BeeBot's field-of-view to be ~240� horizontally
and ~150� vertically (very similar to the bee's ~280� by ~150�).
Fig. 3. Honeybee field-of-view. This figure displays the approximate vertical (left) and
horizontal (right) fields-of-view, including binocular overlap, of the honeybee.

robotic system for insect vision, Arthropod Structure & Development
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Fig. 4. Insect vision horizontal field-of-view. This figure displays the mounting
configuration for optimal balance of field-of-view, overlap, and focal point on a robot.
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5.2. Camera modelling

After the image has been captured by the sensor, the image is
processed to compensate for the sensor properties, image noise,
colour, etc. It was imperative to model the impact of radial and
tangential distortion as this severely impacts the actual location of
the desired pixel. Further, camera intrinsic parameters should be
modelled in order to transform the image from the camera's view
into the insect's view. The use of wide-angle lenses in this imple-
mentation also requires correction for lens distortion because they
cause large pixel errors. Radial distortion is largely due to the wide-
angle optics and causes the images to appear curved as the distance
from the centre of the image increases. Tangential distortion is a
result of the lens not being perfectly parallel to the imaging plane
and can cause objects to appear closer than they are.

Bouguet (2015) describes how to transform any standard dis-
torted image into one that you would get with a perfect pin-hole
camera or vice versa. The camera matrix helps to transform the
real world into pixel coordinates, and its parameters (the focal
length (fx; fyÞ, skew factor (s), and image centre ðcx; cyÞÞ are referred
to as the camera intrinsic values. Extrinsic parameters are the other
component of the transformation and correspond to the rotation
and translation vectors which translate the coordinates of a 3D
point in the world to a body-fixed coordinate system before the
body-frame points are normalized.

Optimization is completed to find the best-fit camera model
using Zhengyou Zhang (2000) popular calibration method imple-
mented in the MATLAB camera calibration toolbox by Jean-Yves
Bouguet (2015). These parameter values can be optimized using a
set of known calibration images. To find the extrinsic and intrinsic
parameter values, a series of images with well-defined patterns are
taken with the camera at various perspectives and used in the
optimizer. The images presented in this case were of a checker-
board pattern with known square size. As the coordinates are now
known both in the real world and the image, a mapping between
the two can occur. Zhang's method uses points extracted from the
calibration images and their corresponding relationship to each
other when they are at different orientations and positions. A
nonlinear refinement method is then used based on the maximum
likelihood criterion.
5.3. Insect vision model

To produce the resolution found in the compound eye of the
honeybee, the implementation uses the established ommatidial
placement model created by Andrew Giger (1996). Similar to Stürzl
et al. (2010), the robotic system provides an extension of Giger's
Please cite this article in press as: Sabo, C., et al., A lightweight, inexpensive
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model to cover the complete FoV of the bee as measured by Seidl
and Kaiser (1981a). The remapping of ommatidia assumes the
bee head is a ball. While it is not, this is a reasonable approximation,
and there is some uncertainty to the individual ommatidial position
anyways due to small variations in each insect. The Giger model is
used here, but other models could be used for ommatidia
placement.

The Giger model consists of three quadratic equations: (1)
describing the interommatidial spacing changing with elevation
(El), (2) describing the interommatidial spacing changing with
positive azimuth (Azpos), and (3) describing the interommatidial
change with negative azimuth (Azneg). These equations form an
iterative solution which can be used to enumerate a set of omma-
tidia placements over the desired angular field of view:

El þ ¼
�
0:000734$

�
El2

��
� ð0:1042253·ElÞ þ 4:9 (1)

Azneg � ¼
�
0:00037·

�
Az2neg

��
� �

0:04462·Azneg
�þ 3:438 (2)

Azpos þ ¼
�
0:00069·

�
Az2pos

��
� �

0:08333·Azpos
�þ 4:6 (3)

To create a hexagonal arrangement of placements, every other
ommatidial row is offset by half a placement, and to position the
maximum ommatidial density the placements are enumerated
from a central angular position of 60� azimuthally from the forward
position. Fig. 5 shows the ommatidial placements in greenwith the
placements mapped onto the left and right cameras' fields-of-view
coloured blue and red respectively. As the ommatidial placements
also correspond to a row and column index during the enumeration
process, these row-column locations are stored so that a compact
representation of the bee field of view can be created.
5.4. Pixel selection and online processing

Pixel selection is done in offline processing. The camera model
described in Section 5.2 is used to remap the ommatidial place-
ments from azimuth and elevation coordinates to pixel locations on
the camera CCD. These mappings are used to generate a look-up
table for quick online processing between the desired destination
row-column indices of each ommatidial placement and the source
pixel locations in the camera image. This mapping is then usedwith
the OpenCV cvRemap function (Bradski and Kaehler, 2000) to
efficiently transfer the pixels from the camera image to an insect-
centric image with interpolation if required. Fig. 6 shows the
camera image pixel locations for the red ommatidial placements
shown in Fig. 5.
5.5. Other considerations

Other considerations for image processing typically include a
two-camera calibration, noise reduction, colour correction, and
synchronisation between cameras. Like bees, we do not use the
stereoscopic part of the visual field (though, this is possible with
our system but left to future work), and so we do not show cali-
bration between the two cameras here. Since some noise is desir-
able in embodiment and accurately represents the real-world, this
is measured for evaluation but the correction in pre-processing is
left for further evaluation in future work. Additionally, the colour of
an image can be adjusted to compensate for varied light sources
and other desired special effects. Again, this was left for future
implementation as the implications of these corrections on
modelling and embodiment are unknown at this stage.
robotic system for insect vision, Arthropod Structure & Development



Fig. 5. Ommatidial placements in the field-of-view. This figure depicts the mapping of the ommatidia placements from the insect model (green) as well as those of which are in
the field-of-view of each of the left (blue) and right (red) cameras.

Fig. 6. Ommatidial placements remapped on camera image. After modelling of the
cameras, the ommatidia placements get remapped and transferred to a new pixel
location on the camera image (depicted here for the right (red) camera from Fig. 5).
(For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article).
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Further, one consideration for multiple cameras is synchroni-
sation. This can be a significant problem if the processing of frames
is undertaken across both cameras simultaneously. However, our
system design reproduces each insect eye using a single camera and
therefore processing for each camera is separate. This allows the
camera processing to be undertaken in threads, avoiding syn-
chronisation issues, but a different approach might be considered
for visual tasks that require synchronized outputs.

6. Results and discussion

The visual system is evaluated on its ability to simulate insect
visual characteristics and its suitability for further development.
Please cite this article in press as: Sabo, C., et al., A lightweight, inexpensive
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The evaluation of this design can then be completed by assessing
the following criteria:

� Evaluation: Overall Design Performance
Testing: Measure data transmission and final field-of-view,
framerate, weight, cost, and resolution

� Evaluation: Camera Quality of Service
Testing: Compute and assess the camera latency

� Evaluation: Image Remapping Model
Testing: Evaluate pixel error and variance

� Evaluation: Robotic Embodiment
Testing: Assess noise and motion detection in benchmark
hallway navigation experiment

6.1. Overall design performance

The first test of the visual system was a visual inspection of the
system output. The robotics embodiment testing involved taking a
series of images and videos of well-defined images (a checkerboard
pattern) along a hallway navigation task. Resulting images are
shown here for each camera (noted left and right from now on) to
capture the original image from the camera and the remapped
model view. Also as part of testing, the data retrieved from the
robotic systemwere compared to that calculated in a simulated bee
world. The results for each are shown below in Figs. 7e9. As shown,
the model output appears as expected and can be verified against
Giger's model (Giger, 1996).

The final design of the visual system was also evaluated against
the performance metrics (field-of-view, weight, cost, framerate,
and resolution). As the objective is to realistically model honeybee
visual inputs, the results should be compared against biology as
well as several state-of-the-art lightweight robotic visual systems.
These include a Parrot AR Drone 2.0 (Engel et al., 2012) as it is a
good representation of a typical small quadcopter UAV, a Go-Pro
Hero 4 (https://gopro.com) as they are commonly used with a
wide range of other sUAVs (Drones, 2016), the catadioptric system
by Stürzl et al. (2010), and the curved artificial compound eye
robotic system for insect vision, Arthropod Structure & Development
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Fig. 7. Image from the camera output e original view. Depicts the camera view without any image processing or pixel selection.

Fig. 8. Image from the camera output e insect view. Depicts the transformed and
remapped insect view captured from the original camera view.
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(Curvace) which has been utilized for autonomous navigation
(Leitel et al., 2014).

BeeBot's visual system provides nearly the same visual field-of-
view as the honeybee (240� � 150� versus 290� � 160� for the bee).
The catadioptric system is the only comparable systemwhich gives
280� � 180� whereas the Curvace artificial eye only provides
180� � 60�. Also, typical quadcopter cameras like the AR Drone
have around 92� diagonal or 94� � 123� maxwith a Go-Pro. Further,
BeeBot has comparable framerate, resolution, and cost to other
Fig. 9. Image from the virtual bee view. Depicts the matching view of the virtual bee
in the simulated world.
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lightweight robotics systems. The other large benefit over Go-Pro is
the ability to transmit the data and process it off-board in real-time.
BeeBot's camera system does fall short to the Curvace artificial eye
in framerate (30 Hz versus 300 Hz) but makes up for it in cost and
accessibility. The catadioptric system represents many unknowns,
because the capabilities will depend upon both the choice of
camera and the quality of the optic surface and lens used. This will
have a strong bearing on the overall cost of the system.

The visual system is also extremely lightweight at 110 g which
includes both cameras, transmitters, and cables. While this would
need to be mounted on a robot larger than the AR Drone 2.0, this
can undoubtedly be mounted on a sUAV as demonstrated with
BeeBot. Further, the visual system weighs less than the Go-Pro
showing its suitability for sUAVS. Weight could be reduced by
increasing cost slightly to purchase newer, smaller cameras and/or
moving computing on-board to eliminate the transmitter/receiver
combination (though the additional processing power would come
with a minor weight penalty).

6.2. Camera quality of service

Several metrics determine the suitability of the transmission
protocol: noise, mean latency, and Quality of Service (QoS: a mea-
sure of the consistency of the latency) where noise and latency are
typically a trade-off. Analog transmission provides the best QoS and
latency for transfer as data are transferred with no confirmation of
receipt. The analog data do, however, have to be converted into
digital for input into computational models, and this stage can add
latency and noise. The absence of confirmation of receipt also in-
creases the chance of corrupted or missing data due to interference
(Chebrolu et al., 2006). Wi-Fi is an example of a robust digital signal
that guarantees the information arrival but it comes at the cost of
latency and QoS. When data receipt fails, data transmission slows
considerably to resend the data.

For this testing, video was streamed to the off-board computer
for evaluation of the data transmission. The average latency was
measured by outputting a single frame white flash signal through
an Oculus DK1 screen and then measuring the latency from the
time until a frame is received showing the flash, less the pixel
switching time of the DK1. As a result, the averaged latency was
measured to be:

Average Latency: 146 ms
While this might seem high, the current system must convert

the analog data to digital data for use. The extra latency arises from
the capture cards used, as well as the processing performed on the
data. Given that the robotic platform and environment is a scaled
robotic system for insect vision, Arthropod Structure & Development
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version of an insect's world, the speed (and perceived speed) of the
robot must also be scaled. This lowers the angular speeds perceived
by cameras and, therefore, we must also lower the speed of the
neural models to account for this disparity. Currently, these scaling
factors will be in excess of 10�, and thus, the latency wemeasure is
equivalent to less than 14.6 ms when scaled accordingly. Therefore,
overall, the latency is acceptable given the time scale scaling of the
system relative to insect vision. Dragonflies, which require
extremely low latencies for prey capture, have only been recorded
as having latencies of 30 ms from sensory input to wing motor
response (Olberg et al., 2007). As a result, this latency is acceptable
service expected for most applications and given the time scale
scaling of the system relative to insect vision. This could be
improved further by the use of low-latency video capture hardware
and/or by moving processing on-board.

6.3. Image remapping model

The performance of the image remapping determines the cor-
rectness of the pixel selection method. As Giger's ommatidia
placement model has been thoroughly verified against biology
(Giger, 1996), the primary error in the pixel selection comes from
the distortion from the camera/lens system and the corresponding
model of the system found in Section 5.2. Therefore, the effec-
tiveness of the camera model was evaluated by pixel error. The
results from the model produce the desired outcome with minimal
distortion, but it is not possible to eliminate all errors. Some
distortion artefacts could still be observed, which motivated a
further analysis of the pixel error. In this analysis, the efficiency of
the cameramodel wasmeasured using the difference between a set
of known pixel locations from the model output and from the
Fig. 10. Scaled laboratory benchmark testing scenario. Experiments with honeybees use c
environment. The vision system was mounted on BeeBot quadcopter and used for mobile t
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undistorted image. Using the images of the checkerboard pattern
(shown in Figs. 7e9), the average pixel error and corresponding
variance in the 2D image plane were found to be:

Average Pixel Error: [0.642 0.475]
Pixel Error Variance: [0.214 0.158]
It can be seen that both the average and the variance of the pixel

error is small with the maximum error being approximately 3
pixels. This is found to be suitably small, as it is well beyond insect
vision resolution. The implication of this is that the remapped
image used in combination with the insect ommatidia pixel se-
lection method will be an accurate representation of what an insect
would see in the real world.
6.4. Robotic embodiment

The system was tested for use with embodied visual processing
models by utilizing BeeBot (Fig. 10), the robotic platform on which
the visual hardware was mounted and previously described, in a
scaled laboratory environment of a standard bee benchmark test.
Bee navigation is often investigated by examining their capability to
traverse corridors (Kirchner and Srinivasan,1989). This behaviour is
largely explained by three simple rules: (1) maintain lateral posi-
tion by balancing the angular velocity in the left and right eye, (2)
hold forward velocity constant by regulating the total angular ve-
locity against an empirical setpoint, and (3) adjust altitude by
balancing the ventral angular velocity against an empirical setpoint
(Kirchner and Srinivasan, 1989; Srinivasan et al., 1991). In this
research, the lateral degree-of-freedom was isolated for study and
so the left and right fields-of-viewwere of interest. Accordingly, the
lab was configured with two walls along the length (fitted with the
checkerboard pattern along the walls) and a motion tracking
orridors to evaluate reactive flight control. This was replicated in this scaled laboratory
esting.
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system providing ground truth data (Fig. 10). An off-board work-
station processes the camera data as previously described.

In each trial, BeeBot starts at one end of the hallway and then
travels to the other end at a fixed velocity for a number of trials as
can be seen in Figs. 11,12. At the end of the hallway, the robot
decelerated quickly as it approached a wall. A total of 12 trials was
completed for approximately the same forward velocity and path.
Incoming visual data were collected from the cameras along with
the exact time, position, and velocity from the tracking system.
The addition of tracking data helps to determine the impact of
Fig. 11. BeeBot path traced in hallway test. The path traversed by BeeBot between t

Fig. 12. BeeBot velocity in hallway test. The velocity of BeeBot for ea
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position and velocity on the ensuing camera frames and motion
detection. The resultant paths (for each case and the mean) from
these trials are shown in Fig. 11. Additionally, the velocity is shown
in Fig. 12. It can be seen that the distance from the wall does not
vary more than ±5 cm and that the velocity has some variations
throughout each trial. Part of the source of variance in the velocity
is noise, but a further look into this needs to be completed, as
small changes in velocity can cause large changes in angular ve-
locity. So it is important to know when the velocity changes are
genuine.
he 2 walls for each trial is plotted with a dotted line and with the mean in bold.

ch trial is plotted with a dotted line and with the mean in bold.
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The video data were then processed for comparison against
position and velocity. As stated earlier, noise can be accounted for in
the camera modelling and is an important measure of the quality of
the data transmission method. The noise in the system (mainly due
to interference or dropouts/transmission error) is evaluated further
here, since it was not cancelled out in the calibration step. Each
frame in the raw video was treated as a separate image and filtered
using a linearWiener filter. The filter adapts itself to the local image
variance: if it's large, little smoothing is completed and vice versa if
the variance is small. While it requires more computational time
than comparable methods, it often produces better results, partic-
ularly at preserving edges and other high-frequency parts of an
image (Lim, 1990). The noise for each trial and the corresponding
average and variance is plotted in Fig. 13. It can be seen that there
are some large spikes in noise which could cause unidentified ar-
tifacts in the images at these points (which in turn can affect visual
processing).

Finally, the system was evaluated for its potential for embodi-
ment of computational models based on flying insect vision.
Because insect behaviour relies heavily on the detection of optic
flow, we investigate and assess biological models of optic flow. The
performance of our camera-based implementation is compared to a
perfect, simulated bee world. For the latter, we use the robot
telemetry data obtained by the motion tracking system to drive the
trajectories of a virtual bee in a simulated ray-traced environment,
BeeWorld (Cope et al., 2016). Both instances use the same number
of ommatidia and ommatidial placements.

The insect model visual system output was used to feed into
biologically-based models of angular velocity, or optic flow, esti-
mation. Specifically, we employ two different methods: the
Reichardt-Hassenstein Detector (Egelhaaf et al., 1989) and the
Angular Velocity Detector Unit (AVDU) model by Cope et al. (2016).
The Reichardt Detector is based on Elementary Motion Detectors
(EMDs) which sense brightness changes across the eye. The AVDU is
founded on the Reichardt Detector and essentially calculates
Fig. 13. Image noise during hallway test. The image noise was calculated and filtered. The l
later study during visual processing.
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angular velocity by taking the ratio of outputs from two neigh-
bouring detector units. For each method, the models are scaled to
the dimensions of the insect model. The AVDU model shows a log-
linear response to increasing angular velocity and exhibits invari-
ance of response to changes in the environment's contrast or spatial
frequency unlike the Reichardt Detector and typical computer
vision motion detection algorithms.

The optic flow over each “eye” for each method is summed,
normalized according to the forward velocity, and used as the final
output for comparison.We divide by the velocity for better analysis,
since small changes in velocity can cause large changes in optic
flow. Shown in the subsequent figures are the resultant motion
from the AVDU model in BeeWorld (Fig. 14) and the AVDU model
(Fig. 15) in the scaled, lab world. Additionally, we calculate the
Reichardt Detector on the camera data (Fig. 16). In this assessment,
we calculate the output of the model in each “eye” (or camera), left
and right, individually. The mean and variance is plotted across the
12 trials. The simulated world does not contain the noise and detail
of the real environment. It consists only of the two patterned walls
(see Fig. 11), but since the AVDU model is contrast and spatial fre-
quency invariant, the base values of angular velocity should be
equivalent across tests. The only differences should arise from any
noise in the real environment to which the AVDU model is
sensitive.

The results show good agreement across the virtual and real-
world trials for the AVDU model with almost identical means and
overlapping confidence intervals. The trend shows even better
matching especially after the initial onset of motion. As previously
stated and expected, noise is much larger in the robotic system than
in the BeeWorld model. The left is consistently larger than the right
which is consistent with expectations as BeeBot was slightly closer
to the left wall. The main differences appear right after the onset
and at the end. Both are to be expected since the largest changes in
velocity and distance from the wall occur in this region. Also, we
approach a blank wall at the end of the hallway in the laboratory
arge spikes seen can cause unidentified artifacts in the images. The spikes are noted for
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Fig. 14. BeeWorld AVDUmodel optic flow. The AVDUmodel calculates optic flow in BeeWorld which is summed over each the left (blue) and right (red) “eye”. The average over the
trials is depicted (dark solid line) along with the variance (shaded region).

Fig. 15. Real world BeeBot AVDU model optic flow. The AVDU model calculates optic flow on the system which is summed over each the left (blue) and right (red) camera. The
average over the trials is depicted (dark solid line) along with the variance (shaded region).
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environment whereas BeeWorld doesn't have an end. The AVDU
model trend even has a similar pattern of deviations across simu-
lation and real-world in the responses. The variances in the virtual
world arise from minute changes in position and velocity since the
simulation is deterministic. As a result, it can be assumed that
variations of any higher magnitude in the real world come from
Please cite this article in press as: Sabo, C., et al., A lightweight, inexpensive
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noise and additional artifacts in that environment and can be used
for evaluation of further embodiment.

The camera system was further verified by applying the
Reichardt-Hassenstein Detector method on both eyes (Fig. 16). The
Reichardt Detector is much more susceptible to noise which can be
seen in the frequent spikes and larger variations than the AVDU
robotic system for insect vision, Arthropod Structure & Development



Fig. 16. Real world BeeBot Reichardt detector optic flow. The Reichardt Detector calculates optic flow on the system which is summed over each the left (blue) and right (red)
camera. The average over the trials is depicted (dark solid line) along with the variance (shaded region).
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method. This can be verified against the trends in the camera sys-
tem noise that are shown in Fig. 13. Otherwise, noise levels are
relatively low and within expectations. A further look into specific
examples would help to determine where noise is impacting optic
flow calculations. This even further motivates moving computa-
tions on-board and removing the transmission/receiver in the
system in order to eliminate drop-outs and interference.
7. Conclusions

A methodology for designing and implementing an insect-
inspired robotic visual system for low-cost, lightweight robotics
was presented. The comprehensive approach gives a method for
selecting the robotics hardware, modelling the camera system,
modelling ommatidia placements, and doing pixel selection for
optimal online processing. BeeBot, the sUAV used in this research, is
a proof-of-concept platform demonstrating support of necessary
payload to replicate the sensing capabilities which are vital to bees'
flight navigation including their wide visual field-of-view. The
implementation employed here based on honeybee vision is open-
source and can be found online.

The visual systemwas tested and analysed based on its ability to
simulate insect visual characteristics and its suitability for further
development of insect navigation and cognitive models. Results
show good accuracy of the camera model used and excellent
comparison of optic flow to a perfect, simulated world. Further-
more, this was done with inexpensive ($350 total), lightweight
(1850 g) off-the-shelf components, which are advantageous for
research development.

The system could be improved with minor modifications and
the use of new technological advances. While the insect view ap-
pears pixelated in the results, it is accurate in relation to the
interommatidial distance and could be improved at the expense of
additional computational cost. Further work needs to be done to
analyse the sources of noise and isolate those variations that can be
Please cite this article in press as: Sabo, C., et al., A lightweight, inexpensive
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expected from data transmission and those that can be expected
from the environment. This could be addressed by moving pro-
cessing on-board. This solution would reduce noise and latency
from lengthy data transmissions through multiple devices. It also
improves quality of service considerably while dramatically
increasing the autonomous capabilities of the robot. This could be
realized with the use of improved mobile computing technology
like NVIDIA GPUs (http://www.nvidia.co.uk/). Additionally, because
the physics and aerodynamics of flight do not scale linearly, more
work and analysis needs to be completed to study the dynamic
response of both flying insects and small quadcopters like BeeBot.
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