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Supercooled Liquid Water in High-Resolution Simulations of a Southern Ocean

Midlatitude Cyclone
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Met Office, Exeter, United Kingdom

(Manuscript received 31 May 2016, in final form 29 March 2017)

ABSTRACT

High-resolution simulations of a SouthernOcean cyclone are compared to satellite-derived observations of

liquid water path, cloud-top properties, and top-of-atmosphere radiative fluxes. The focus is on the cold-air-

outflow region, where there are contributions to the hydrological budget from themicrophysical growth of ice

particles by riming and vapor deposition and transport by turbulent mixing. The sensitivity of the simulation

to the parameterization of these processes is tested and the relative importance of ice-nucleation temperature

is identified. It is shown that ice-phase microphysics is a key factor determining the phase composition of

Southern Ocean clouds and physically reasonable parameterization changes are identified that affect the

liquid water content of these clouds. The information gained from the sensitivity tests is applied to global

model development, where it is shown that a modification to the riming parameterization improves climate

mean-state biases in the Southern Ocean region.

1. Introduction

The poor representation of mixed-phase clouds in

models is a possible cause of the severe Southern Ocean

radiation biases seen in many climate models (Bodas-

Salcedo et al. 2012; Williams et al. 2013; Bodas-Salcedo

et al. 2014) and is also key to understanding the pre-

dicted climate sensitivity of the planet (Ceppi et al. 2016;

McCoy et al. 2015). Many general circulation models

show large deficits (of up to 240Wm22 during the

Southern Hemisphere summer) in the solar radiation

reflected back to space over the Southern Ocean, com-

pared to satellite measurements (Bodas-Salcedo et al.

2014). This top-of-atmosphere bias is accompanied by

excessive transmission of solar radiation to the sea sur-

face (Trenberth and Fasullo 2010; Bodas-Salcedo et al.

2012), which is related to the development of large sea

surface temperature biases that are seen in many cou-

pled atmosphere–oceanmodels (Sallée et al. 2013; Jones

et al. 2016). Among other consequences, this leads to

biases in the prediction of the high-latitude cryosphere

(Turner et al. 2013) and may increase uncertainties in

climate projections (He and Soden 2016).

By compositing midlatitude storms, in models and re-

motely sensed observations, Bodas-Salcedo et al. (2014)

showed that these radiation biases occur mainly in cold-

air-outbreak conditions and are correlated with the oc-

currence of low- andmidlevel clouds.Moreover, remotely

sensed estimates of cloud phase suggest that a significant

fraction of the bias is due to underprediction of the liquid

water contents of clouds that have supercooled liquid or

mixed-phase tops (Williams et al. 2013; Bodas-Salcedo

et al. 2016). This strongly implicates a role for subgrid-

scale processes, particularly cold-cloud microphysics, in

determining these biases. At the same time, the accurate

simulation of mixed-phase clouds by models is a chal-

lenging problem (Klein et al. 2009) because of the physical

complexity of mixed-phase clouds (Morrison et al. 2012).

In part, this complexity arises from the web of micro-

physical processes that need to be parameterized to sim-

ulate mixed-phase environments. In this paper we will use

high-resolution (convection permitting) simulations of a

Southern Ocean cyclone to study the sensitivity of cold-

sector clouds to the parameterization of the processes in

themixed-phase ‘‘web.’’ The information gained by doing

so will then be used to reduce the Southern Ocean

shortwave flux bias in a climate model.

The role of microphysical processes in influencing the

liquid water contents of mixed-phase clouds has beenCorresponding author: Kalli Furtado, kalli.furtado@metoffice.gov.uk
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studied from a number of standpoints. One aspect of the

problem lies in the formulation of the source of liquid

water in the presence of ice. For example, using theo-

retical models of mixed-phase environments, Korolev

and Field (2008) and Field et al. (2014b) studied how

turbulence competes with ice growth to determine the

liquid cloud properties. Themodel of Field et al. (2014b)

is analytically solvable and simple enough to be im-

plemented in a general circulation model (Furtado et al.

2016), where it plays the role of a subgrid-scale, statis-

tical cloud scheme for diagnosing liquid cloud fractions

and water contents.

Another aspect of the maintenance of mixed-phase

clouds in numerical models is the role played by cloud-

microphysical processes in removing the liquid water

diagnosed by the subgrid cloud scheme. For example,

Huang et al. (2015a) investigated the phase and liquid

water contents of SouthernOcean clouds in limited-area

simulations performed with the Australian Community

Climate and Earth-System Simulator (ACCESS). They

found that combining changes to the diagnosis of

boundary layer type and cloud-to-rain conversion im-

proved the frequency of occurrence of liquid water,

compared to in situ aircraft observations, although large

discrepancies remained for the cases studied. In an

earlier study, Huang et al. (2014) considered the impact

of changing the entire cloud microphysics in Weather

Research and Forecasting (WRF) Model simulations of

Southern Ocean clouds, thereby obtaining the impact of

convolving a large number of model differences, and

evaluated these against observations. The models

showed a lack of boundary layer cloud, which was linked

to biases in surface fluxes. All the model configurations

underestimated the liquid water contents and cloud

cover associated with marine low clouds and compen-

sated by overproduction of midlevel cloud tops.

The main sinks of liquid water in mixed-phase clouds

are due to microphysical interactions with ice. For ex-

ample, in an extensive study of the sensitivity of cloud

phase to the microphysical parameters in the Commu-

nity Atmosphere Model, version 5.0 (CAM5), Tan and

Storelvmo (2016) found that the variability in super-

cooled liquid was dominated by the parameterization of

the Bergeron–Findeisen process, whereby ice grows at

the expense of liquid droplets. In this paper we will in-

vestigate how ice microphysics affects the phase prop-

erties and radiative impact of boundary layer clouds,

using kilometer-scale simulations of a Southern Ocean

cyclone performed with the Met Office Unified Model.

The results are evaluated against satellite observations.

Inmixed-phase environments, ice depletes water vapor

by depositional growth and depletes liquid water by the

accretion of droplets (riming). These processes either

directly use up liquidwater ormodify thewater vapor and

temperature within cloud so that sustained condensation

of liquid water becomes difficult and the cloud glaciates.

Ice is also created in small quantities by nucleation. Once

nucleated, these initially small quantities of ice may grow

rapidly by vapor deposition and riming, leading to sig-

nificant changes in the phase of the condensate. Simul-

taneous to these processes, ice is being removed by

sedimentation and mixed by fluid turbulence.

Whether ice remains in a mixed-phase layer for a

lengthy period of time, or rapidly sediments out, is de-

termined by the balance between the ice-supplying pro-

cesses (deposition, riming, nucleation, and turbulent

mixing) and the ice-removing processes (sublimation,

sedimentation, and turbulent mixing).

The aim of this paper is to study how the parameter-

izations of these processes influence the amounts of ice

and liquid in boundary layer clouds in convection-

permitting simulations of a Southern Ocean cyclone.

Although the analysis is based on a single case, it can be

used to understand how the model responds to param-

eterization changes and identify candidate changes

that may alleviate climate model biases. We will

assess the effects of the changes against measured top-

of-atmosphere radiative fluxes and remotely sensed esti-

mates of cloud-top properties (height, temperature, and

phase) and cloud liquid water path. In this respect, the

existence of large discrepancies between different sat-

ellite products for the Southern Ocean region (Huang

et al. 2012, 2015a,b), for example, of up to 30% in cloud-

top phase (Bodas-Salcedo et al. 2016), means that we can

make few definitive statements about which physics

configurations give the best performance. However, the

data used at least provides a set of ‘‘best estimates’’ and a

context within which to consider the model sensitivity

experiments and may be used to make some tentative,

qualitative statements about model performance. The

understanding gained from assessment of the parame-

terization changes in high-resolution simulations can then

be used to select candidate changes for implementation in

coarser-resolution climate models. The advantage of

developing microphysics parameterization changes at

high resolution is that their effects can be isolated, with-

out having to consider interactions with convection pa-

rameterizations or prognostic cloud-fraction schemes.

The disadvantage is that convection-permitting models

can show biases that are different from those found in

climate models.

As a set of ‘‘first guesses’’ we have the following hy-

potheses as to how the system should respond to changes

in the parameterization of riming, deposition, and ice

nucleation. First, decreasing the efficiency of riming—

that is, changing the parameterization so that for a given
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mass of liquid and ice the riming rate is reduced—is

expected to lead to higher liquid water contents because

the accretion of liquid by ice proceeds more slowly. To a

lesser extent, depositional growth and riming may also

affect the thermal budget via latent heating.

Changes in deposition rate affect liquid water via their

influence on the amount of ‘‘total water’’ (liquid plus

vapor) in the system.As an example, consider modifying

the deposition rates such that ice grows less rapidly by

deposition: a change of this kind should increase the

liquid water content because the net sink of water vapor

is weaker, making it easier for the cloud scheme to di-

agnose condensation.

Finally, changing ice-nucleation temperature is ex-

pected to affect how much mixed-phase cloud exists in

the system. Given that the amount of ice ‘‘seeded’’ by an

initial nucleation event is very small, ice nucleation can

only affect liquid water content via the subsequent de-

positional growth of the seeded ice particles. In the real

world, this is likely to be very rapid for ice embedded in

liquid water cloud. For the simulations considered here,

however, we will see that initial ice growth is very sen-

sitive to the details of how the deposition-rate and ice-

nucleation parameterizations interact.

An outline of the paper is as follows. After introducing

the atmospheric model and case study in sections 2 and 3,

the parameterization changes to be investigated are de-

scribed in section 4 and compared to remotely sensed

measurements in section 5. In section 6 we consider the

relevance of the high-resolution modeling results for

global model development by assessing the effect of the

riming-parameterization change on a local-area simula-

tion, performed with a global model configuration, and

on a 20-yr-long simulation using the methodology of the

Atmospheric Model Intercomparison Project (AMIP).

Section 7 discusses the findings in the context of existing

ideas about the role of ice in hydrology of mixed-phase

boundary layers. Section 8 offers some conclusions and

prospects for future work.

2. Model description

The model used for the simulations is a nested, high-

resolution model based on a previously operational ver-

sion of the Met Office high-resolution forecasting model.

The high-resolution domain has an angular grid

spacing of 0.028, in a rotated latitude–longitude grid,

giving a horizontal resolution of approximately 2.2 km

overmost of the domain. At this resolution convection is

predominantly resolved by the model’s nonhydrostatic

dynamical core and no convection parameterization is

used. The model has 80 nonuniformly spaced vertical

levels, the highest of which is 38.5 km above the surface.

The vertical resolution in the boundary layer is rela-

tively high, with 16 model levels between the surface

and 1.25 km and a grid spacing that varies from 5m at

the surface to around 150m at 1.25 km. The boundary

layer parameterization is the nonlocal scheme de-

scribed by Lock et al. (2000) and operates throughout

the depth of the model. To make use of the results of

previous work on cold-air outbreaks, we include a

change to the diagnosis of shear-dominated boundary

layers described in Field et al. (2014a). The effect of

this change is to increase the amount of stratiform

cloud within the domain. Ice cloud fractions and sub-

grid moisture variability are diagnosed using the cloud

scheme documented by Wilson et al. (2008).

The domain is centered on 528S, 08, and has 1500 3

1500 grid points in the azimuthal and polar directions.

Figure 1a shows the lateral extent of the high-resolution

FIG. 1. (a) AMSR2 liquid cloud water path and (b) water vapor

path, within the domain of the high-resolution model. The solid

contours in (a) show AMSR2 surface rain rates of 1.5 (black) and

5mmh21 (gray). The blacked-out regions indicate missing data.

The green box outlines the region, around the cold-air outflow, that

will be analyzed.
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domain. The model time step is 50 s. The lateral

boundary conditions for the domain are updated hourly

from an N512 global model simulation performed with a

model based on the Met Office Global Atmosphere 6.1

(GA6.1) configuration. The microphysics scheme

(Wilson and Ballard 1999) uses mass mixing ratios as the

prognostic moment for representing cloud droplets,

rain, graupel, and snow. Where a process rate depends

on other moments of a hydrometeor size distribution,

these moments are diagnosed using an assumed distri-

bution function. For snow, the size distribution is the

moment-estimation parameterization of Field et al.

(2007). The snow field includes all frozen hydrometeor

mass, apart from graupel. The microphysical properties

of the ice phase are described in Furtado et al. (2015,

their ‘‘Model W’’) and in the papers referenced therein.

Ice can sediment and grows by riming and deposition.

Ice nucleation occurs heterogeneously below a thresh-

old temperature (the default value of which is 2108C)

and by homogeneous freezing for temperatures colder

than 2408C. The heterogeneous nucleation parameter-

ization is based on Fletcher (1962) and produces a seed

mass of ice according to an exponential function of

temperature. The mass of ice created is necessarily very

small. For example, at a temperature of2108C amass of

approximately 10211kgkg21 is produced. However, in a

water-saturated environment this small mass of ice

should grow rapidly. To make the ice microphysics the

same in the global model and the high-resolution model,

we also use the microphysical properties from Furtado

et al. (2015) in the global model simulations.

To investigate how the biases in the high-resolution

simulations relate to those in climatemodels, we also ran

simulations with a low-resolution, local-area model

(LAM). The low-resolution model has a horizontal grid

spacing of 0.28 (approximately 22 km) and uses the same

model configuration as the global driving model. It is

therefore configured to be typical of global numerical

weather prediction (NWP) and climate models. The

configuration has many differences from the high-

resolution setup, including the use of a convection pa-

rameterization and a prognostic cloud-fraction scheme.

We will use the low-resolution LAM to assess the effect

of model configuration on the Southern Ocean cloud

biases and to compare the effects of one of the param-

eterization changes across resolutions.

3. Case study description

To test the effects of the parameterization changes a

midlatitude storm over the Southern Ocean on 9 De-

cember 2014 was chosen. For eachmodel configuration, a

simulation was initialized at 0000 UTC 9 December 2014

from an operational Met Office global model analysis.

The same case was also examined in Bodas-Salcedo

et al. (2016). The cyclone had an extensive stratiform

cloud deck in the cold-air outflow behind of the cold

front. Figure 1a shows the Advanced Microwave

Scanning Radiometer 2 (AMSR2) cloud liquid water

path (Wentz et al. 2014) at 1300 UTC, within the high-

resolution model domain. The stratiform cloud is

present in the area 508–608S, 08–158E, within the region

shown by the green box. Figure 1b shows the AMSR2

water vapor path. The stratiform cloud lies within the

relatively dry air behind a cold front that is advancing

toward the northeast. The liquid water and water vapor

in the front can be seen extending in a narrow arc across

the top-left quadrants of Figs. 1a and 1b. In the

northwest of the domain, a second frontal system is also

present. The black regions show where no AMSR2

data are available owing to either a lack of satellite

coverage or the presence of sea ice (on the southern

extremity of the domain).

4. Descriptions of the sensitivity tests

The amounts of ice and liquid present may be influ-

enced by turbulent mixing, depositional growth, riming,

and ice nucleation. We investigate a set of changes that

are expected to have a significant impact on each of

these processes. The formulation of the model’s ‘‘dy-

namical core’’ (e.g., the numerical method used to ad-

vect cloud species) will not be considered here but may

be another factor.

In section 4a we examine the effects of changing the

turbulent mixing, depositional growth, and riming rates

of ice. In section 4b we examine the effects of changing

ice-nucleation temperature.

A nomenclature for referring to the experiments and a

summary of the configurations tested are given inTable 1.

Throughout, the expression ‘‘1expt’’ is used to refer to a

model configuration built from the control model by

adding the configuration changes named ‘‘expt.’’

a. Turbulent mixing of ice

As an example of an extreme sensitivity, we in-

vestigate the effect of shutting off turbulent transport of

ice entirely. This implies that ice is advected by the

resolved-scale velocity field but is not mixed by the

boundary layer scheme.

The physical motivation for considering this limiting

case is that, because of the broad spectrum of ice

crystal sizes, diffusive mixing by turbulence of the

whole population of ice particles may not be appro-

priate. In reality, the motion of particles becomes in-

creasingly influenced by inertia as particle size

2004 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 74



increases. For example, the rain species is not mixed by

the boundary scheme because it is assumed that falling

rain drops are not strongly influenced by subgrid-scale

turbulence.

b. Depositional growth of ice

Themicrophysics scheme partitions each grid box into

clear-sky, liquid-only, mixed-phase, and ice-only subgrid

regions, based on an assumption of minimum overlap

between liquid and ice cloud. To calculate the de-

positional growth rates of ice, the default microphysics

uses a parameterization for the relative humidity (RH)

in the ice-only cloud part of each grid box.

The parameterization assumes there is more water

vapor in the ice-only cloud than in the clear sky. This

contains an implicit assumption about the subgrid-scale

correlations between ice water content (IWC) and RH.

We investigate the effect of assuming that the RH is the

same in the ice-only cloud and in the clear sky—that is,

that the location of the ice within each grid box is un-

correlated with the subgrid RH fluctuations.

Inmore detail, the diagnosis of in–ice cloudRH is done

as follows. Because any water cloud is assumed to be

water saturated, the in–ice cloud specific humidity qy,i is

given by

q
y,i
5

q
y
2f

l
q
s,w

2f
c
q
c

f
i

, (1)

where qy is the gridbox mean specific humidity, qs,w is

the saturated specific humidity with respect to water, qc

is the clear-sky specific humidity, and fc, fl, and fi are

the clear-sky, liquid, and ice-only cloud fractions, re-

spectively. The liquid cloud fraction fl includes any

mixed-phase cloud, which is therefore assumed to be at

water saturation. The clear-sky specific humidity is

parameterized as

q
c
5

(q
y
2f

l
q
s,w
)

12f
l

2wf
i
, (2)

where w is a decreasing function of the ice mass mixing

ratio, q, and the critical relative humidity (RHc) from

the model’s cloud scheme:

w5 (12RH
c
)q

s,w

 

12A
q

q
s,w

!

, (3)

for a given value of the constant A. Because of the

complexity of the above parameterization, in particular,

the ad hoc nature of the function w, a simple alternative

is to choosew to be zero, which is equivalent to assuming

that the in–ice cloud and clear-sky specific humidities

are equal and given by Eq. (2) with w5 0. From Eq. (2)

it can be seen that this choice of w maximizes the clear-

sky relative humidity, for a given ice cloud fraction, and

therefore minimizes the in–ice cloud RH.

Because the parameterization change decreases the

RH diagnosed in the ice-only cloud, the expected effect

of the changes is to reduce the deposition rates and

thereby increase the amount of liquid water cloud. Note

that only the diagnosed subgrid-scale partitioning of RH

is altered by this change; the actual gridbox mean hu-

midity is unaffected.

In addition, the microphysics scheme subdivides the

ice-only cloud into sublimating and depositing parts, in

which the depositional capacitance for ice growth is

slightly different (10% lower for growing ice crystals,

compared to sublimating ones). The rationale behind

this is to account for the more rounded shapes of

sublimating ice crystals. To further simplify the sub-

grid assumptions for ice growth, we will also remove

this splitting. This further partitioning is also rather

artificial; for example, the fractional subvolumes of the

ice cloud are diagnosed by increasing or decreasing

fi/2 by an amount that depends linearly on the de-

parture of qy,i from ice saturation. Separate tests, not

shown here, demonstrate that removing this further

subdivison is much less important than using the same

average RH in the ice-only and clear-sky parts of the

grid boxes.

TABLE 1. Summary of model configurations.

Configuration name Resolution (km) Description

Control 2.2 (0.028) High-resolution control

1mix 2.2 No boundary layer mixing of ice

1rime 2.2 Area-dependent riming with threshold LWC

1dep 2.2 Simplified subgrid vapor partitioning

1combined 2.2 Combination of all changes

1Tn 5 0 2.2 Ice-nucleation temperature Tn 5 08C

1Tn 5 0 (mod) 2.2 Tn 5 08C and modified process order

1Tn 5 0 (mod) 1combined 2.2 1combined with Tn 5 08C and modified process order

GLM 22 (0.28) Low-resolution control (based on GA6.1)

GLM1rime 22 GLM plus riming change

JUNE 2017 FURTADO AND F I ELD 2005



c. Riming of ice crystals

The default riming parameterization assumes spherical

ice particles. We test a parameterization that accounts for

ice crystal shape. This is done by parameterizing ice

crystal cross-sectional area in terms of diameter and using

this area in the riming rates. As an example, we will use

the area ratio–to–crystal diameter relationship from

Heymsfield and Miloshevich [2003, their Eq. (2)]:

A
r
5 0:051D20:2707, (4)

where Ar is the ratio of the ice crystal projected area to

that of a spherical particle of the same diameter D. In

each model grid box, the IWC is distributed over the

values of the particle diameter D using the size-

distribution parameterization of Field et al. (2007).

The riming rate is therefore obtained by integrating the

particle projected areas over this distribution.

In the default riming parameterization, all the in-

cloud liquid water content (LWC) is available for ac-

cretion by ice. In reality, small water droplets may have

very low collection efficiency (e.g., Harimaya 1975). To

mimic this dependency, we ‘‘protect’’ some of the liquid

from accretion by only using the excess, in-cloud LWC

over a threshold of 1024kgkg21 to calculate riming. This

value is based on the observation by Harimaya (1975)

that droplets with diameters less than 10mm are too

small to be collected onto ice crystals, along with typical

number concentrations for mixed-phase clouds from the

in situ measurements of Korolev et al. (2003). The ex-

pected effect of this combination of changes is to reduce

the efficiency of the riming process and thereby enhance

liquid water content.

d. Heterogeneous ice nucleation

In section 4b we investigate the effects of ice-nucleation

parameterization on liquid and ice water contents. It will

be shown that the impact of ice nucleation on the model

clouds is strongly dependent on assumptions in the pa-

rameterizations about the subgrid-scale spatial distribu-

tion of ice water content. In this section, it is argued that,

for the Unified Model microphysics, these assumptions

are implicit in the ordering of processes within each time

step. Ice is nucleated by freezing small amounts of liquid

water when the temperature is below a threshold. The

default threshold is Tn 5 2108C. A comparison to the

MODIS cloud-top temperature, discussed in section 5a(1),

shows that for this case this temperature is attained in

pockets near to the stratiform cloud top. We will examine

the effects of setting Tn 5 08C, which is warm enough for

ice nucleation throughout the cloud layer.

For calculating deposition rates of ice, the air in any

mixed-phase cloud is assumed to be saturated with

respect to liquid water. Because ice nucleation increases

the mixed-phase cloud fraction, the importance of ice

nucleation may depend on the order in which nucleation

and deposition occur, within a time step.

In the default microphysics, the subgrid-scale parti-

tioning of relative humidity between cloudy regions (as

described in section 4b) is calculated before ice nucle-

ation. Therefore, any increase in mixed-phase cloud

fraction due to ice nucleation will not affect the de-

position rates until the next time step.

We will test the effect of calculating the subgrid hu-

midity partition after ice nucleation has occurred. With

this ordering of processes, any mixed-phase cloud cre-

ated by ice nucleation will be treated as water saturated

when the deposition rates are calculated.

Both orders have physical interpretations. In the first

scenario, ice nucleation produces a spatially inhomoge-

neous distribution of ice within a grid box by adding a

small amount of ice to the previously liquid-only part of

the grid box. Most of the ice resides in the ice-only region

and any preexisting mixed-phase region. The fate of this

ice is then dominated by the deposition rate outside of the

freshly nucleated mixed-phase region.

In the second scenario, ice nucleation acts as a ‘‘flag,’’

or indicator, identifying grid boxes where all the liquid

cloud should be mixed phase. This corresponds to as-

suming that ice is uniformly distributed throughout the

subgrid ice cloud volume. Because a larger fraction of

ice will experience water-saturated conditions, when the

nucleation-temperature threshold is crossed, the sub-

sequent increase in ice mass could be very rapid.

5. Results of sensitivity tests

a. Sensitivity to riming, depositional growth, and

turbulent mixing

1) COMPARISON TO MODERATE RESOLUTION

IMAGING SPECTRORADIOMETER

In this section, the cloud-top heights simulated by the

model sensitivity tests are compared to the estimated

cloud-top height retrieved by the Moderate Resolution

Imaging Spectroradiometer (MODIS). Figure 2 shows

the effects of each of the process-rate parameterization

changes on themodel cloud-top height.1Only the region

1 For each column, we define the model cloud-top height to be

the greatest height at which the total condensed water content falls

below 1026 kg kg21. This value was chosen because it corresponds

to the practical limit of in situ observations Cotton et al. (2012) and

gives a reasonable level of condensate from which to estimate

cloud top height for this case.
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immediately surrounding the stratiform cloud layer is

shown. For reference, two cloud-top height contours are

also shown: the solid line bounds the regionwhere all the

simulations have cloud-top heights Zh , 8 km; the

dashed line shows where all models have Zh , 2 km.

Figure 2a shows the MODIS cloud-top height prod-

uct. (The data were obtained from https://ladsweb.

nascom.nasa.gov for an overpass time of 1325 UTC.

The Collection 6 data from the Aqua orbital platform

are used; Platnick et al. 2015.) Note that the data only

partly covers the subdomain, but it includes the majority

of the cold-air region. An artifact occurs on the western

edge of the domain due to interpolation onto the

latitude–longitude grid of the model.

Compared to MODIS, the control model (Fig. 2b)

shows a combination of biases. Although, in this respect,

it must be noted that uncertainties are known to exist in

the observations: for example, Holz et al. (2008) showed

that the MODIS retrieval tends to overestimate cloud-

top height for low clouds, compared to the Cloud–

Aerosol Lidar with Orthogonal Polarization (CALIOP)

retrieval, and underestimate for optically thin high

clouds. There is a large region of boundary layer cloud,

with observed cloud tops between 1 and 2km, for which

the model clouds are too low. In the southeast quadrant

of the domain, the observations show the stratus be-

coming punctuated by scattered, higher cloud tops. The

control model produces midlevel convection in this

FIG. 2. Cloud-top height for (a) the MODIS retrieval, (b) the control model, and the experiment configurations

with (c) no turbulent mixing of ice, (d) the modified riming-rate parameterization, (e) the modified deposition-rate

parameterization, and (f) the combined set of parameterization changes. Only the region around the stratiform

cloud layer is shown. The black cloud-top height contours show where all the models have cloud tops below 2 km

(dashed line) and below 8 km (solid line). The color scale uses a level spacing of 250m up to 1.25 km and 750m

above that. Any values below 50m (i.e., small areas with no cloud) are shown in white.
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region, with cloud tops frequently reaching above 5 km.

These higher cloud tops cover a larger area than in the

satellite retrievals. Around 108E, on the southern edge

of the domain, the encroaching warm front can be seen

in both the observations and the model. Finally, in the

northwest of the domain, the second warm front is either

misplaced relative to its observed position or has too

much high cloud associated with it.

The effects of the parameterization changes on model

cloud-top height are shown in Figs. 2c–f. Removing the

turbulent mixing of ice (Fig. 2c) and changing the riming

parameterization (Fig. 2d) have very little effect on cloud-

top height. The deposition-rate experiment (Fig. 2e)

slightly increases the cloud-top heights in the stratus region

and reduces the amount of midlevel cloud in the southeast

quadrant. Figure 2f shows that effect of the combined

changes. Overall, it is the deposition-rate change which

dominates in terms of the effect on cloud-top height.

The changes in cloud-top height are related to changes

in the amount of ice cloud. To investigate these effects we

can define an ice cloud–top height, analogous to the total

cloud-top height, as themaximumheight atwhich themass

of ice falls below 1026kgkg21. Figures 3a and 3b show the

effect on ice cloud-top height of the combined changes

(changes to mixing, riming, and ice deposition). The area

covered by ice cloud has been reduced. This is consistent

with the deposition-rate change enhancing sublimation of

ice and removing some ice cloud from the system.

As well as altering the vertical extent of ice in the

simulations, the parameterization changes also affect

the ice water path (IWP). Figures 3c and 3d show the

changes in ice water path that accompany the changes in

cloud-top height. The effect of the combined set of

changes is mainly to remove low IWCs (IWPs less than

0.02 kgm22), with relatively low ice cloud tops, from the

system. These clouds may be physically unrealistic fea-

tures of the control model, but in situ ice measurements

would be required to draw that conclusion.

The effects of the changes on cloud-top properties can

be evaluated further by considering cloud-top temper-

ature and phase. Figure 4 compares the histograms of

cloud-top temperature for the control model and the

combined experiment to the MODIS retrieval. The

combined experiment (blue line) shows an increase in

the fraction of colder cloud tops and a corresponding

decrease in cloud tops warmer than2108C. Overall, this

gives a distribution of cloud-top temperatures that is

closer to the MODIS retrievals than the control model

(solid black line).

Figure 5 compares model-derived cloud-top phase

(defined according to whether the calculated cloud top for

ice is above, below, or in the same model vertical grid box

FIG. 3. (top) Ice cloud-top height and (bottom) ice water path for (a),(c) the control model and (b),(d) the

experiment with the combined set of changes. The cloud-top-height color scale is as in Fig. 2. For IWP the level

spacing is 0.01 kgm22 up to 0.02 kgm22 and then 0.02 kgm22 up to 0.1 kgm22, above which it is 0.1 kgm22. Any

values of LWP below 0.001 kgm22 appear white.
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as the liquid cloud top) to the MODIS retrievals. The

‘‘phase types’’ (clear sky, liquid, ice, mixed phase, and

undetermined), on the horizontal axis, correspond to the

definitions used in the two MODIS cloud-top phase

products: Cloud-Top Phase Infrared (MODIS IR), short-

dashed line; Cloud-Top Phase Optical Properties

(MODIS OP), long-dashed line. Of the two products, the

optical-properties-based estimate has less ‘‘uncertain’’

pixels and makes more frequent diagnosis of liquid-only

cloud tops. Taken together, the products provide a pair of

estimated bounds against which to compare the simula-

tions. However, the prevalence of undetermined pixels in

MODIS IR makes it difficult to draw definitive conclu-

sions and there are known to be large uncertainties in the

retrieval of cloud-top phase from satellite measurements

(Huang et al. 2012, 2015a; Bodas-Salcedo et al. 2016). For

example, Bodas-Salcedo et al. (2016) compared different

methods for identifying cloud-top phase and found that a

climatology based solely on MODIS underestimated the

frequency of occurrence of liquid cloud tops by up to 30%,

for cloud-top temperatures between 2208 and 08C, com-

pared to methods which combined MODIS with in-

formation from CloudSat–CALIPSO (Kato et al. 2011).

These differences are likely regime dependent, being due

to either low-water-content clouds or thin cirrus overlying

low-level liquid cloud. Huang et al. (2012, 2015a) also

reported large uncertainties in cloud-top phase from dif-

ferent satellite-derived products.

From Fig. 5, it is clear that the combined changes in-

crease the frequency of liquid cloud tops relative to the

control model. At the same time, the changes reduce the

prevalence of mixed-phase and ice cloud tops, which

(subject to the caveat that the undetermined pixels

could be mixed phase or ice) gives a better representa-

tion of the MODIS histogram.

To investigate the vertical distribution of cloud, Fig. 6

shows profiles of the area-weighted averages of the di-

agnostic subgrid cloud fraction from each of the models.

The area-averaged value for each model is less than one

because of fractional subgrid cloudiness and is, there-

fore, smaller than the area covered by grid boxes that

contain some cloud. Two regions are selected: Fig. 6a

shows the region of low-level, boundary layer clouds,

where all the models have cloud-top heights, Zh , 2 km,

and Fig. 6b shows the region of midlevel convection,

where 2 # Zh , 8 km for all the models.

In the low clouds, the liquid cloud fractions (solid lines)

are increased by the riming (red) and deposition-rate

(green) changes. Turning off the turbulent mixing (not

shown) has a much smaller effect. The changes in ice cloud

fraction (dashed lines) are smaller: the riming change re-

duces the ice cloud fraction throughout the boundary layer;

the deposition-rate change mainly affects the ice cloud

where the liquid cloud fraction is low since, otherwise, the

deposition rate is dominated by the mixed-phase regions.

By contrast, Fig. 6b shows that the ice cloud fractions are

considerably reduced if midlevel convective clouds are

present. The reduction is due to the deposition-rate change,

which has evaporated low-IWC, midlevel ice clouds. Be-

cause of seeding from above by ice, reducing the amount of

midlevel ice cloud also alters the amount of ice lower down

in the atmosphere. In terms of the changes to the liquid

cloud fraction in the 2#Zh, 8 region, riming dominates at

heights below 2km (where the LWCs are relatively high).

Above 2km, where there is less liquid cloud, riming is cor-

respondingly less influential and the deposition-rate change

dominates because the ice-only cloud fraction increases.

2) COMPARISON TO AMSR2

Model biases in the amount of liquid water in the

simulations can be assessed against microwave-frequency

FIG. 4. Cloud-top-temperature histograms from the MODIS re-

trieval (dashed line), the control model (solid black line), and the

experiment with the combinedmicrophysics changes (solid blue line).

FIG. 5. Cloud-top-phase histograms from the MODIS retrieval

(dashed line), the control model (solid black line), and the exper-

iment with the combined microphysics changes (solid blue line).
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satellite retrievals. Figure 7 shows the effects on model

liquid water path (LWP), compared to the AMSR2 ob-

servations (Fig. 7a). As in Fig. 2, the contour lines show

where, for all the models, Zh , 8 km (solid line) and

Zh , 2km (dashed line). The control model (Fig. 7b) has

too little liquid water in the region where stratiform cloud

was observed.Where the model cloud tops are between 2

and 8km, themodel LWPs are too high. This is consistent

with the excess ofmidlevel cloud in this region, compared

to the MODIS retrieval. Note that the estimated error in

the AMSR2 retrieval is reported to be 2–3gm22

(Lebsock and Su 2014), although the partitioning of liquid

into cloud and rain is a potential source of uncertainty for

heavily precipitating systems.

Figures 7c–f show the effects of the parameterization

changes. Preventing boundary layer mixing of ice

(Fig. 7c) has very little effect on the cloud LWP. Mod-

ifying the riming rates (Fig. 7d) makes liquid water more

prevalent throughout the domain. An additional sensi-

tivity test, which is not included here, demonstrates that

this change is mainly a result of the reduced ice particle

riming area and that the value of the threshold liquid

water content for the onset of riming is less important.

The effect of the deposition-rate change (Fig. 7e) is

smaller and preferentially affects the 2 # Zh , 8km

region, where ice has been removed by the enhanced

sublimation rates. Figure 7f shows that the combination

of all three changes resembles the sum of the riming- and

deposition-rate changes.

To investigate the vertical distribution of the changes

in cloud liquid water content, Fig. 8 shows the vertical

profiles of condensed water content for each of the ex-

periments. In the low cloud (Fig. 8a), the liquid water

contents (solid lines) are increased by the riming and

deposition-rate changes. The same trends can be seen in

below 2km in the midlevel convective region (Fig. 8b).

In comparison, the IWCs (dashed lines) are less sensitive—

a feature that we will return to in the discussion.

3) COMPARISON TO CLOUDS AND THE EARTH’S
RADIANT ENERGY SYSTEM

The increased LWCs of the clouds will affect the solar

radiation reflected back to space. Estimates of the out-

going, top-of-atmosphere (TOA) shortwave (SW) and

longwave (LW) fluxes can be obtain from the Clouds

and the Earth’s Radiant Energy System (CERES) Fast

Longwave and ShortwaveRadiative Flux (FLASHFlux)

level 2, version B, data product, described by Kratz et al.

(2014) (data obtained from https://eosweb.larc.nasa.

gov). Typical uncertainties for these measurements are

5Wm22 for the SW flux and 3Wm22 for the LW flux

(Loeb et al. 2007).

Figure 9 shows the impact of the combined set of

changes on the outgoing radiative fluxes, compared to

CERES (Figs. 9a,b). To emphasize the changes to the

boundary layer clouds, amask is applied so that the fluxes

are only shown where Zh , 8km for all the models. The

FIG. 6. Vertical profiles of area-averaged cloud fraction for the

models. The averaging regions are where all the models have

cloud-top heights (a) below 2 km and (b) between 2 and 8 km. The

solid lines show liquid cloud fraction and the dashed lines show ice

cloud fraction.
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higher LWPs in the experimental configuration lead to

increased outgoing SW fluxes and corresponding re-

ductions in outgoing LW flux. In both models, the clouds

are too bright in the region of midlevel convection, which

is consistent with the LWPs in this region being too large.

More details can be obtained by comparing the fre-

quency distributions of the outgoing fluxes, shown in

Fig. 10. To remove the influence of frontal clouds, the

distributions are constructed using only grid boxes

within the data mask shown in Fig. 9. The frequency

distributions show that the model radiative biases have

two causes. First, there are too many high-LWP clouds,

leading to an excess of reflected SW fluxes above

600Wm22. Second, not enough of the ‘‘dark’’ sea sur-

face is obscured by stratiform cloud, so too little SW is

reflected between 200 and 600Wm22 and too much

between 0 and 200Wm22 (this also accounts for the

positive bias in the LW frequency distribution).

Figure 10b shows that the parameterizations changes

improve the low-irradiance part of the SW histograms by

covering more of the sea surface with cloud. The SW

histogram is also improved between 500 and 600Wm22

because of the increase in the brightness of stratiform

clouds seen in Fig. 9. However, the LWCs of the brightest

clouds have increased further, whichmakes the bias in SW

above 600Wm22 worse. Figure 10a shows a correspond-

ing shift in the LW distribution toward lower irradiances.

b. Sensitivity to ice-nucleation temperature

In section 4d we described a set of sensitivity experi-

ments for the parameterization of ice nucleation. These

tests involve changes to ice-nucleation temperature in

FIG. 7. Liquid water paths (kgm22) for (a) AMSR2, (b) the control model, and (c)–(f) the four experiment

configurations. The black cloud-top-height contours showwhere all themodels have cloud tops below 2 km (dashed

line) and below 8 km (solid line). The color scale uses a constant level spacing of 0.025 kgm22. Any values below

0.001 kgm22 are shown in white.
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combination with changes to the ordering of the mi-

crophysical processes. We first assess the sensitivity of

the control configuration to varying ice-nucleation

temperature. Figure 11 shows frequency distributions

of outgoing SW and LW flux for the control

(Tn 5 2108C) and several experiments. The red lines

shows the histograms for Tn 5 08C with the default ice-

nucleation parameterization (see section 4d). There is

very little difference between the Tn 5 08C and the

control distributions. This is surprising, given that Tn 5

08C is warm enough for ice formation throughout the

boundary layer. The outgoing LW fluxes are similarly

insensitive to ice-nucleation temperature, when the de-

fault ice-nucleation assumptions are used. We also note

that another experiment with Tn 5 2408C produced

TOA flux histograms that are very similar to those

shown for Tn 5 2108C. Taken together with the cloud-

top temperature histograms shown in Fig. 4 (which show

thatTn52108C is a typical cloud-top temperature), this

suggests that, even for Tn 5 2108C, ice nucleation has

relatively little effect on the amount of ice and liquid in

the model clouds in this case.

The green lines in Fig. 11 show the frequency distri-

butions for Tn 5 08C when the modified ice-nucleation

assumptions (i.e., the different process order) are used.

In this model, the subgrid humidity partition is re-

calculated after ice nucleation occurs.With the modified

assumptions, the Tn 5 08C experiment shows a decrease

in the outgoing SWflux.Most of the grid boxes that have

high irradiances in the control model have been redis-

tributed into intermediate-irradiance parts of the SW

frequency distribution.

The redistributed grid boxes correspond to regions

where the LWPs were too high in the control model.

This can be seen in Fig. 12, which compares ice cloud–

top height (top row), LWP (middle row), and IWP

(bottom row) in the three experiments with Tn 5 08C.

Comparing Figs. 12a, 12d, and 12g to the corresponding

figures for the control configuration (Figs. 3a,c, and 7b)

shows how little the simulated clouds have been affected

by increasing Tn from 2108 to 08C, if the default ice-

nucleation assumptions are used. By contrast, Figs. 12b,

12e, and 12h show that, if the modified ice-nucleation

assumptions are used, then the LWC decreases and the

amount of ice cloud increases if Tn 5 08C.

With the default nucleation assumptions, any mixed-

phase cloud created on a given time step is assumed to

have a very low IWC and hence is negligible in terms of

its effect on depositional growth. The only effect of ice

nucleation is to increment IWC by a small amount. This

method could deplete liquid water gradually, over sev-

eral time steps, but it appears to be ineffective at

doing so.

The changes in cloud are more pronounced with the

modified assumptions because, on a subgrid scale, the

ice mass is uniformly distributed throughout the ice

cloud, whenever Tn # 08C. This implies that a greater

fraction of the ice mass in a grid box is growing in water-

saturated conditions, compared to a simulation with the

FIG. 8. Vertical profiles of area-averaged condensed water con-

tent for themodels. The averaging regions are as in Fig. 6. The solid

lines show liquid water content and the dashed lines show ice water

content.
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default assumptions. The deposition process is therefore

more rapid and, because deposition is a sink of ‘‘total

water’’ (liquid and vapor combined), this reduces the

amount of liquid condensation that is diagnosed by the

cloud scheme.

As a final experiment, to examine the interaction of

ice-nucleation temperature and process-rate changes,

Figs. 12c, 12f, and 12i show the effect of combining Tn5

08C, with the modified assumptions, and the combined

physics changes from section 5a. The effect of these

changes is similar to that obtained when they are applied

to the control model: increased LWP and a decrease in

ice cloud cover. The blue histograms in Fig. 11 show that

the effect of these changes on the TOA radiative fluxes

is to reduce the frequency of intermediate-brightness

grid boxes by redistributing them back into the high-

irradiance part of the histogram.

6. Applications to global models

In this section we assess the applicability of the

convective-scale modeling results to the development of

global models. In particular, it is interesting to consider

whether the parameterization changes tested can reduce

large-scale model biases in the Southern Ocean region.

More generally, it is useful to understand the extent to

which the high- and low-resolution simulations show

similar biases.

We will consider only the change to the riming rate

because this change has the firmest basis in observations

and is also the change most likely to be applicable to

models other than the Unified Model. It is also the

change that is the most targeted toward affecting only

supercooled stratus clouds. For example, the deposition-

rate change can be shown to also affect ice growth in

FIG. 9. Outgoing TOA (left) SWflux and (right) LWflux for (a),(b) CERESFLASHFlux, (c),(d) the control model,

and (e),(f) the experiment with the combined set of changes.
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cirrus clouds, which makes the effects on climate simu-

lations difficult to analyze. The effects of the ice-

nucleation sensitivities on global models will also be

omitted because in global models, ice nucleation in the

microphysics scheme needs to be considered together

with ice nucleation in parameterized convective clouds

and in the model’s prognostic cloud-fraction scheme.

The riming-rate change was tested in two low-

resolution model simulations: a 22-km-resolution

LAM, with the same domain and boundary conditions

as the high-resolution simulations, and a 20-yr climate

integration. Moreover, to assess the robustness of the

results, the low-resolution LAMand climatemodel have

different model physics, although the ice-microphysical

FIG. 10. Histograms of (a) outgoing TOA LW flux and

(b) outgoing TOA SW flux for the control model, combined ex-

periment, and the CERES observations. The histograms are con-

structed for the region where all the models have cloud tops

below 8 km.

FIG. 11. Histograms of (a) outgoing TOA LW flux and

(b) outgoing TOA SW flux, for the control model, ice-nucleation-

temperature experiments, and the CERES observations. The his-

tograms are constructed for the region where all the models have

cloud tops below 8 km.
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processes and properties are parameterized identically in

the two configurations. The LAM is based on GA6.1, but

with the ice microphysics changed to be the same as the

high-resolution simulations (this also means that the

LAM has the same model physics as the global NWP

simulation, which was used to drive the high-resolution

runs, and the climate model). In particular, the parame-

terizations of riming, ice nucleation, and ice depositional

growth are the same in the low- and high-resolutions

LAMs. The ice-microphysical properties (mass, fall

speed, and size distribution) are also identical in the two

resolutions. Because the low-resolution LAM has the

same microphysics configuration as the high-resolution

model, the resolution dependence of the sensitivity ex-

periments can be investigated. Here we interpret ‘‘reso-

lution dependence’’ in a broad sense that includes effects

arising from interactions with other model components

that are present in the low-resolution configuration but

are absent in the high-resolution model—for example,

the convection parameterization. The climate simulation

was performed with theMetOfficeGlobal Atmosphere 7

(GA7) configurationwith a resolution ofN96. Thismodel

also has the same microphysics configuration as the

two LAMs.

Figure 13 shows the histograms of outgoing LW and

SW flux for the low-resolution LAM with the control

configuration and an experiment including the change to

the riming rate. As was done in Figs. 10 and 11, the

histograms are constructed for the region where both

the models have cloud tops below 8km. We note that

this masked region differs slightly from the masked re-

gion for the high-resolution models in Figs. 10 and 11

because the cloud-top heights differ between the simu-

lations. This accounts for differences in the difference

seen in the histogram of the observations between

Figs. 10 and 13.

Comparison with Fig. 10 reveals obvious differences

in the nature of the cloud biases between the low- and

high-resolution configurations. This is to be expected,

given significant differences in model setup: not only is

convection parameterized at 22-km grid spacing, but the

low-resolution model uses a prognostic cloud scheme

(Wilson et al. 2008), whereas the high-resolution model

uses an empirical relationship to diagnose liquid cloud

FIG. 12. (a)–(c) Ice cloud–top height, (d)–(f) liquid water path, and (g)–(i) ice water path for (a),(d),(g) Tn 5 08C; (b),(e),(h) Tn 5 08C

with the modified ice-nucleation assumptions; and (c),(f),(i) Tn 5 08C with the modified ice nucleation and combined parameterization

changes. The color scales used are as in Figs. 2, 3, and 7.
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fraction and condensate. An obvious difference in bias is

that the low-resolution model does not have a peak in

reflected SW between 600 and 800Wm22 and instead

peaks around 300Wm22 (where the convection-

permitting model has relatively few grid boxes). The

‘‘bright peak’’ in the high-resolution model at 600–

800Wm22 is due to the midlevel convective clouds

generated by that model, which are not present to the

same extent in the satellite observations or the low-

resolution model. Because the low-resolution model

does not produce as much of this cloud type, it repre-

sents the high-irradiance part of the observed histo-

grams relatively well.

However, there are also similarities between the

model histograms. For example, the LW histograms are

biased in the same way because of the lack of stratiform

liquid cloud in both sets of models. This lack of liquid

water is also evident in the SW histograms between 400

and 600Wm22, where both resolutions of model con-

tribute too few grid boxes. In the low-resolution model,

these grid boxes instead contribute to the histograms

around 300Wm22, indicating that the stratiform clouds

that exist in the model are not reflective enough.

At both resolutions, the models respond to the change

in riming rate in the same manner. The liquid water

contents of the clouds increase, so there is a shift in the

SW histogram toward higher values of irradiance and a

corresponding opposite shift in the LW histogram.

Figure 14 puts these changes into a regional-climate

context. It shows the effect of the riming-rate change on

the 20-yr mean state for high latitudes in the Southern

Hemisphere in December–February. Figure 14a shows

the bias in outgoing SW flux in the experiment config-

uration relative to CERES Energy Balanced and Filled

(CERES-EBAF). The bias has a meridional gradient

that appears to be due to the poleward traversal of the

Southern Hemisphere storm track. At lower latitudes

the negative bias gives way to a (smaller) positive bias.

In the experiment, the negative bias in the polar region is

reduced by up to 6Wm22, compared to the bias in the

control model (Fig. 14b). However, equatorward of

Drake Passage, the existing positive SW flux bias is

madeworse by the changes. Figure 14c shows the change

in outgoing SW between the experiment and control.

The changes correlate well with the increased LWPs

shown in Fig. 14d. A global analysis of the changes (not

shown) shows that the Northern Hemisphere is similarly

affected, particularly in themidlatitude storm tracks and

Arctic. Given the absence of significant negative SW

biases at northern high latitudes, the changes are not

beneficial to those regions. The reasons for the strong

meridional gradient in the bias remain obscure at this

stage, but it can be speculated that, over time, the GCM

has been developed to have microphysics that is

‘‘tuned’’ toward producing relatively darker Northern

Hemisphere clouds, which have a greater prevalence of

ice clouds and less to supercooled liquid (Bodas-Salcedo

et al. 2016). This may have been done, for example, by

raising the ice-nucleation temperature (to represent

relatively ice-nuclei-rich environments) and using ice

FIG. 13. Histograms of (a) outgoing TOA LW flux and

(b) outgoing TOA SW flux, for the control model and riming-rate

experiment for the 22-km-resolution LAM. The histograms are

constructed for the region where both the models have cloud tops

below 8 km.
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microphysical properties (e.g., area–diameter relations)

and subgrid-scale assumptions (e.g., subgrid humidity

distributions), which have the effect of enhancing the

production of ice (by riming and deposition) and reducing

liquid water content. This would have the unwanted side

effect of misrepresenting clouds in more pristine envi-

ronments, such as over the Southern Ocean. Conversely,

changes that increase the liquid water contents are likely

to adversely affect the brightness of simulated Northern

Hemisphere and low-latitude clouds.

FIG. 14. The effect of the riming-rate change on the 20-yr-mean climate at high latitudes in the Southern

Hemisphere: (a) outgoing SW flux bias for the riming-rate experiment, compared to CERES-EBAF, (b) the

control model bias, (c) SW flux differences between the experiment and control, and (d) the associated changes

in LWP.
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7. Discussion

In this section we will summarize the effects of the

parameterization changes on the average properties of

the simulations. We show that small changes in IWP can

induce large changes in LWP and discuss how this is re-

lated to the sensitivity of precipitation rate to IWC

(Senior andMitchell 1993; Ceppi et al. 2016). Figures 15a

and 15b compare the condensed water paths and TOA

radiative fluxes, for all the experiments, averaged over

the region where all the models have cloud tops below

8km. The AMSR2 and CERES observations are shown

by the black triangle on Fig. 15a and the horizontal black

line on Fig. 15b. The different sensitivities give a range of

LWPs, and this is accompanied by changes in the out-

going SW and LW fluxes, with higher LWPs corre-

sponding to brighter clouds that are less transmissive of

upwelling LW radiation. It is interesting to note that the

sensitivity experiments produce a range to results that

span the observations, suggesting that in order to mini-

mize the biases a balance needs to be found between

process-rate changes and ice-nucleation temperature.

The square symbols in Fig. 15 show the LWPs and SW

fluxes for the 22-km-resolution, local-area model with

the GA6-based model configuration (black square) and

riming experiment (red square). This is consistent with

the findings of previous studies that global models un-

derpredict the observed liquid water and SW flux

(Bodas-Salcedo et al. 2012; Williams et al. 2013; Bodas-

Salcedo et al. 2014). This is in contrast to the majority of

the high-resolution experiments where liquid water

content is, on average, overpredicted because of the high

LWPs of midlevel convective clouds. The direction of

the response in LWP is the same as for the corre-

sponding high-resolution experiment, but the amount of

extra liquid water produced is much less. The differ-

ences in the magnitude of the response may be due to

difference in cloud types or differences in other pa-

rameterizations between the resolutions. It may also be

due to the interaction of ice microphysics with resolved

circulations in the 2.2-kmmodel, which are subgrid scale

in the low-resolution LAM. We also note that the

smaller LWP response of the 22-km model is consistent

with that model having the lowest ice water content:

there is less ice in the simulations to be affected by the

riming-rate change. Figure 15b suggests that models

with the highest IWPs also have the largest LWP re-

sponse to changes that reduce the production of ice.

It is interesting to note that the range of IWPs pro-

duced by the models is smaller than the range of LWPs.

Although increases in liquid are accompanied by de-

creases in the amount of ice, the magnitude of the

changes in IWP are considerably smaller. Other studies

have also reported that IWC is less sensitive than LWC

to changes in mixed-phase clouds. For example, Klein

et al. (2009) compared a number of different large-eddy

and single-column models for a case study of Arctic

FIG. 15. Comparisons of simulated quantities, area averaged over

the region where, for all models, the cloud-top height is below 8km.

(a) LWP and outgoing SW flux at TOA. (b) IWP and outgoing LW

flux. (c) Condensed water path, surface total precipitation rate (crosses

and squares), and surface snowfall rate (plus signs andfilledboxes). The

square symbols show the variables for the 22-km-resolution LAMs.
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stratus and found that the range of IWCs sampled was

smaller than the range of LWCs. Ceppi et al. (2016)

considered the global changes in condensed water con-

tent in general circulation models (GCMs) due to cli-

mate change. They found LWP to be approximately 3

times more sensitive than IWP, at 608S, to temperature

changes (see their Fig. 1). A similar response was re-

ported in the earlier studies by Choi et al. (2014) and

Tsushima et al. (2006). Ceppi et al. (2016) also noted that

the absence of a compensating decrease in IWP, to

counteract the increased LWP in warmer climates,

drives an overall increase in total cloud water at middle

to high latitudes. The same behavior can be seen in

Fig. 15 for the high-resolution simulations studied here.

Ceppi et al. (2016) attribute the smaller climate sen-

sitivity of ice, compared to liquid water, to the argument

articulated by Senior and Mitchell (1993) that pre-

cipitation is more efficient when it forms via mixed-

phase processes (because ice particles exposed to water

saturation will grow rapidly compared to liquid drop-

lets). In this picture, a parameterization change that

increases IWP at the expense of LWP should also in-

crease the precipitation rate. Moreover, because in-

creased precipitation will be accompanied by a decrease

in condensed water (liquid plus ice), the change must

affect IWC and LWC in an asymmetric fashion (Ceppi

et al. 2016).

A detailed analysis of the hydrology of the model is

complicated because the simulations are not in steady

states. However, Fig. 15c shows that our results are at

least consistent with the above interpretation: for the

most part, models with higher condensed water paths

also exhibit smaller surface snowfall rates (shown by the

plus signs) and total surface precipitation rates (crosses).

This is consistent with parameterization changes that

inhibit the growth of ice leading to lower precipitation

rates that, in turn, lead to higher liquid water contents.

8. Conclusions

We have investigated the sensitivity of mixed-phase

clouds, in the cold-air outflow from a simulated South-

ern Ocean cyclone, to the parameterization of ice mi-

crophysics and boundary layer mixing.

A riming parameterization that includes the effects of

nonspherical ice particles was shown to increase the

liquid water contents of mixed-phase boundary layer

clouds. A change to the deposition-rate parameteriza-

tion, based on simplifying the assumptions for the

subgrid-scale correlations between ice and water vapor,

also increases the amount of liquid water cloud. The

mixing of ice by the model boundary layer scheme was

found to have little effect on the simulations. The

changesmade are physically based andmay therefore be

useful for global-model development and bias reduction

in climate simulations. We also identified a novel lack of

sensitivity to ice-nucleation temperature, which can be

traced to physical (but implicit) assumptions about

subgrid heterogeneity.

We evaluated the model sensitivity tests against re-

motely sensed measurements of LWP (from AMSR2);

cloud-top height, phase, and temperature (fromMODIS);

and top-of-atmosphere radiative fluxes from CERES.

The comparisons revealed significant model biases, in

terms of the prevalence of different cloud types

(stratiform cloud and convective cloud), the liquid

water contents of these clouds, and their overall radi-

ative impact in the simulations. The statistical distri-

bution of cloud-top properties and the LWPs in the

model stratiform clouds were found to be improved by

those sensitivities that enhanced LWC. Although signif-

icant biases remain, it is encouraging that the range of

sensitivities spanned across the observations for the case,

suggesting that further tuning of the model could bring

significant improvements.

When the nature of the biases in the high-resolution

simulations was compared to those in low-resolution

(convective parameterized) runs, both similarities and

differences were revealed. For example, because of an

excess of midlevel convection at high resolution, the

convection-permitting simulations typically overestimated

LWC while the low-resolution models underestimated.

However, both resolutions of the model showed the same

deficit of liquid water content in stratiform cloud and the

direction (but not themagnitude) of themodel response to

the riming-parameterization change was independent of

resolution.

From the parameterization changes developed, the

change to the riming rate was selected for testing in an

AMIP simulation, where it was shown to increase the

liquid water paths over the Southern Ocean and, con-

sequently, increase the shortwave radiation reflected to

space by up to 6Wm22 in the annual mean. A significant

further reduction in the bias can be obtained by modi-

fying the parameterization of the large-scale condensa-

tion of liquid water in mixed-phase clouds, as addressed

by Furtado et al. (2016), following the ideas of Field

et al. (2014b). The remaining bias may be due to further

microphysical effects (of the kinds considered here),

aerosol-direct effects, aerosol–cloud interactions, and

other factors, such as errors in near-surface winds.

The sensitivity of the simulations to ice-nucleation

temperature was found to be surprisingly subtle and re-

lated to the ordering of microphysical processes within a

model time step. The default ordering of processes was

found to give very little sensitivity toTn, over awide range,
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because the deposition rates were not able to respond

easily to increases in mixed-phase volume due to ice nu-

cleation. A different process order was shown to give a

much higher sensitivity to the value ofTn. The importance

of process order was interpreted in terms of subgrid as-

sumptions about the spatial distribution of ice inside each

grid box. We have not investigated the effect on ice nu-

cleation of the initial mass of ice seeded by ice-nucleation

parameterization. This could also affect the sensitivity of

the model to Tn. However, it is interesting that, for a fixed

value of the seed mass, the microphysical process order

can determine the model response to Tn changes. The

physical interpretation given for the process order could

be applicable to other atmospheric models and might be

important when comparing the ice-nucleating character-

istics of different microphysics schemes.

Although ice water path varied with the changes

made, it was found to be less sensitive than LWP:

a finding that is consistent with other studies. The rela-

tive lack of sensitivity of the ice may arise because pre-

cipitation rates respond readily to changes in cloud ice,

so small changes in IWC can induce large changes in the

hydrology of the system.

Future work will focus on fully understanding the

implications of the changes described here for global-

model simulations. In particular, it will be interesting to

perform a detailed analysis of the effects of riming, de-

position, and ice nucleation on the global climate and

their implications of climate projection.
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