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ABSTRACT: Rapid disulfide bond formation and cleavage is an essential mechanism of life. Using large amplitude Fourier transformed alternating current voltammetry (FTacV) we have measured previously uncharacterized disulfide bond redox chemistry in Escherichia coli HypD. This protein is representative of a class of assembly proteins that play an essential role in the biosynthesis of the active site of [NiFe]-hydrogenases, a family of H2-activating enzymes. Compared to conventional electrochemical methods, the advantages of the FTacV technique are the high resolution of the faradaic signal in the higher order harmonics and the fact that a single electrochemical experiment contains all the data needed to estimate the (very fast) electron transfer rates (both rate constants ≥ 4000 s-1) and quantify the energetics of the cysteine disulfide redox-reaction (reversible potentialsfor both processes approx. -0.21 ± 0.01 V vs SHE at pH 6). Previously, deriving such data depended on an inefficient manual trial-and-error approach to simulation. As a highly advantageous alternative, we describe herein an automated multi-parameter data optimization analysis strategy where the simulated and experimental faradaic current data are compared for both the real and imaginary components in each of the fourth to twelfth harmonics, after quantifying the charging current data using the time-domain data.

PAGE  2

9
INTRODUCTION
E. coli HypD: [NiFe]-hydrogenases are highly efficient and active Pt-free microbial H2-catalysts which have been used for cofactor regeneration,1 mixed-feed fuel cells,2 and solar water splitting.3 However, commercialization of such technology requires large scale hydrogenase production, a feat which is currently limited by a lack of understanding of how [NiFe]-hydrogenases are constructed in vivo.4-6 Previous studies of E. coli HypD have shown that it is a 42 kDa protein that acts in concert with HypC to provide a scaffold for building the Fe(CN)2CO component of a [NiFe]-hydrogenase active site.7-9 While the CN is known to originate from carbamoyl phosphate, identifying the source of the CO ligand is far more complex.4 Based on sequence alignment and comparison with a known crystal structure for Thermococcus kodakarensis (T. kodakarensis) HypD,10 all HypD proteins contain a Fe4S4 cluster and at least one disulfide bond. HypD plays an essential role in reductive CN insertion,7-9 and it has been postulated11 that redox activity by HypD may also enable the two-electron reduction of CO2 to CO. This reactivity cannot be simply attributed to the Fe4S4 center because EPR and Mössbauer experiments show that this cluster remains in the oxidized Fe+2 state even upon reaction of the protein with dithionite, indicating that there is no readily accessible Fe+1 reduced-cluster state.12 However, disulfide bonds can also be centers for reversible redox reactions in biology (Figure 1). Moreover, deletion of the cysteine (Cys) residues which should form a disulfide bond in E. coli HypD (Cys-69 and Cys-72) renders the protein inactive in terms of hydrogenase assembly, suggesting that these residues play an important role.7,13 We now probe the redox chemistry of HypD using protein film large amplitude Fourier transformed alternating current voltammetry (PF-FTacV), to analyze previously uncharacterized disulfide redox chemistry.
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Figure 1. Redox reaction for disulfide bond cleavage/formation within a protein. 
Analytical methods: Protein film electrochemistry has previously been used to measure the midpoint potential of disulfide bond redox chemistry in thioredoxins.14-17 Because direct-current voltammetric (dcV) measurements were used, a background subtraction method was required to separate the faradaic (protein) signal from the dominant capacitive-charging background.14-17 Such analysis concludes that these protein disulfide redox reactions proceed via two consecutive one-electron steps but extracting the separate redox potentials for each electron transfer is not directly possible using such protein film dcV (PF-dcV) experiments.14-16 Another limitation of this technique is that a “trumpet plot” kinetic analysis to measure the electron transfer rate cannot be carried out unless large amounts of protein are adsorbed onto the electrode surface, because otherwise the significant levels of background electrode charging current at fast scan rates effectively mask the faradaic signals.18 
In contrast to PF-dcV, PF-FTacV is a technique which provides an essentially background-free measurement of the faradaic current derived from fast protein redox processes, by providing access to 4th and higher order harmonic signals that have negligible capacitive current.19-23 The detection sensitivity for PF-FTacV is therefore much higher than that available in dc experiments. From a single PF-FTacV experiment, the position of the higher order harmonic signals gives an estimate of the midpoint potential, while a full evaluation of the kinetics (rate of redox reaction) and thermodynamics (reversible potentials) is provided from simulation versus experiment comparisons.24 Previously, a limitation in the PF-FTacV technique has been the data analysis methodology, which has relied on the experimentalist carrying out a “heuristic” optimization of each model parameter. This represents a time-consuming process that counteracts the very high efficiency of the experimental procedure.19-21 Automated multi-parameter optimization approaches have been developed25-29 to analyze the electrode kinetics associated with FTacV measurements of solution phase redox reactions such as [Fe(CN)6]3- + e-  [Fe(CN)6]4-. However, these are not suitable for PF-FTacV data due to the substantial background current contributions encountered in the voltammetry of surface-confined redox active species, especially at carbon-based electrodes like pyrolytic graphite edge (PGE). Instead we have developed a computationally efficient two-step procedure to (1) assign capacitive background parameters to the time (total current) signal, and then (2) determine the parameters which define the protein faradaic redox process by modeling the real and imaginary components of the fourth to twelfth order harmonic ac data, using data optimization methods. 
Experimental section
The proteins E. coli HypC, HypD and HypCD were purified anaerobically as described previously.7 For electrochemical experiments, 0.5 μL of either 23 mg mL-1 HypCD, 37 mg mL-1 HypD or 15 mg mL-1 HypC was adsorbed onto a PGE ‘working’ electrode of geometric surface area 0.03 cm2. Electrochemical experiments were performed using a standard three-electrode set-up comprising a saturated calomel ‘reference’ (a correction factor of +0.241 V is used to convert all potentials to the standard hydrogen electrode, SHE, scale)30 and a platinum wire ‘counter’ electrode in addition to the PGE electrode. The all-glass electrochemical cell (built by University of York Department of Chemistry Glass Workshop) was water-jacketed and connected to a thermostated water-circulation unit to provide temperature control. Experiments were conducted at 25oC in a mixed buffer solution of 15 mM each of MES, CHES, HEPES, TAPS and Na acetate with 2M NaCl supporting electrolyte. N‑ethylmaleimide (NEM) was used to alkylate the two free sulfhydryl groups formed by reducing the disulfide bond.31 All experiments were performed in an anaerobic nitrogen-filled glove box, which was built by University of York Department of Chemistry Mechanical Workshop. 
All dcV experiments were conducted using an Ivium potentiostat and software, and the FTacV instrumentation is as described previously.24,32 Background correction of the dcV data was carried out by fitting a polynomial function to the potential region of the voltammogram where there was no faradaic current, and then using this to extrapolate the background signal, which was then subtracted. The uncompensated resistance value used in FTacV-simulations was determined from the electrochemical impedance spectra measured at potentials devoid of Faradaic current and use of a simple RC circuit model.
The model of E. coli HypD was produced using the crystal structure of T. kodakarensis HypD (PDB 2Z1D) as a template.10 A sequence alignment was first produced between the E. coli sequence (Uniprot P24192) and the T. kodakaraensis sequence (Uniprot Q5JII1) using the Align123 program within Accelrys Discovery Studio 3.5.33 The Build Homology Models protocol within Discovery Studio was then used to build an initial model. It was specified that there should be a disulfide bond between Cys69 and Cys72 and that the Fe4S4 cluster should be copied to the resulting model. This initial model was further processed using a restrained molecular dynamics simulation to account for the differences in bonding. The Cys323 residue was rotated so that it could coordinate the Fe4S4 cluster. VMD 1.9.234 was then used to patch the S-S and Fe-S bonds and to solvate and neutralize the system with 150 mM NaCl. The simulation was performed in NAMD 2.935 using an NPT ensemble with periodic boundary conditions and 5 kcal mol-1 restraints on the protein backbone atoms. After 100 steps of minimization the simulation ran for 5000 steps using a 2 fs time step. Parameterization was carried out using the CHARMM2236 all-atom force field with CMAP37 correction and an FeS cluster force field developed by Chang & Kim.38
[bookmark: surface-confined-e-model]Mathematical Model: In the simulations of the voltammetry of E. coli HypD we assume a model having three species, ,  and  that are surface confined, with the proposed reactions
		(1)
		(2)
In the particular problem we are addressing, B and C are involved in very rapid (assumed to be reversible) protonation and bond breaking/forming reactions (also assumed reversible), to give the net two-electron two-proton reaction shown in Figure 1. This implies that from a thermodynamic perspective the standard reversible potentials (Eo) and equilibrium constants associated with acid-base reactions and bond making/breaking are coupled into a term that we denote as Erev when referring to parameters derived from HypD experimental data.
On the basis of Butler-Volmer theory,30 the forward  and backward  reaction rates for the electron transfer steps are given by equations (3) and (4), respectively, with  being the electron transfer rate constants at , and charge transfer coefficients, respectively.
		(3)
		(4)
The real or effective potential  is the input applied potential  minus the potential due to uncompensated resistance  as reflected in the Ohmic (IRu) drop. 

and the input potential is the sum of dc () and ac contributions 
		(5)
where  is the amplitude of the sine wave of frequency   (, where  is frequency in Hz) and phase. Furthermore, 


where  is the dc scan rate,  is the initial potential and  is the reverse potential.
Now, let  be the proportion of  on the electrode surface and  be the proportion of , then the ordinary differential equations (ODEs) governing their behavior are given by


with initial conditions  and .
These equations assume non-interacting redox active centers (Langmuir isotherm) which requires that all surface-confined species exhibit identical electrode kinetics and thermodynamics (kinetic and thermodynamic dispersion absent).30,39
The total current measured is the sum of the capacitive () and faradaic () components

where

with  being the electrode area (assumed equal to the geometric area) and  the surface coverage per unit area.
We do not have a reliable model for the capacitive current of PGE electrodes so we instead account for this using a third order polynomial in ,

[bookmark: thermodynamic-dispersion][bookmark: dimensionless-equations-and-numerical-so]Dimensionless Equations and Numerical Solution: The model equations can be represented using dimensionless variables,  and . Substituting these into the model and setting

gives the dimensionless equations



where


The parameters , , ,  and  are the dimensionless double layer capacitance, uncompensated resistance, reaction kinetics parameter, reversible potential and electrode coverage, respectively. The unknown time dependent variables , , , are the dimensionless proportions of ,  (see equations (1) and (2)), and total current respectively. The input ac signal is parameterized by its dimensionless amplitude, angular frequency  and phase .
To solve these equations, we discretize the time derivatives  and  using the implicit Euler method. Substituting this back into the equation for  gives an implicit equation in terms of , ,  and , which was solved using the Newton-Raphson method implemented in the Boost C++ library (https://www.boost.org).
The difficulty in a data fitting exercise with a complex model like the one described in the theory above, is that six parameters are needed to define the electrode kinetics (, , , ) and thermodynamics (, ). Multi-parameter fitting with this model therefore has the possibility of producing different combinations of the six parameters with equally good fits to the experimental data, implying there is no unique solution available. In addition there will be uncertainty in estimates of parameters such as ,  and , and in the validity of the model itself (in the present case questions arise such as how valid are the Langmuir versus Frumkin isotherm; the Butler-Volmer versus Marcus relationship; and whether thermodynamic and kinetic dispersion is significant40). These additional factors can also contribute to uncertainties in the final report of kinetic and thermodynamic parameters of interest derived from the data optimization exercise. Finally, it should also be noted that since data optimization software by definition will typically generate values of each parameter requested, checks that reported values are chemically sensible also need to be included as part of the data analysis strategy. Searches for ambiguities derived from the above considerations are undertaken in the present example. 
REsults and discussion
Structural Model: There is a crystal structure for HypD from T. kodakarensis,10 but this protein contains two disulfide bonds, one between residues Cys-66 and Cys-69, equivalent to residues Cys-69 and Cys-72 in E. coli HypD, and a second disulfide, closer to the Fe4S4 cluster and not conserved in E. coli (Figure 2a). To account for this crucial difference we have used the crystal structure of T. kodakarensis10 HypD (PDB 2Z1D) to create the model structure of E. coli HypD shown in Figure 2b. Based on this model we estimate a 10.6 Å distance between Cys-69 of the disulfide bond and Cys-41, a residue predicted to ligate the Fe(CN)2CO complex which is assembled on a HypCD complex.7
HypD PF-dcV: To provide an initial picture of the redox properties of E. coli HypD the protein was adsorbed onto a PGE electrode which was placed in pH 7 buffer. The potential was swept from +0.04 to −0.56 V vs SHE (all potentials are subsequently reported versus this scale) and back at 100 mVs‑1. This PF-dcV experiment (Figure 3, black line) reveals a single faradaic process centered at approx. -0.26 V. No additional protein-related redox processes are observed in experiments that explore wider potential ranges (Figure S1). Analysis of the HypCD complex reveals the same faradaic process (Figure S2), whilst no redox activity was observed for HypC alone. Background subtraction of the HypD data gives Nernstian peaks (Figure 3, black dashed line, note x 10 scaling) with a midpoint potential of Em = −0.26 V and peak-width at half height of δ = 59 mV. Such a signal is indicative of a two-electron reaction that comprises two consecutive one-electron transfers, since an ideal reversible one-electron redox reaction has δ = 90 mV and for a simultaneous two-electron transfer δ = 45 mV.41 
[image: ]
Figure 2. (a) Alignment of various HypD protein sequences with E. coli numbering (Ec, E. coli; Tk, Thermococcus kodakaraensis; Re, Ralstonia eutropha; Hp, Helicobacter pylori; Se, Salmonella enterica; Aa, Aquifex aeolicus; Dg, Desulfovibrio gigas). Red text indicates conserved residues and blue text indicates key regions where Ec and Se proteins differ from the others. Highlights: cyan indicates the putative Fe(CN)2CO binding residues, yellow indicates the conserved disulfide bond residues, green indicates the Fe4S4 ligands and gray indicates the residues which form an “extra” disulfide bond in some HypD proteins (b) Model structure for E. coli HypD including detail of the relative positioning of the conserved elements highlighted in (a). 
When the cysteine cross-linking reagent NEM31 is added to the electrochemical cell buffer solution and the potential of a HypD-coated electrode is scanned from +0.04 to −0.56 V, a peak-like signal is visible at approx. -0.26 V, corresponding to reduction of the enzyme (Figure 3, red line). When the scan direction is reversed, no corresponding oxidation peak is observed and both the reductive and oxidative redox signals are absent in the subsequent scan (Figure 3, green line) [NB: The very negative current at potentials more negative than approximately −0.4 V is ascribed to NEM-reduction. HypD redox activity is not recovered upon returning to solutions (Figure 3, blue line)]. This is consistent with NEM binding covalently and irreversibly to the free sulfhydryl groups formed by the reduction of a disulfide bond.31 We therefore assign the HypD redox activity to the reversible (two one-electron) oxidation and reduction of the disulfide bond formed between Cys-69 and Cys-72.13 


Figure 3. PF‑dcV at  mV s−1 of HypD on PGE at pH 7 in ‘pre-NEM’ buffer-only conditions (all data, black line; background subtracted signals ×10, black dashed line), in the presence of 1 mM NEM (scan 1, red line; scan 2, green line), and under ‘post-NEM’ buffer-only conditions (blue line). Arrows indicate sweep direction, starting from +0.04 V. Other conditions: N2 atmosphere, 25°C.
HypD PF-FTacV: More detailed analysis of the redox chemistry of HypD is facilitated by PF-FTacV.  Figure 4 illustrates the higher sensitivity measurements that are accessible by comparing experiments conducted using both PF-FTacV and PF-dcV to interrogate the same low coverage protein-electrode film. 
[image: ]
Figure 4. Comparison between (left, top to bottom) 6th to 10th harmonics of PF-FTacV measurement of HypD (black lines) and (right) 500 mVs-1 PF-dcV measurement and of low surface coverage HypCD film at pH 8, 25°C, N2 atmosphere. Protein-free control FTacV data also shown by gray dashed lines. Other FTacV conditions:  mV s−1,  Hz,  mV.
The PF-dcV measurement is dominated by capacitance, and the faradaic response is invisible against the large background. In PF-FTacV, background-free, clear faradaic signals are derived by applying a discrete Fourier transform to the total dc plus ac current, to convert the data from the time domain into the frequency domain. The frequency responses (harmonics) are then isolated and transformed back to the time domain via inverse Fourier transformation.42 While non-protein capacitive current provides the majority of the fundamental harmonic signal, and progressively weaker signals up to about the 3rd harmonic, the 4th and higher order harmonics consist of solely faradaic current. These can be visualized in the absolute current magnitude envelope format used in Figure 4, or alternatively the real and imaginary components of the harmonics can be displayed, as shown later. The x-axis can be time or converted into an potential scale using the scan rate. Because of the zero-background, conversion to a potential scale has enabled us to simply extract ‘midpoint potential’ values by measuring the position of the center of the signals in the forward and back scan sweeps of FTacV experiments conducted on high protein coverage films (Figure 5). We find that this HypD midpoint potential has a pH dependence of approx. −60 mV per pH unit between pH 4 and 6, reducing to approx. −38 mV per pH unit above pH 7 (Figure 5). Based on the simplistic reaction for disulfide bond making/breaking shown in Figure 1, we expect coupling between proton and electron transfer. However, relative to well-characterized proton-coupled protein electron transfers in iron sulfur clusters,43 interpretation of the pH dependence of disulfide redox chemistry is more complex because of the bond making/breaking steps. Ideally, one would wish to know the dependence of the reversible potential of each electron transfer step on pH rather than that of the mid-point potential, and this requires simulation.
[image: ]
Figure 5. (left) The 6th to 10th harmonics of the PF-FTacV data for a high surface-coverage HypD electrode-film measured at pH 6, 25°C, N2 atmosphere,  mV s−1,  Hz,  mV. (right) pH dependence of midpoint potentials as determined from experiments such as that shown, conducted in different buffer solutions. Error bars indicate the standard error of at least 3 repeat experiments. 
PF-FTacV Parameter Optimization: In the case of the E. coli HypD surface confined process studied here, the model introduced to describe the assumed 1e- + 1e- protein-film redox transition on a high capacitance electrode (see Theory), gives rise to simulated responses that can be visually compared to the experimental data in both the absolute current magnitude form used in Figures 4 and 5 and earlier publications,19-23 and in the more sophisticated real and imaginary component form, as commonly used in impedance spectroscopy (Figure 6). A caveat to using the latter display style is that the phase angle information must be calibrated carefully, as described here. 
Unlike most PF-FTacV studies, a new automated (rather than manual) process for finding the parameter values that give the best match between simulated (numerical) and experimental data has been developed. In order to do this parameter-optimization, it is necessary to have an objective function to determine the "distance" between the simulated  and experimental  data. A commonly used distance function in the time domain is the least squares function, or Euclidean distance, , which has been used to compare the total dc + ac current in previous FTacV studies where the reactants are in the solution phase rather than being surface-confined.25,27,44

Since the higher order harmonic signals (4th and above) are background-free, but the lower harmonics are not, it becomes useful to define an objective function  based on the distance between harmonics  of the simulated and experimental data ( and , respectively). 
		(6)
		(7)
where  is the Kaiser window45 centered on the -th harmonic. This enables separation between the capacitive and faradaic contributions so that parameter fitting can be achieved via a 2-stage process.
[bookmark: parameter-fitting]Stage 1 - Fitting Capacitive Parameters: The first stage of the fitting process aims to determine the capacitive parameters (, , , ), matched to the ac signal frequency  and the phase . Although  and  are known parameters in principle, they are rarely available at sufficient accuracy for reliable fitting between the numerical model and the experimental data, with significant phase differences being encountered by the end of the simulation. There is also a significant phase-shift due to the IR drop that must also be determined through the fitting process.
We first define an objective function  based on the time domain data that is devoid of any significant influence of the faradaic current.

where  is any integer and 



Here we have chosen the time samples that contribute to  so that they are unaffected by the faradaic current, which is isolated to times within the middle three fifths of the sweep range.
Minimization of the objective function in this study is done using the CMA-ES method, which is a stochastic, derivative-free global minimization algorithm. Defining a parameter vector for this stage of



Table 1. Fitted faradaic parameter values from simulation of different experiments conducted at pH 6, 25 °C, N2 atmosphere,  mV s−1,  Hz,  mV. The stopping tolerance for the CMA-ES algorithm (i.e. maximum deviation of  from the true local minimum) was set to .
	Dataset
	Model
	 / 
s-1
	 / 
V
	 / 
s-1
	 / 
V
	
	 / 
rad
	

	1
	quasi-reversible
	>4000 >4000
	-0.216
-0.201
	1280  202
	-0.200
-0.212
	0.813 0.799
	3.16  3.27
	265    259

	
	reversible
	n.a.
	-0.217
	n.a.
	-0.200
	0.813
	3.15
	267

	2 
	quasi-reversible
	>4000 >4000 
	-0.203
-0.210
	342  1070 
	-0.211
-0.207
	0.984 0.995 
	3.24  3.18 
	356    357 

	
	reversible
	n.a.
	-0.211
	n.a.
	-0.207
	0.996
	3.16
	358

	3
	quasi-reversible
	359 >4000 
	-0.195
-0.207
	>4000 >4000 
	-0.221
-0.207
	0.556 0.581 
	3.24  3.16 
	196    193 

	
	reversible
	n.a.
	-0.207
	n.a.
	-0.207
	0.582
	3.16
	192

	4
	quasi-reversible
	>4000 
	-0.206 
	>4000 
	-0.215
	0.538 
	3.19 
	225 

	
	reversible
	n.a.
	-0.206
	n.a.
	-0.214
	0.538
	3.19
	225

	5
	quasi-reversible
	>4000 >4000 194
	-0.198
-0.214
-0.200
	201 >4000 >4000
	-0.215
-0.203
-0.222
	1.06  1.05  1.06
	3.15  3.02  3.15
	460    478    456

	
	reversible
	n.a.
	-0.214
	n.a.
	-0.203
	1.05
	3.02
	478





we apply box bounds on the parameters using

(where  is the estimated frequency) and then find  which minimises our objective function .
Stage 2 - Fitting Faradaic Parameters: We now use the capacitive parameters obtained in stage 1 and a new objective function based on the higher harmonics of the signal, , in order to fit for the faradaic parameters, assuming  and  are 0.5,  is known (pre-determined) and  can be adjusted as a scaling factor, , starting from a value of 6.5 pmol cm-1 based on the integration of the current-time data in background subtracted voltammograms of the kind displayed in Figure 3. Since the influence of the capacitive current is restricted to frequencies below the fourth harmonic, using an objective function based on the harmonics above this mitigates any inaccuracies in our capacitive model. Due to the level of noise in the experimental data, we have determined that the highest harmonic that is above the noise threshold is the 12th, so  is based on the  harmonics. That is,  is calculated using equations (6) and (7) with  and .
We then find the parameters  that minimize, using box bounds 

with  and . The kinetic rate constant upper bound of 4000 was determined as the rate above which the simulation results did not change significantly.
[bookmark: stage-2---fitting-faridaic-parameters]Modelling HypD PF-FTacV as 1e- + 1e- process: Using the 2-stage fitting method to find the parameter values that give the best fit between the pH 6 HypD PF-FTacV measurements and our 1e- + 1e- model generates simulations that closely resemble our experimental datasets (Table 1). We only simulate low frequency experiments (9Hz) in order to ensure both that the experimental conditions match the assumptions of equilibrium conditions, i.e. no chemical gating applies, and to reduce the computer time required by the parameter optimization exercises. 
In order to assist understanding of the significance of parameter values deduced from the data analysis process we undertake 30 different fitting runs on each experimental dataset before identifying the best fit, and then we repeat this process at least twice per experimental dataset to determine how consistent such “best fit” values are. Table 1 and Supplementary Table S1 summarize the results from applying this data optimization strategy to the analysis of five different PF-FTacV datasets, all derived from different electrode films of HypD. Clearly, on the basis of the model used for simulations, there are a range of combinations of parameters that generate almost the same objective function, and local minima are frequently detected when all values from the 30 data optimization runs are interrogated. However, although Table 1 shows that the best fit  values vary considerably from experiment to experiment, these rate constants are always large. This feature is expected for electron transfer reactions close to the reversible limit and is consistent with the observation that in control experiments the objective function  was found to be independent of . So, while we set  in all simulations, this assumption is not expected to have any impact on the results.
The most consistently defined parameters are the  values which are almost always in the range of -0.20 to -0.22 V. However, even in the estimation of these redox-potential parameters there was an interesting outlier (shown in Supporting Information, Section 5) that had a minimum objective function with well separated  values that gave an excellent fit of simulated and experiential 4th to 12th harmonic data. This case is discussed in the Supporting Information to emphasize the care needed in drawing conclusions on the significance of parameters deduced from data optimization exercises requiring multi-parameter estimation using a complex model. 
[image: ]
Figure 6. Comparison of the 6th - 8th (I6th - I8th) harmonics of the FTac voltammograms simulated using a reversible model (red lines) and experimental data against which the parameter optimization process was applied (blue lines, same data as shown in left panel of Figure 5). (left) Plots show the real (solid lines) and imaginary (dashed lines) components, and (right) the plots show the absolute current magnitudes. The filtered harmonics have been frequency shifted to a center frequency of zero for display purposes. 
Consideration of the variability in the parameter estimates obtained using a model with quasi-reversible electron transfer suggests that a preferable model to employ would be one derived for reversible electron transfer, achieved by making both  values 4,000 s-1. Now the only parameters to be fitted are  and , and the resultant best-fit data is summarized in Table 1 and shown in Figure 6. The close equivalence of the  values is maintained, with an average value of -0.21 V, and this biochemically sensible model allows us to state that electron transfer is reversible on the timescale of the experiment, suggesting  variables greater than 4,000 s-1. 
To further illustrate the advantage of our new data analysis approach, we first use the frequency based objective function , as described above, and compare this with 30 different fitting runs using instead the traditional least squares objective function , which uses the entire time-domain (total current) signal (see Supporting Information). The  objective function results in a clearly worse fit, particularly in the phase of the filtered harmonics, and an example of this is displayed in Figure 7. 
We also fit the data to a single 2e- redox reaction, i.e. . We use the frequency based objective function  to fit the new model to the data, and obtain best fit faradaic parameters of  = -0.208 V and  ≥ 4,000 s-1 giving an objective function  a factor of 1.25 times that from the original model. This relatively poor fit is also illustrated in Figure 7.
[image: ]
Figure 7. Comparison of the 7th harmonic of the best fit for the faradaic parameters using (top) the frequency objective function , (middle) the time-based objective function , and (bottom) the simultaneous 2e- model. The fit for the 2e- model uses the  objective function. Experimental data as in Figure 5 and simulation details are as given in Figure 6 and in text.
conclusion
Escherichia coli HypD displays reversible redox activity, participating in an overall two-electron process via one electron intermediates, with both reversible potentials being very similar. We attribute this reactivity to the disulfide bond formation and excision. We cannot measure any Fe4S4 redox transitions, even over a very wide potential window. The FTacV technique is a powerful tool with which to study these processes, yielding clear protein redox signals even when nothing can be seen in dcV.
Comparison between the midpoint redox potential we measure for HypD at pH 7 (‑0.26 V) and the standard redox potential for the cytoplasmic reducing agent of E. coli, Trx1 (Eo’ = ‑0.27 V), suggests that in vivo reduction of HypD should be possible.46 The conversion of CO2 to CO would be thermodynamically unfavorable but oxidation of the Cys residues should be capable of activating the reductive transfer of CN- from the C-terminal cysteine residue of protein HypE to the HypCD complex, and therefore initiating assembly of the Fe(CN)2CO active site fragment, as suggested in the first stages of the HypD mechanism by Watanabe and co-workers.9 This hypothesis is supported by Böck’s work, which showed that purified HypCD was oxidatively inactivated by K3[Fe(CN)6] to a state that could not accept CN.12 
The oxidative formation of a disulfide bond between two cysteine residues (Figure 1) is an essential biological redox reaction, which is important in far more processes than just hydrogenase biosynthesis. Errors in the regulation of disulfide bond formation in human cells have been linked to the neurodegenerative diseases of Alzheimer, Parkinson and amyotrophic lateral sclerosis (ALS).47 We have demonstrated that PF-FTacV is a powerful methodology with which to probe such redox bio-electrochemistry and the technique has been significantly improved by the development of a two-step protocol for automated parameter estimation. This enables us to derive the fundamentally important faradaic parameters and allows the identification of a very fast 1e- + 1e- transfer over the alternative 2e- transfer.  We do not extract information on the chemical steps that accompany electron transfer; this may emerge with more broadly based studies at higher frequency over a wide pH range but considerably more complexity, and an associated increase in the number of parameters, will need to be introduced into the simulations. 
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