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aided sphere decoder for multi-input
multi-output systems
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Abstract

In this paper, sphere decoding algorithms are proposed for both hard detection and soft processing in multi-input

multi-output (MIMO) systems. Both algorithms are based on the complex tree structure to reduce the complexity of

searching the unique minimum Euclidean distance and multiple Euclidean distances, and obtain the corresponding

transmit symbol vectors. The novel complex hard sphere decoder for MIMO detection is presented first, and then the

soft processing of a novel sphere decoding algorithm for list generation is discussed. The performance and

complexity of the proposed techniques are demonstrated via simulations in terms of bit error rate (BER), the number

of nodes accessed and floating-point operations (FLOPS).

Keywords: Complex sphere decoder (CSD), Detection algorithms, Multi-input multi-output (MIMO), QR

decomposition

1 Introduction
To achieve a high spectral efficiency, maximum likeli-

hood (ML) detection should be employed with high-order

constellations. However, “brute-force” ML detection is

impractical even for a system with a small num-

ber of antennas. An alternative method is called the

sphere decoder (SD), and this has attracted signifi-

cant attention in the last decade, due to the con-

siderable complexity reduction it achieves [1, 2]. The

key idea behind the SD is to find the lattice point

closest to the received signals within a sphere radius.

Although the computational complexity has been greatly

reduced, it is still very high for systems with a large

number of antennas and high-order modulation. For

the complexity reduction, the authors in [3–8] have

studied different search strategies and enumeration

schemes. Additionally, some suboptimal methods with

linear and decision feedback equalization (DFE) [9, 10]

have been proposed to approach the ML performance.
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Technology, No. 24, 1st Section Xuefu Road, 610025 Chengdu, China
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In most applications, the complex-valued system is

decoupled and reformulated as an equivalent real-valued

system. Real-valued SDs can only process lattice-based

modulation schemes such as quadrature amplitude mod-

ulation (QAM) and pulse amplitude modulation (PAM),

while other modulations such as phase shift keying (PSK)

cannot be processed as efficiently, because some invalid

lattice points are included in the search. Additionally, the

depth of the expanded tree for real-valued SDs is twice

of that for complex counterparts. Hence, the complex-

valued SE-SD and a modified version of SE-SD were

proposed in [11, 12]. The complex-valued SDs avoid the

decoupling of the complex system and can be widely

applied to different modulations without reaching invalid

lattice points. Especially, the latter one can achieve a

very low complexity compared to other real-valued and

complex-valued SDs [13]. However, the intricacy of com-

plex SE enumeration is still a weak point that makes

the real-valued SDs preferred for hardware implementa-

tion. Some novel low-complexity complex enumerators

have been studied in [14–16], and these enumerators are

interchangeable in most complex-valued SDs. Neverthe-

less, the enumeration still must be employed in each
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detection layer and performed for several times once

new branches are accessed. Furthermore, the authors

in [17] investigate the practical performance of a novel

sphere decoder (Geosphere) for multiuser detection. A

novel two-dimensional zig-zag ordering strategy has been

studied in the sense that the number of path metric cal-

culations is reduced. Additionally, the lower bound of

the path metric is employed to eliminate the branches

if the path metric is smaller than the lower bound.

Another efficient ordering and pruning scheme is stud-

ied in [18], which performs the horizontal pruning and

vertical pruning with a novel tight lower limit for the

path metric. These two schemes discussed above could

also be used in the complex-valued SDs with simple

modifications.

Motivated by the description above and probabilistic

tree pruning SD (PTP-SD) [7], we devise a novel complex-

valued SD (CSD) with statistical pruning strategy (SPS),

successive interference cancellation (SIC) aided modified

probabilistic tree pruning (MPTP).

In addition to hard decision type detection, soft pro-

cessing for multi-input multi-output (MIMO) systems has

been recently studied in several works [11, 14, 19–21].

In [11], the authors report a near-capacity MIMO detec-

tion using list-SD (LSD) with a relatively large candidate

list. With a large list, the performance of the LSD will

be very close to the maximum a posteriori probability

(MAP) detector. The results in [14] illustrate the hard-

ware implementation of LSD with four candidates, which

may not be considered as an implementation of approx-

imate MAP detector [19]. This is because the list size is

too small to achieve near-capacity performance. Hence,

it is not an optimum detection technique. Additionally,

the log-likelihood ratio (LLR) clipping is also required

for the LSD with a small list, because the +1 or −1 is

missing in a particular bit LLR calculation based on the

max-log MAP criterion. It can be fixed by setting a given

magnitude of LLR as in [11], but the performance loss is

unavoidable. Although the authors in [20, 21] have fixed

this problem for non-iterative detection decoding scheme

and non-coherent detection, these LLR clipping tech-

niques are still relatively complicated in most cases and

may not be suitable for every iterative detection decoding

structure. However, a large list will result in irreducible

complexity which limits the applications of LSD, because

the candidate updates in the list is difficult in hardware

implementation [22]. This is not a desirable feature. If the

list generation for LSD is simple, the multiple search will

not be required in the iterative processing compared to

single tree search (STS) sphere decoder. In the following,

we will discuss a simple list generation for the LSD given

the proposed CSD.

The main contribution of this paper is summarized as

follows:

1. An efficient CSD has been proposed that approaches

the linear complexity for practical large-scale MIMO

systems. This is because the proposed CSD

significantly reduces the required number of times

for performing enumeration and the span of the

detection tree.

2. Due to the additional conditions (ACs), the

performance loss of the conventional CSD is

compensated.

3. The search strategy of the proposed CSD can be

easily extended to the LSD with lower complexity.

4. The scatter list generation and the ML ordering

accelerate the construction of the list and make the

LSD more suitable for the parallel hardware

implementation.

Due to the requirement of enumerators, the SDs we dis-

cuss in this work are all based on complex-valued SE enu-

meration in [11, 12] for simplicity, namely computation of

coordinate bound (CCB) enumeration.

The rest of the paper is organized as follows. Section 2

presents the system model and problem formulation.

Section 3 describes the proposed complex sphere decoder

and the algorithm table. The soft processing with LSD is

also discussed in Section 4. In Section 5, the simulation

results demonstrate the complexity and BER performance

of CSD and LSD, respectively. A conclusion is drawn in

Section 7.

2 Systemmodel
The channels between transmit and receive antennas are

assumed to be independent frequency flat fading. Here,

we denote the dimension symbol CNt×Nr as the complex

number with the vertical dimension Nt and the hori-

zontal dimension Nr . The channel can be represented

by H ∈ CNt×Nr . Defining the transmit symbol vector

s =[ s1 . . . si . . . sNt ]
T ∈ CNt×1, the received signal y =

[ y1 . . . yj . . . yNr ]
T ∈ CNr×1, and the AWGN noise vector

v =[ v1 . . . vj . . . vNr ]
T ∈ CNr×1, the MIMO system model

can be written as

y = Hs + v, (1)

where E{ssH} = σ 2
s INt×Nt . Note that each element in the

noise vector is assumed to be a zero-mean circular sym-

metric complex Gaussian variable, which implies that the

phase rotation of v will not affect its statistical proper-

ties, and E{vvH} = σ 2
v INr×Nr . After QR decomposition,

the reformulated mathematical expression of (1) can be

presented as follows:

z = Rs + ṽ, (2)
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where

R =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

rNr ,Nt rNr ,Nt−1 . . . rNr ,1

0 rNt−1,Nr−1 . . .
...

...
. . . . . .

...
...

... r2,2
...

0 0 . . . r1,1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (3)

the receive signal vector z = QHy, and the noise vec-

tor ṽ = QHv. Because the random variables in the

vectors ṽ and v have the same statistical properties.

In the remaining part of the paper, we use the same

notation v for both cases. Note that we assume Nt ≤

Nr throughout this paper. However, for the rank deficit

MIMO systems, the authors in [23] and [24] proposed

new forms of the Cholesky and QR decomposition to

exploit the performance advantage of the SDs for over-

loaded MIMO systems (Nt > Nr). The algorithms dis-

cussed in the paper could be also naturally extended to

the rank deficitMIMO systems withmodifications of such

preprocessing techniques. To clarify the summation of

the Euclidean distance for multiple single layers, the full

path metric (FPM) and the partial path metric (PPM) are

defined as

pm =

m∑

i=1

Bi, (4)

where the branch metric

Bi =

∣∣∣∣∣∣
yi − ri,isi −

i−1∑

j=1

ri,jsj

∣∣∣∣∣∣

2

. (5)

For the ith detection layer, the only first i elements in

the ith row of the matrix R are used for the branch metric

calculation in Eq. (5). In other words, the FPM pNt cor-

responds to the Euclidean distance of all detection layers,

and the PPM pm means the Euclidean distance of partial

detection layers. Note that the quantity pNt denotes the

FPM whenm = Nt , and the quantity pm denotes the PPM

whenm < Nt .

3 Complex sphere decoder with successive
interference cancellation-based tree pruning

The proposed CSD is based on the CCB enumeration

scheme discussed as follows. Hence, the system model

becomes (2). Furthermore, the minimum mean square

error-sorted QR-decomposition (MMSE-SQRD) is used

as the processing technique [2], which provides several

efficient QR decomposition methods. For fair comparison

between different CSDs, the one with the most promis-

ing decomposition methods (SQRD) with the optimum

signal to interference plus noise ratio (SINR) ordering is

used for pre-processing to obtain the upper-triangular

matrix R. Thus, the CSDs with MMSE-SQRD can

achieve the ML performance at the expense of very low

complexity.

3.1 The review of CCB

This subsection briefly demonstrates a complex-valued

enumeration namely CCB or complex SE enumeration.

This bound was first proposed in [11], and an improved

version was presented in [12], which separates the con-

stellation points into groups located on one or multiple

concentric rings and computes the phase bound based on

the current sphere radius and previously detected sym-

bols ŝk and ri,k . In this case, these constellation points can

be tested according to the bound to determine whether

they are in the circle of nulling-cancelling points, which

are the symbol estimates of the SIC. The constellation

points smi = γ eθm can be represented in polar coordi-

nates, where the quantity smi denotes the mth candidate

constellation point at layer i, and 0 ≤ θm < 2π . Note

that the quantity γ will be different in different concentric

rings as shown in [11]. Figure 1 illustrates that the phase

bound of the constellation points for one particular con-

centric ring can be determined by the sphere radius. The

red curves correspond to the phase bounds of concen-

tric rings. Accordingly, the null-cancelling point for the ith

layer can be defined as

δi =

(
yi −

i−1∑

k=1

ri,k ŝk

) /
ri,i, (6)

where the quantity ŝk is defined as the accessed symbol

at the kth detection layer in the surviving branch. With

the aid of trigonometric functions, we calculate the phase

bound of θm as

cos(θm − θδi) =
1

2γ |δi|

(
γ 2 + |δi|

2 −
p2SD

r2i,i

)
� ψ , (7)

where the quantity θδi denotes the phase of the nulling-

cancelling point obtained by Eq. (6), and the quantity

pSD denotes the sphere radius. If the previous detected

symbols ŝk are perfect, the equivalent sphere radius
pSD
ri,i

can be used to compute the phase bound (red curves)

with the trigonometric function cos θ = a2+b2−c2

2ab , where

a = γ , b = |δi|, and c =
pSD
ri,i

. The vector with possible

candidates s̃i in layer i for a given concentric ring can be

categorized as

s̃i =

⎧
⎪⎪⎨
⎪⎪⎩

∅,ψ > 1,

smi ,m = 1, 2, . . . ,M, and ψ < −1

smi , θm ∈[ θδi − arccos(ψ), θδi + arccos(ψ)] ,

and − 1 ≤ ψ ≤ 1,

(8)
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Q

I

7
8

− 3
4

SD

[32 , 2 ]

(a) Case I

Q

I

SD

11
6

11
4

4

(b) Case II

Fig. 1 Two specific examples to exclude the constellation points erroneously: a in case I, the phases are bounded by
[
7π
8 − 3π

4

]
, which is supposed

to cover the constellation points between
[
3π
2 2π

]
. But these constellation points are excluded by the CCB, because they are not inside the bound.

b Case II has the similar problem: the constellation point π
4 is not in the bound

[
11π
4

11π
6

]

where 0 ≤ arccos(ψ) ≤ π . From (8), no constellation

points in one concentric ring will be included for the can-

didates if ψ > 1, which implies that the phase bound is

too small to cover any constellation points except δi. For

ψ < −1, the corresponding phase bound [ θδi −π , θδi +π ]

to include all constellation. For −1 ≤ ψ ≤ 1, only the

constellation points inside the bound can be used for the

search. However, the phase bound described above may

eliminate some candidates, which should be included in

the search. This is because the phases of the constellation

points are between 0 and 2π , and the corresponding phase

bound may not be located within [ 0, 2π ]. Thus the mis-

match between the phases of constellation points and the

phase bound must be fixed to avoid missing candidates.

3.2 Novel search strategy and successive interference

cancellation tree pruning

In this subsection, we present three different techniques

to reduce the complexity: (1) a novel search strategy with

the aid of SIC; (2) SPS; (3) the MPTP algorithm.
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3.2.1 Search strategy

Compared to conventional SE-CSD, the novel search

strategy first performs SIC to obtain the nulling-cancelling

points and the FPM without calculating the PPM of other

constellation points and sorting for each layer, and the

radius pSD may be updated by FPM, i.e., pNt , once the

search reaches the bottom layer. The rest of the search

can be performed upwards starting from the nulling-

cancelling point of the bottom layer rather than top layer

as in conventional SE-CSD. Additionally, the span of the

tree can be further shrunk by the MPTP. In (7), the can-

didates chosen by CCB can be determined by the new

updated radius obtained by the MPTP. Hence, the num-

ber of possible candidates for each layer can be signifi-

cantly reduced. The details of the proposed algorithm are

described in Algorithm 1.

Algorithm 1 Proposed complex sphere decoder with

modified tree pruning and SIC

Require: pSD = ∞, R, v, ρi in (14), i = 1, 2, . . . ,Nt .

Ensure: ŝML

1: Compute the NC points and obtain the FPM and PPM

p11,...,Nt
, save s1,...,Nt , ŝML = ŝ.

2: If p′
SD < pNt , Set pNt = p′

SD. end. Set pSD = pNt .

Perform step 6, and set ki = 1, ∀i.

3: Set i = Nt , go to 17.

4: Compute the PPM pδ
i according to (6) and (14).

5: If pδ
i > ρi, go to 17.

6: Else obtain the sorted candidates s
ki
i ∈ scandi , ki =

[ 1, 2, . . . ,N i
c] in (8) by the CCB with ρi, where N i

c

denotes the number of available branches at the ith

layer.

Set ki = 0.

7: end

8: ki = ki + 1.

9: If ki ≤ N i
c or i = Nt , go to 12.

10: Else go to 17.

11: end

12: Calculate the PPM for the kth candidate at the ith

layer, p
ki
i = B

ki
i + pi−1.

13: If i = Nt , pNt = p
ki
i , go to 20.

14: Else go to 16.

15: end

16: If p
ki
i < ρi, i = i + 1, pi−1 = p

ki−1
i−1 , save si−1, go to 4.

end

17: i = i − 1.

18: If i = 0, output ŝML and terminate.

19: Else go to 8.

20: end

21: If pNt < pSD. pSD = pNt ,

22: ŝML = ŝ, go to 17.

23: end

3.2.2 Statistical pruning strategy

As discussed in [25], the complexity of the SD is sig-

nificantly affected by the initial radius. However, the

new search strategy does not require the search start-

ing with an appropriate initial radius to control the tree

span. This is because the bottom layer will be arrived

by the SIC process. For some extreme channel condi-

tions, the radius derived by the SIC may still have a

very small chance to be very large. In other words, the

result obtained by the proposed search strategy may reach

the local optima rather than the global one. Hence, the

initial radius for CSDs must be considered. First, we

assume the ML solution is obtained. Thus, the opti-

mum radius would be the summation of squared noise

terms
(∑Nt

i=1 |v|2i

)
of the detection layers, which follows

χ2distribution with Nt degree of freedom and upper

bounded by the initial radius p′
SD. The normalized radius

can be written as β =
p′
SD

σ 2
v
, and the normalized summa-

tion of squared noise terms can be written as u =
∑Nt

i=1 |v|2i
σ 2
v

.

The quantity σ 2
v is the noise variance. In the following,

an appropriate value of β is required. The cumulative

density function (CDF) of the random variable u can be

represented as

Pr(u < p′
SD) =

∫ β

0

uNt−1

Ŵ(Nt)
e−udu

= 1 − ǫ,

(9)

where the quantity ǫ is the pre-defined threshold

probability according to the empirical results with the dif-

ferent number of antennas of the MIMO systems, and the

quantity β can be easily calculated by the inverse calcula-

tion of (9), i.e., the inverse incomplete Gamma function.

Once pSD > p′
SD, the quantity pSD will be updated by p′

SD
at the bottom layer without performing multiple search

compared to that in [25].

3.2.3 Modified probabilistic tree pruning

We assume that the remaining Nt −m layers’ symbols are

perfectly detected in (5). Then, the PPM is only affected

by the noise. Hence, the current PPM pm plus the norm of

the remaining layers’ noise
∑Nt

i=m+1 |vi|
2 must be smaller

than the radius in most cases. Hence, the possible FPM

can be represented as

pm +

Nt∑

i=m+1

|vi|
2 ≤ pSD, (10)

where pm =
∑m

i=1 Bi. Since
∑Nt

i=m+1 |vi|
2/σ 2

v ∼ χ2 with

2(Nt −m) degrees of freedom [7, 25], the noise term after

some manipulations can be given by
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Nt∑

i=m+1

|vi|
2/σ 2

v ≤ (pSD − pm) /σ 2
v (11)

Accordingly, the value of Pr
(∑Nt

i=m+1 |vi|
2/σ 2

v ≤

(pSD − pm)/σ 2
v

)
is reasonably large. Because the

sphere radius pSD is sufficiently large to avoid missing

the ML solution. As discussed above, the summation∑Nt
i=m+1 |vi|

2/σ 2
v follows the Chi-square distribution,

and the CDF is Pr
(∑Nt

i=m+1 |vi|
2/σ 2

v ≤ (pSD − pm)/σ 2
v

)
.

Thus,

Pr

(
Nt∑

i=m+1

|vi|
2/σ 2

v ≤ (pSD−pm)/σ 2
v

)
=

(
(pSD−pm)/σ 2

v ;Nt−m
)
< ǫp,

(12)

where (x; a) =
∫ x
0

1
Ŵ(a)e

−tta−1dt. In order to obtain the

PPM pm, Eq. (12) can be reformulated as

pm ≤ pSD − σ 2
v −1

(
ǫp;Nt − m

)
, (13)

where −1(x; a) is the inverse of (x; a), and the quan-

tity ǫp is the pre-defined probability. Hence, the left hand

side (LHS) of the Eq. (13) can be considered as the upper

bound of the PPM at the mth detection layer. In other

words, any PPM pm larger than the LHS of (13) is unlikely

to be the correct path for the ML solution, so these nodes

at the m detection layer with their child nodes are elimi-

nated in the search tree. To avoid the CCB, we introduce

the quantized nulling-cancelling point Q(δm) obtained

by SIC to calculate the minimum PPM for the mth

layer as

pδ
m =

∣∣∣∣∣∣
ym − rm,mQ(δm) −

m−1∑

j=1

ri,j ŝj

∣∣∣∣∣∣

2

+ Pm−1, (14)

and

pδ
m > ρm, (15)

where ρm = pSD − σ 2
v −1(ǫp;Nt − m), and Q(δm) is a

quantized symbol for the givenmth layer. If the inequality

in (15) is satisfied, the NC point and the remaining nodes

with their child nodes are all pruned, and the CCB is not

carried out. Otherwise, the quantity pδ
m is used in (7) to

replace pSD to further reduce the number of candidates.

Note that the parameter ρm is pre-computed before the

start of the transmission.

3.3 Additional conditions for CCB

There are two ACs we should consider to avoid the can-

didates missing, if we introduce ρi as the intra radius for

CCB in each detection layer.

1. If θδi − arccos(ψ) < 0 and θδi + arccos(ψ) > 0, set

−π ≤ θk < π . If 0 ≤ θk < 2π , some constellation

points located in [π , 2π ] will be eliminated

erroneously.

2. If θδi + arccos(ψ) > 2π , set θδi + arccos(ψ) = θδi+

arccos(ψ) − 2π . If the upper bound of the phase is

greater than 2π , the constellation points in [ 0,π ]

will not be included.

In Fig. 1, we present two examples that can be fixed by

the conditions described above. The phase range between

− 3π
4 and 7π

8 does not match to the above definition 0 ≤

θk < 2π , so the two points between 3π
2 and 2π will be

pruned erroneously in Fig. 1a within the red circle. For

Fig. 1b, the phase of the constellation point is π
4 , which

should be considered as a candidate based on the phase

range. But the upper bound of phase obtained by CCB

is greater than 2π , which will eliminate the candidate

at π
4 . Note that these ACs are not specified in previous

works such as [11, 12], which employ extremely large ini-

tial radius instead. For PSK modulation and QAM, all

constellation points are located on one ring, and the can-

didates can be obtained in one shot. For high-order QAM,

the CCB must be performed multiple times for different

concentric rings.

4 List soft processing-based complex sphere
decoder

As we discussed above, the conventional LSD has a vari-

able complexity. In our case, we extend our proposed CSD

to the LSD with a simpler list generation. From the orig-

inal idea of the LSD, a list of symbol candidates with

the smallest FPMs are required in the LLR calculation

as (17). Furthermore, it would be possible to construct

a list with the MAP solution inside. However, the com-

plexity of list generation will be variable and significant

[11]. For the simple implementation of LSD with a large

number of candidates, the scatter list generation (SLG) is

proposed.

4.1 Extrinsic LLR calculation of LSD

According to the MAP criterion, the extrinsic LLR can be

evaluated by

Le1 =
1

2

∑

b∈Bk+

{
−

1

σ 2
v /2

‖y − Hsk+‖2 + bT
k̄

· Le2
(
bk̄

)}

−
1

2

∑

b∈Bk−

{
−

1

σ 2
v /2

‖y − Hsk−‖2 + bT
k̄

· Le2
(
bk̄

)}
,

(16)
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where the vector bk̄ denotes the bit vector omitting the kth

bit, the a priori LLR Le2(bk̄) denotes the LLR from the

channel decoder corresponding to the bits in bk̄ , and

the quantity Bk± denotes the list of bit vectors obtained

by the LSD having ±1 at the kth bit. The symbol vec-

tor sk± denotes the possible symbol combinations cor-

responding to the set Bk± , and the corresponding kth

bit of sk± equals ±1. Following the max-log approxi-

mation and the list obtained by the LSD [11], Eq. (16)

becomes

Le1 ≈
1

2
max
b∈Bk+

{
−

1

σ 2
v /2

‖y − Hsk+‖2 + bT
k̄

· Le2
(
bk̄

)}

−
1

2
max
b∈Bk+

{
−

1

σ 2
v /2

‖y − Hsk−‖2 + bT
k̄

· Le2
(
bk̄

)}
.

(17)

The LLR Le1 for the kth bit in the transmit symbol

vector is obtained for the channel decoder. The extrin-

sic information Le1 from the LSD will be fed forward to

the channel decoder as the input, and the extrinsic infor-

mation Le2 from the channel decoder will be fed back to

the LSD. Thus, the information between two decoding

components exchanges iteratively.

4.2 Scatter list generation

To build a large list with simple implementation, a few

modifications will be made to the proposed CSD:

(1) Perform the search by the proposed CSD to obtain

the branches accessed in the search, and rearrange

these branches in an ascending order according to

the PPMs. Start several searches with the ML

ordering by traversing the spans of the sub-trees of

the branches until the list is filled. Note that the

sub-tree search will be terminated once it reaches the

starting point of the neighbouring sub-tree search.

(2) Replace the radius pSD by the largest FPM of the

symbol vector in the list.

(3) MPTP will be carried out given the new radius pSD.

(4) The sphere radius pSD may be updated in (9) with the

new largest FPM in the list once a candidate with a

smaller FPM is found.

The search strategy described above splits the entire

tree into different sub-trees and searches them indepen-

dently. The algorithm table is shown in Algorithm 2.

Although the proposed CSD is needed to perform sev-

eral times for the scatter list generation, its complexity

has been significantly reduced, which is measured via the

number of updates in the list generation.

Algorithm 2 Proposed list sphere decoder with scatter list

generation

Require: pSD = ∞, R, v, ρi, i = 1, 2, . . . ,Nt .

Ensure: ŝMAP1,...,|B|

1: Perform the proposed CSD and output the branches

L1,...,|ζ | ∈ ζ accessed in the search.

2: Rearrange the branches Ll,...,|ζ | ∈ ζ in an ascending

order with (18).

3: for l = 1, 2, . . . , |ζ |

4: Perform the search as the same strategy as the pro-

posed CSD starting from Ll and output the branches

with the FPM p′
Nt
.

5: If p′
Nt

< pSD and |B| is full, pSD = p′
Nt
, save the full

path ŝMAP in B

6: Else save the full branch ŝMAP in B and go back to 3

for another search.

7: end

8: end

4.3 ML-based ordering

The ML solution can be exploited to re-order the remain-

ing branches for the list generation of the LSD. When the

list is full, the search will go back to the upper layers and

proceed down the tree. However, the unvisited nodes at

the lower layers are unknown to this search, and these

partial branches would be ordered according to the SE

enumeration. The basic idea of ML-based ordering is to

sort the remaining partial branches with the ML solution

in the low detection layers rather than only computing

their real PPM for a given layer. Additionally, a large pro-

portion of the remaining branches may be discarded if the

distance (pSD) is much smaller than the Euclidean distance

of sr . In our case, the following equation can be used for

ordering at the ith layer:

κ = argmin
sr∈R

‖y − Rsr‖
2, (18)

where the vector sr =
[
s1ML, . . . , s

i−1
ML , s

i
r , . . . , s

Nt
r

]T
, which

implies that the unknown i − 1 transmit symbols at low

detection layers are replaced by the symbols in the ML

solution, which can be used for ordering. The quantity R

denotes the set of available branches for the ith layers, and

the quantity κ denotes the smallest Euclidean distance in

the sorting process. The calculation of ML-based order-

ing has a modest cost in (18), which only needs |R|(i + 1)

multiplications for each layer. The notation |·| denotes the

size of the set.

5 Simulation results
In this section, we have discussed the proposed CSD in

two different forms: (1) the hard output CSD and (2) the

soft output CSD (LSD). For the hard output CSD, the
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performance and complexity of several CSDs are com-

pared via BER and the number of visited nodes in a

8 × 8-MIMO system with 16QAM and 8PSK. An MPSK

modulation in our simulation is defined as γ e(2n+1)π/M :

n = 0, 1, . . . ,M − 1. The quantity γ is defined as the mag-

nitude of the modulation scheme, and the quantity M is

10 12 14 16 18 20
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

EbN0 (dB)

B
E

R

MMSE

OSIC

Conventional SE−CSD

Pham−CSD

PTP−CSD

Proposed−CSD w/o AC

Proposed−CSD w/ AC

(a) 8PSK

10 12 14 16 18 20 22

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

EbN0 (dB)

B
E

R

MMSE

OSIC

Pham−CSD

PTP−CSD

Proposed−CSD w/ AC

Conventional SE−CSD

Proposed−CSD w/o AC

(b)16QAM
Fig. 2 BER performance. Comparison with perfect channel estimates between the proposed and other CSDs for Nt = Nr = 8 with 8PSK and 16QAM.

Note that the curves of the conventional SE-CSD, Pham-CSD, PTP-CSD, and proposed-CSD w/ AC are superimposed in (a) and (b), respectively
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the size of the modulation. We consider the conventional

SE-CSD, Pham-CSD [12], PTP-CSD [7], and the proposed

CSD with and without AC for CCB, all of which are com-

plex SE enumeration-based CSD with pSD = ∞ at the

beginning of the search. The PTP can be simply extended

to Pham-CSD. The energy per bit to noise (EbN0) is used.

The MIMO channel coefficients (Nt = Nr) are gener-

ated according to Jakes model, and the channel noise is

additive white Gaussian noise, which is identically inde-

pendently distributed for each receive antenna as stated
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Fig. 3 The number of visited nodes per channel use. Comparison with perfect channel estimates between the proposed and other CSDs for

Nt = Nr = 8 with 8PSK and 16QAM in (a) and (b), respectively



LI et al. EURASIP Journal onWireless Communications and Networking  (2016) 2016:51 Page 10 of 16

in the previous section. The probabilistic noise constraint

is set to ǫp = 0.2. The threshold ǫ for SPS must be

appropriately adjusted according to the dimensions and

themodulation as stated earlier, and we set ǫ = 0.001. The

ISRC scheme [8] is not employed because of the difficulty

of choosing parameters for intra radius.

As shown in Figs. 2 and 3, the complexity of the pro-

posed CSD improves upon the others in terms of visited

nodes per channel use by 25 % for 16QAM and more than

25 % for 8PSK at high EbN0 values without any BER per-

formance loss, even compared to conventional SE-CSD

between the mid and high EbN0 regime. The performance

loss of the proposed algorithm without ACs is significant

at high SNRs. In other words, it is more sensitive to the

missing candidates in low noise scenarios. However, the

complexity reduction is not obvious at low EbN0 scenarios

due to the CCB including more unreliable constellation

points. It can be observed that the curves of the number of

visited nodes for different SDs converge at very high EbN0,

so the improvement of the proposed SD is reduced at high

EbN0, but is still very promising.
To show the robustness to the channel estimation

errors, the BER performance of CSDs for 8 × 8 MIMO

system with 8PSK and least square (LS) channel estima-

tion [26] is plotted in Fig. 4. We can observe that the BER

performance of the proposed CSDwith imperfect channel

estimates can still achieve the same performance as other

existing CSDs. The BER performance of 16QAM is not

shown here, because it has similar curves as in Fig. 4.

The worst-case complexity is measured by the 99 %

quantile of the total number of visited nodes per channel

use (Pr(Cw > Cany) = 0.99) [27], where the quantity

Cw denotes the number of visited nodes accessed by the

SDs in one particular channel use, and the quantity Cany

denotes the number of visited nodes accessed by the SDs

in any channel use. The corresponding worst-case com-

plexity Cw of CSDs are also plotted in Fig. 5, which implies

that the number of visited nodes of the proposed CSD is

tightly lower bounded by the complexity of SIC at high

SNRs.

Additionally, the complexity of SDs increases exponen-

tially with increasing dimension. We therefore plot the

number of visited nodes against the dimensions (Nt = Nr)

at a high EbN0 (20 dB) to show that the complexity is still

reduced by our proposed algorithm in Fig. 6.

The complexity discussed so far is only based on the

number of visited nodes. In order to show the advan-

tages of complexity reduction of complex SE enumeration

(CCB) and eliminating unnecessary candidates, the curves

with the number of FLOPS are presented in Fig. 7. For

a fair comparison, we assume that a complex addition

requires 2 FLOPS, and a complex multiplication requires

16 FLOPS. The proposed algorithm still outperforms the

other CSDs, because of fewer implementations of complex

SE enumeration and the reduced number of candidates.

The number of FLOPS of the detection ordering are not

considered, because the CSDs are performed with the

same preprocessing technique. Furthermore, the parame-

ters forMPTP can be pre-computed before the start of the

transmission.

For soft output CSD (LSD), we consider 8 × 8-16 QAM

and a NSC half rate convolutional code with constraint
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Fig. 4 BER performance with LS channel estimation. Comparison with imperfect channel estimates between the proposed and other CSDs for

Nt = Nr = 8 with 8PSK. Note that the curves of the conventional SE-CSD, Pham-CSD, PTP-CSD, and proposed-CSD w/ AC are superimposed
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Fig. 5Worst case. The number of visited nodes of CSDs against SNR, Nt = Nr = 8 with 16QAM

length 3 for simplicity. In a coded system, the energy

per bit to noise has been re-defined: Eb
N0 dB

= EsN0dB +

10 log10
Nt

RNrM
, where R denotes the rate of the channel

code. The performance and complexity of the proposed

LSD have been evaluated by BER and the number of

updates in the list, respectively. The EXIT chart has also

been introduced to illustrate how the mutual information

changes. Note that a fixed value clipping has been adopted

in our simulation and the appropriate clipping values can

be simply obtained by evaluating the mutual information

Ie as [20]. In our case, the clipping value is set to ±12. In

Fig. 8a, the EXIT chart of conventional LSD [11] and the

proposed LSD is illustrated with different sizes of list. We

can observe that both of them perform almost identically

with different sizes of list, and the list size has a signifi-

cant influence on the LSD performance. Additionally, the
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Fig. 6 Dimensions. The number of visited nodes against increasing dimensions Nt = Nr with 16QAM at SNR= 20 dB
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EXIT chart of LSD with the same list size in different SNR

has also been plotted in Fig. 8b. The SNR only moves

the curves up and down without changing the shapes.

Similarly, the BER performance of two LSD with L =

512 agrees with the results in the EXIT chart, which has

been presented in Fig. 9, and the performance improves

with the increasing number of iterations. The complex-

ity comparison made by CDF has been shown in Fig. 10,

which indicates that the number of updates in the list has

been significantly reduced by the proposed LSD with a

large list size. Furthermore, the search can be terminated

early to suit the hardware implementation.
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6 Related work discussion
For a very large-scale integration (VLSI) implementa-

tion, the enumeration scheme becomes the bottleneck of

sphere decoding algorithm as discussed in [14, 15, 17].

The enumeration must be efficiently implemented, so

“one-node-per-cycle architecture” is one of the promising

structures for the hardware implementation. Our pro-

posed sphere decoder basically is a variant of the method

proposed in [14]. The authors proposed a new architec-

ture which consists of two entities: (1) metric computation

unit (MCU) and (2) metric enumeration unit (MEU).

These two components perform in a parallel manner to
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handle the forward search and the backward search sepa-

rately. In our proposed method, the enumeration scheme,

i.e., MEU and the MCU can work in the same way. The

search will always perform the successive interference

cancellation to obtain the nulling-cancelling points, once

the unvisited node is accessed. In the meanwhile, the

MEU can be used to find the remaining surviving nodes

after the above process. Furthermore, the latency require-

ment of “one-node-per-cycle” architecture will not be a

problem in our case. This is because the second term in

the modified probabilistic tree pruning is not real-time

calculation as described in Eq. (14). Only one additional

cycle is needed to obtain the tight radius in each detection

layer. The reduction of the number of the visited nodes

is more significant than the few additional cycles. Addi-

tionally, the statistical pruning we used in the paper is also

pre-computed to avoid that the radius obtained by the

successive interference cancellation is too large in some
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Fig. 10 CDF. The number of visited nodes employing different list size at 12 dB, Nt = Nr = 8 with 16QAM



LI et al. EURASIP Journal onWireless Communications and Networking  (2016) 2016:51 Page 15 of 16

extreme cases. In [14], the authors modified the SE enu-

meration scheme to achieve the critical path reduction.

However, the modified one is not strictly compatible with

the “one-node-per-cycle” architecture. Due to the com-

plexity reduction and a few additional cycles required, the

modified scheme is still working under the architecture.

This situation is quite similar to the one we discussed

above.

Furthermore, the complexity of the enumeration

scheme can be further reduced by the method introduced

in [15, 17]. The authors proposed the two-dimensional

zigzag enumeration schemes to avoid the sorting process

and unnecessary partial pathmetric calculation, which are

very computational intensive for the practical hardware

implementation. In other words, the partial path metrics

of the unvisited nodes are only calculated once the expan-

sion of the tree is demanded. Hence, there is no need to

visit all children of a parent node with the real Euclidean

distance sorting. To the authors’ best knowledge, the

two-dimensional zigzag enumeration scheme is the most

efficient method for the complex sphere decoder.

7 Conclusion
In this paper, novel sphere decoding algorithms forMIMO

detection and iterative detection and decoding have

been presented. The proposed CSD, incorporating the

statistical tree pruning technique and SIC, first reaches

the bottom layer and eliminates the candidates for the

lower layers before the search reaches them rather than

eliminating these candidates at the lower layers. From

the simulation results, it is seen that the proposed CSD

can significantly save computational efforts compared to

the conventional CSD. Furthermore, the proposed CSD

has been naturally extended to the list SD (LSD) based

on the scatter list generation. The proposed LSD makes

better use of the ML solution to re-order the remain-

ing branches. Hence, the list generation becomes sim-

pler than that of the conventional LSD. The complexity

of the proposed sphere decoding algorithms for MIMO

detection is significantly reduced, and the algorithm

provides an attractive tradeoff between complexity and

performance.
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