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Zy graded discrete Lax pairs and integrable difference equations

Allan Fordy* and Pavlos Xenitidis'

March 23, 2017

Abstract

We introduce a class of Zy graded discrete Lax pairs, with N x N matrices, linear in the
spectral parameter. We give a classification scheme for such Lax pairs and the associated
integrable lattice systems. We present two potential forms and completely classify the generic
case. Many well known examples belong to our scheme for NV = 2, so many of our systems
may be regarded as generalisations of these. Even at N = 3, several new integrable systems
arise. A decomposable case gives rise to interesting coupled systems of lower dimensional
equations.

Many of our equations are mutually compatible, so can be used together to form “coloured”
lattices.

Keywords: Discrete integrable system, lattice equations, Lax pair, Backlund transformation,
3D consistency.

1 Introduction

The classification of discrete integrable systems is still rather primitive when compared with
that of integrable PDEs. The most famous is the ABS classification of integrable equations on
quad-graphs [2], but this is only for scalar equations, associated with 2 x 2 matrix Lax pairs.
Multi-component generalisations and scalar equations with 3 x 3 Lax pairs are rather sporadic
1, 12, 14, 15, 17].

In this paper we introduce an N x N spectral problem, linear in the spectral parameter
and with Zy grading, which gives rise to a large class of discrete integrable systems. In the
2 x 2 specialisation, these include some well known examples (discrete potential, modified and
Schwarzian KdV equations, Hirota’s KdV equation and the discrete sine-Gordon equation). The
3 x 3 case includes the discrete versions of the Boussinesq and modified Boussinesq equations
[14]. The N x N case includes multi-component generalisations of them all. Many completely
new examples arise for N > 3. An important aspect of this paper is that we both synthesise
and generalise a number of well known low-dimensional examples.

In section 2, we present the basic algebraic framework used throughout the paper. One of
the most important results is to provide a classification scheme which enables us to place all
our examples in a coherent framework. There are two basic cases: the indecomposable (coprime
case) and the decomposable (non-coprime case). The indecomposable case splits further into
generic and degenerate cases. The decomposable case gives rise to interesting coupled systems
of lower dimensional equations.

*School of Mathematics, University of Leeds, Leeds LS2 9JT. E-mail: a.p.fordy@leeds.ac.uk
fSchool of Mathematics, Statistics and Actuarial Science, University of Kent, Canterbury CT2 7NF, U.K.
E-mail: p.xenitidis@kent.ac.uk



In section 3 we give the classification of indecomposable systems. The generic case naturally
gives rise to two potential formulations. The quotient potential case includes the two dimensional
examples of the discrete modified KdV equation and Hirota’s discrete sine-Gordon equation. For
N = 3 we obtain the well-known “discrete modified Boussinesq equation”, but also derive several
completely new examples. In particular the system

( a(bm—l-ln_/@(bmn-l—l > 1

(bm—i-l n+1 0)

o (bm—i-l n(bm n+1 /8 (bm n—i—l(bm-l—l,n m,n

o a¢mn+1_/8¢m+1n 1
¢m+1 n+l = <25 (1) 1

m+1, n(bm n+1 /8 (bm,n—i-l(bm-l—l,n m,n

arises and can be decoupled to a nine-point scalar equation for either of the functions involved
in it (see (3.12)) and can be reduced to a simple scalar equation on a quadrilateral (see (3.13)).

This last reduction can be generalised to a k = % component system, with an N x N Lax
pair:
(k—i—2) (k—i—2)
(i) @ _ 1 ¢m+1n +¢mn+1 for i—0.1 k1
Pt 1,0+1Pmin = i) (oisD) h—i-1)  (k—i-1) or t=4Lb...,F—4
¢m+1,n ¢m,n+1 ¢m+1 n + qu n+1

which is not 3D consistent.

On the other hand, the additive potential case includes the discrete potential KdV and discrete
Schwarzian KdV equations for N = 2, together with several new systems at N = 3, including
the system

0 1 0 1
(0) _ (Xgnzl-l,n Xﬁn)n)anZrl n (Xgn)n+1 Xsn)")xgn)n+1
Xm+1,n+1 - 0 0 ’
(0) (0)
Xm—l—l n Xm,n—l—l
3 3
1) _ 0 1 o B B
Xm+l,n+1 - m,n + 1 1 ( 0 1 0 1 )
Xgnzl—l,n - X&n?n-‘rl Xgnzi—l,n Xgﬂ)n Xgn?n—‘,-l X&n)n

which can be decoupled for either of the variables to the nine point scalar discrete Boussinesq
equation.

The final part of this section deals with a degenerate form of our Lax pair, which includes
multicomponent generalisations of Hirota’s KdV equation (see (3.39)).

In section 4, we introduce the decomposable case. Here we can change the basis to put our
matrices in a block form, with a corresponding grouping of variables, giving rise to (generally)
coupled systems of lower dimensional equations.

Many of our systems are pairwise compatible, so can be used to build two and three di-
mensional consistent lattices, some of which have unusual features, giving rise to non-standard
initial value problems. This is discussed in section 5.

A number of open problems are discussed in the conclusions.

2 Zn-Graded Lax Pairs

In this section we introduce the general framework for what follows in the paper. We first
introduce the idea of Zy-grading and level structure. We then introduce the general Lax pair
and the corresponding discrete system. There is a considerable amount of redundancy, so we



introduce an equivalence relation, which enables us to classify all systems belonging to our
framework. As a consequence of the level structure, our systems fall naturally into two categories:
coprime (indecomposable) and non-coprime (decomposable) cases. The coprime case further
separates into the generic and the degenerate subcases.

We use the following convention for upper indices in parentheses: the notation a € Zy

implies that a is an integer such that 0 < a < N — 1 and (by definition) summation in Zy is

taken mod N. The notation ug,,),n denotes that u(?) is located at lattice point (m,n). The symbol

0; ; will denote the usual Kroneker delta. The symbols S,, and S,, will respectively denote the

shifts in the m and n directions: Smu%),n = ugi)ﬂm and Snu%)n = uﬁfb)’nﬂ, with A, = S,, — 1

and A, = §,, — 1 the corresponding differences.

2.1 Zn-Grading

To introduce Zy-grading, we need:

Definition 2.1 (Matrix Q). The N x N matriz Q is defined by
(Dij = 0j—in + 0i—jN-1,

which will be said to have level 1.

This is a cyclic matrix, satisfying O = Iy (the N x N identity matrix), so defines a grading,
with
(QF)ij = 0j—in +0ijn—k, O0<k<N-—1,

having level k. QV has level 0. Tt also follows that (QF)~! = QN—*,

Definition 2.2 (A level k& matrix). An N x N matriz A of the form
A = diag (a(o), e ,a(N_l)) OF
will be said to have level k, written lev(A) = k.

It can be seen that if (N, k) = 1, then AY = < ?:01 a(i)) In.

If B is another V x N matrix of a certain level, then
lev(AB) = lev(BA) = lev(A) + lev(B) (modN).

Let us denote by R the ring of the NV x N matrices, and by Ry the set of all N x N matrices
of level k. Then, it follows that R is a Zy-graded ring as it is the direct sum decomposition

R = @ Ry, RiR, € Ry
k€EZn

2.2 The General Lax Pair

We employ the above Zpy grading of R to build some particular classes of discrete Lax pairs,
whose matrices belong to the polynomial ring R[A].
Specifically, we consider a pair of matrix equations of the form

Urniin = Lonn Uon = (Umvn n mfl) U, lev(Upp) = ki £ 6, (2.1a)

Uit = Mypn Uy = (Vm,n +AQE) W, lev (Ving) =k £ 2, (21D)

3



which is characterised by the quadruple (ki,#1; k2, ¢2). We refer to it as the level structure of
system (2.1) and derive necessary conditions for the system (2.1) to be compatible.
Since matrices U, V and 2 are independent of A, the compatibility condition of (2.1),

Lm,n—i—le,n = Mm—l—l,an,ny (22)

splits into the system
Um,n—l—le,n = Vm—l—l,nUm,ny (2'33)
Unn1Q? — Q%0 = Vi Q0 - Q87 . (2.3b)

It is obvious that both sides of equation (2.3a) have the same level k1 + k2. On the other hand,
the left and right hand sides of equation (2.3b) have respective levels k; + ¢35 and ko + ¢1. Hence,
compatibility condition (2.3b) yields nontrivial equations for the entries of matrices U and V if

and only if
ki 44y = ky + {1 (modN). (2.4)

Definition 2.3 (The quadruple Qy). We denote the set of quadruples (ki,¢1;ke,l2) which
satisfy condition (2.4) as

On = {(k1, 13 ko, bo) € Zy | ky # b1, ko # Lo, ky + Ly = ko + £1 (modN)},

Remark 2.4. This condition implies that ly — ko = €1 — k1 (modN), so the greatest common
divisors (N, €1 — k1) and (N, ly — ko) are equal.

Definition 2.5 (Coprime Case). We define the Lax pair (2.1) to be coprime if (N, ¢; — k;) = 1.
Otherwise, we refer to it as non-coprime.

It is easily seen that in the coprime case, we have
N-1
det(L H ult) — N and  det(M, v%n . (2.5)
=0
2.2.1 The General Discrete System
Supposing that condition (2.4) is satisfied, let
Un,n = diag <u$2?n, . ,u%\f,jl)) ok Vi, = diag <v£g7)n, c %Nn )) Ok, (2.6)

In view of (2.6), equations (2.3) can be written explicitly as

ugril,),n—l—lvg—;lkl) = £:L)-i-1 nUSTZl—’_nkZ) ) (S ZN? (27&)
Ug;,),nﬂ - u%ﬁfz) = SL)H n ”ﬁﬁrfl) , LE€Zn, (27)

or, in a solved form, as

(i+t2) (i+€1) (i+£2) (i+£1)
u(z) _ Ummn = — Umyn (i+k2) (7,) _ Um;n = — Umn (i+k1) (2 8)
m,n+1 (i+k2) (i+ky) Mmoo m+1 n (i+k2) (i4+ky) “mm 0 .
m,n  — Umn m,n  — Umn

assuming that u%)n =+ fu?(ﬂb)n for all i,j € Zy.



If we add equations (2.7b) we obtain the discrete local conservation law

N-1 ‘ N-1 ‘

=0 =0

This could be obtained directly from the matrix equation (2.2) by first multiplying by Q1=
and then taking the trace. The matrix equation (2.2) also implies the following equation for the
determinants:

det(Loy nt1) det(My,n) = det(Mpmi15) det(Lin), (2.10)

which is polynomial in A, so implies a separate condition for each coefficient. The precise form
of these determinants depends upon the choice of quadruple (k1, ¢1; ko, £2).
In the coprime case we have

N1 N-1
Ap(a) = Ap(b), where a= H u%{m b— H U%),na
=0 i=0

and Sy (a)b = Sy, (b)a, which together imply
Ap(a) =0 and A,,(b) =0, (2.11)

This can also be seen from looking directly at the form of equations (2.8). The quantities a and
b, defined above, play an important part in this paper.
The non-coprime case is discussed in Section 2.3.

2.2.2 Equivalent Lax Pairs

We consider two transformations which give rise to equivalent Lax pairs:

1. The interchange of lattice variables (m,n) + (n,m) is a point transformation which cor-
responds to the interchange of matrices L, , and M,, ,. Algebraically, this point transfor-
mation corresponds to the interchange of pairs (k1,¢1) and (k2,¢2) which does not affect
condition (2.4).

2. Consider the gauge transformation of Lax pair (2.1) with the constant matrix G defined
as
(G)Z',j = 5i+j,2 + 5i+j,N+2a for 1<i,7<N (2.12)

which satisfies G~ = G.

Since GRG™' = Q71 = QN~1 this switches level k& matrices with level N — k matrices
(mod N, so level 0 stay as level 0).

Applying this gauge transformation to Lax pair (2.1), we will derive a system with level
structure (N — k1, N — £1; N — ko, N — {3). For the discrete system (2.7), this gauge
transformation corresponds to a permutation of the dependent variables,

(s o) = (ua?, o070 (2.13)
Again, condition (2.4) is satisfied for the quadruple (N —k;, N—{¢1; N —ky, N —{3) provided
that it holds for (ki,¢1; ke, l2).



Remark 2.6. The choice of (G); ; is not unique. We can define
GV = QN-rgOQp, for 0<p<N-—1, where GO =g, (2.14)

each of which satisfies
<G(p))_l —a®  and qQa® — -t — QN-1
We have added an extra rotation of the variables, which means that (2.13) is replaced by

(U%),m vﬁfb)n> — (ug:%_i) ) U(N+2p_i)> , (2.15)

m,n
with (u%?n, vﬁﬁ?n> being fixed.
We use this, with p = N — 1 in our discussion of “self-dual” systems in Section 3.1.3.

Using the above transformations we define the following equivalence relation among Lax
pairs (2.1).

Definition 2.7 (Equivalence relation). Two discrete Lax pairs with levels (ky,01;ka,02) € QN
and (ki,04; k5, 05) € Qn are equivalent, and we write

(KL, 015k, 05) ~ (k1. by ko, fg)
if one quadruple can be mapped to the other by applying either of the following transformations.

7-1 : (CL, b7 C, d) = (07 d7 CL, b) (2 16)
To : (a,b;¢,d)— (N —a,N —b;N —¢,N —d). ’
Otherwise, they will be called inequivalent.

We can now reduce the problem of classification of Lax pairs to the classification of inequiv-
alent classes of quadruples (ki,¢1; k2, ¢2) in the quotient space Qn/ ~.

2.3 The Greatest Common Divisor (N,/ —k)=1p

For this section, we define u = (u(9,u®, ... «®N=1) and Dy = diag(u©,u® ... uN-1) and
denote the N x N matrix 2 by Qu. Our Lax matrix L is of the form

L:D%Q%+AQZ:<D%+AQQQSKP (2.17)

For this section we are just writing (k, £) instead of (k1, 1) and we are suppressing the dependence
on (m,n). We now consider the consequence of (N,¢ — k) = p # 1. We have integers ¢, r, such
that N = pq, ¢ — k = pr, with (¢,r) = 1.

Definition 2.8 (Permutation matrix). Let the permutation matriz P be such that

1 when (i,j) € {(n+(m—1)g,m+ (n—1)p), 1 <m <p,1<n<q}
(P)ij = :
0 otherwise.



Defining w; = (u®,w+P) . 40+P@=1)) =0, .. p—1and u® = (uy,...,u, 1), we have
B\ T T b T 1
(u ) = Pu’ and therefore u’ =uP' =uP .

Thus, for any matrix A, the matrix PAP~! has a p x p block structure, with each block a ¢ x g
matrix. The components of the (4, ) block are {A; 1 _1)p j4(m—1)p}me1-

Let Dt = diag (u(i), uwlite) o ,u(”p(q_l))), a q X q diagonal matrix. Then
PDY P~ = diag (D,...,Dg" "),

and w, = PQxP~! has a p x p block structure, with (wp);is1 = I, i = 1,...,p — 1 and
(wp)p,1 = Q4. We then have

wh = diag (Qqg,...,8Q), so wﬁ_k = wy" = diag (QZ, .. ,QZ) .

We can piece these formulae together in

Proposition 2.9 (Block Structure when (N, — k) = p # 1). Let the permutation matriz P be
defined as above and L be given by (2.17). Then

PLP™! = diag (L(0>, - ,L<p—1>> Wk (2.18)

p?

where ‘
L® = DY+ XY and N =pq, {—k=pr

We then have
p—1 q—1
det (L) = (—1)N Dk H (a; — (=N)?), where a; = H wiIP),
i=0 =0

Note that this determinant follows from that of each (coprime) block, with
det(LD) = a; — (—A)? and det(w,) = det(Qy) = (—1)V L.

2.3.1 The Lax Pair when (N,¢; — k;) =p

For the Lax pair (2.1), we have seen that k;, ¢; must satisfy (2.4). As a consequence, (N, {1 —k;) =
(N, 0y — ko) = p. Suppose p # 1. Then the same permutation matrix P transforms both L and
M to the form described in Proposition 2.9, with the same p, g, r, but k1 and ke may be distinct.
Therefore the determinants have the same structure:

p—1 q—1

det (Lmp) = (D)W R I (@ — (-N)7),  where a; = [Jul7P,  (2.19)
i=0 j=0
p—1 q—1

det (M z) = (—1)N"D0 TT (0 = (=))7)  where b; = [ o7 (2.19D)
i=0 j=0

where '
b — (—A)7 = [MD| = DY + A7,



The formula (2.11) then implies that symmetric functions of a; and of b; are constants of the
motion.

In fact, if we use a; to denote a; when evaluated at (m,n + 1) and l;, to denote b; when
evaluated at (m + 1,n), then we have

a; = Qjpp, and by = by,

where i+ k1 and i+ ks are taken mod p. These are simple permutations on finite sets. Symmetric
polynomials of their orbits are first integrals.

Remark 2.10. When p =1 we just have that

N-1 N-1
ag = H u and by = H v
j=0 Jj=0
are constants in n and m respectively. This is easy to see by looking at the form of equations

(2.8), since the product
N-1 ugrib—’l—rfz) . Uﬁéﬁl) .
H (i+k2) (i+k1) | —

1=0 -

m,n m,n

This is a consequence of equation (2.4), which implies that lo — {1 = ko — k1, so the product in
the denominator is just a re-ordering of that in the numerator.

2.4 Classification Problem

Summarising the above analysis, we can formulate the classification problem of Lax pairs as
follows.

For every dimension N, find all the equivalence classes in the quotient space Qn/ ~. For the
representatives of the classified equivalence classes, consider the corresponding Lax pairs (2.1)
and analyse the resulting systems (2.7) depending on whether or not N and ¢; — k;, i = 1,2, are
coprime.

1. The coprime case: (N, - kl) = (N, fy — k;g) =1.

This involves Lax pairs which satisfy

N-1 N-1
H U7(7]1?n = a, H UT(%?n =b, a,beC (2.20)
j=0 J=0

The above relations allow us to express one function from each set in terms of the remaining
ones. The coprime case is further subdivided into:

e The generic subcase : ab # 0,

e The degenerate subcase : a # 0, b = 0.

Lax pairs with @ = 0, b # 0 are equivalent to the above degenerate case by a change of
independent variables. Finally, the fully degenerate case a = b = 0 is empty.

2. The non-coprime case: (N, l — k:l) = (N, by — k:g) =p>1
This case corresponds to the Lax pairs discussed in section (2.3.1), which allows us to
reduce the number of functions in each set by p.
The fundamental variables now form ¢ x g blocks, which have various degrees of cou-
pling/decoupling, depending upon the values of k; and ks.



3 The Coprime Case

We analyse system (2.7) for the coprime case with (N y — k‘l) =1.

For the generic case, with ab # 0, relations (2.20) imply that none of the functions v and v
can be identically zero. This allows us to express functions v and v in terms of some potentials
so that either equations (2.7a) or equations (2.7b) hold identically. Sections 3.1 and 3.2 analyse
these two basic cases. We give a list of all inequivalent systems in 2 and 3 dimensions and extend
some of these to N dimensions. For N = 2 we recover many of the standard scalar systems,
including the discrete modified KdV and potential KdV equations, the discrete Schwarzian KdV
(see [13] and references therein) and the Hirota’s discrete sine-Gordon equation (see [8] and
references therein). In Section 3.3 we discuss the Bécklund relation between the two potential
cases.

We finish this section by discussing the degenerate case, for which a # 0,b = 0. This means
that at least one of the functions v,(,?n must be identically zero. The degenerate case is generally
much more complex, so we cannot yet give a full classification. After some general calculations,
we restrict ourselves to some examples, the simplest of which is the Hirota KdV equation. We
generalise this to N dimensions and give a scalar reduction in each case.

3.1 Quotient Potentials

Equations (2.7a) hold identically if we set

. ¢<i>+l ¢('> n
W), = a T =B () i € Zn, (3.1)

where, from (2.20), a = oV, b = BV. Equations (2.7b) then take the form

i+4 i i+41)
a<¢m+1n+1 Prsin ) _ <¢£J+1,n+1 <z>£n+ni1>

(i+k1) (i4-L2+k1)
¢m,n+1 m,n

¢(i+k2) (i4+L1+k2)
m—+1,n m,n

i€y, (3.2)

and their solved form (2.8) is written as

’H—k:l (Z-i—k‘g Z—i—fz Z—i—fl

(b o (bm n—i—l(bm—i- 1,n (bm-‘rl n /B(bm n+1 icZ

m+lntl — (i+k1+02) (i+k2) (itk1) | N-
m,n o (bm-‘rl n /8 (bm n+1

In this potential form, the Lax pair (2.1) can be written

\Ijm-‘rl,” = (a¢m+1,an1 ¢r_r£n + AQél) \Ijm,na

(3.4a)
\Ijm,n—l—l = (5¢m,n+19k2 ¢771%n + )\Qéz) \Ijm’”’

where

Do —dlag(%n,.”,(ﬁgﬁ;”) and  det (¢,,,) = Hqs - (3.4b)

We can then show that the Lax pair (3.4) is compatible if and only if the system (3.2) holds.

Using the equivalence relation ~ we can determine the inequivalent systems in every dimen-
sion N. However, in the quotient potential case we have a further equivalence relation at our
disposal:



Proposition 3.1. We denote system (3.2) by R((b(i);kl,ﬁl,a;kg,ﬁg,ﬂ). Consider also the sys-
tem which follows from (5.2) by interchanging indices k; and ¢; and replacing (69, o, B) with
(6D, &, B), i.e. system R(¢W; Ly, k1, é;lo, ko, 5). Then,

1. Solutions of systems R(qﬁ(i);kl,ﬁl,a; ka, o, 3) and R(a(i);ﬁl,kl,d;ﬁg,kg,ﬁ) are related by
the point transformation

7 {qaggngg;{n —1, aa=1 fj= 1}.

2. The Laz pairs (3.4) for systems R(qﬁN(i); k1,01, a; kg, b, B) and R(g(i);ﬁl, ki,a;bo, kg,,@) are
related by the gauge transformation W, , = oz_mﬁ_"/\_m_"qb;;nllfm,n, along with the above
point transformation and the inversion X — A1,

Thus, two Lax pairs of the form (3.4) with level structures (k1, £1; k2, £2) and (¢, k1; {2, ko) can
be considered equivalent as they are related by a point transformation. Taking into consideration
this observation, we present the inequivalent systems in two and three dimensions. In particular,
in the two-dimensional case there exist only two classes, and we find only four inequivalent
systems when N = 3.

3.1.1 Integrable Systems for N =2

When N = 2, there exist only two inequivalent classes of Lax pairs (3.4) and corresponding
equations.

FEquivalence class [(0,1;0,1)]
« (¢m,n¢m,n+1 - (bm—l—l,n(bm-‘rl,n—i-l) - B (¢m,n¢m+1,n - ¢m,n+l¢m+1,n+l) = 07 (35)

where ¢, , = ¢§2?n =1/ (b%)n This equation is known as the discrete modified KdV equation,
or H3 with 6 = 0 (see [2, 13]).

Equivalence class [(0,1;1,0)]
« (¢m,n¢m+l,n+1 - ¢m+1,n¢m,n+1) - ﬁ (¢m,n¢m+1,n¢m,n+1¢m+1,n+1 - 1) = 07 (36)

where ¢, = ¢£2?n =1/ ¢,9,,’n This is Hirota’s discrete sine-Gordon equation, see [8] and refer-
ences therein.

3.1.2 Integrable Systems for N =3

There are only four inequivalent systems when N = 3. We write the corresponding systems
(3.2) with only 2 components, by using the substitution

(0)
1
(0) (1) (2) (1) m,n
<¢m,n7 ¢m,n7 ¢m,n> = <¢£72)n > Pmyn s gb%)n) ) (37)

which incorporates the constraint ¢$2?n¢§i?n¢$,3?n =1.

10



FEquivalence class [(0,1;0,1)]

mn ﬁ m n
O 1 = ( it ~ P9 - )gb&i?n, (3.82)

¢m+1 n ﬁ ¢m n+1

¢m+1 nl (3.8b)

_ ( (bm—i-l n(bm ,n+1 /8 ¢m n—i—l(bm—i-l n) grlL?n

(0) -~
o (bm-‘rl,n -8B (bm,n—i-l m,n

This is the three dimensional analog of equation (3.5) and it is a well known example of a two-
component discrete integrable system. It can be decoupled for either of the functions involved
in it to a nine-point scalar equation known as the modified Boussinesq equation [14]. The hier-
archies of its symmetries and conservation laws were studied in [19].

FEquivalence class [(0,1;1,2)]

_ (0)
e
qb((]i_l o= < qu n+1¢m+1 n g ) m,n : (39&)
m ,n (1)
« ¢m+1 n 5 ¢m+1 n¢m n+1 m,n
1)
¢1(71;,Zr1 ntl = <a Pmari1 ~ P ¢m+1 n¢m nH) A, - (3.9b)
’ a ¢m+1 n 5 ¢m+1 n¢m n+1
This is a new integrable system (but see also [11]) which cannot be decoupled to a (local) scalar
equation on a bigger stencil for any of the variables.
Equivalence class [(0,1;2,0)]
m nrrm,mn m n 1
¢(0L1 o= < ¢ +1, ¢ +1 ﬁ¢ +1, > 7 (3.10a)
m N (0)
B (bm—i-l n(bm n+1 m,n

(b(l) _ < ¢m+1 n¢m n+1 /8¢m n+1> 1 ' (310b)

m+1,n+1 1)
B (bm—i-l n(bm n+1 m,n

This is another new integrable system (but see also [11]) which occurs only in three dimensions.
Again, this system cannot be decoupled to a scalar equation on a bigger stencil for either ¢(©)

or ¢(M)

Equivalence class [(1,2;1,2)]

Oé(bm 1,n _/8¢mn 1 1
¢m+1 n+l < + = (1) © (3113‘)

«Q (bm—i-l n(bm n+1 /8 (bm n—i—l(bm-l—l,n

@ (bm n+l /B(bm 1,n 1
Oerni1 = < . Y o (3.11b)
(bm—i-l n(bm n+1 /8 (bm,n—i-l(bm-l—l,n m,n

This is a new integrable system which can be decoupled to a nine-point scalar equation for either
of the functions involved in it. This scalar equation for ¢(9 can be written as

0
<a¢£n24—1 n+1 ﬁ¢m+2 n ) ( ¢m+1 n+1 52¢m n+2) Mm an n+1Mm+1 n+1

= ’ ’ ntL(3.12a)
a2¢m+2 n ﬁ2¢m+1 n+1

Nm,nNm+1,nNm+1,n+1

04¢m,n+2 5¢m+1 n+1

11



where
M = a¢ ¢m+1 n¢£22|_1 n+1 + 57 N = B(bm n¢m n+1¢ +1,n+1 +a, (312b)

while the corresponding equation for ¢(!) follows from (3.12) by replacing ¢,2,n with 1/ (b%)n
There is an interesting reduction of system (3.11) to the integrable equation [12]

Um,nUm+1,n+1 (um—l—l,n + um,n—l—l) +1=0. (313)

Specifically, system (3.11) reduces to equation (3.13) by setting
-1
21/3um,n ’

In particular, in view of the above reduction and setting for convenience o = 21/3 the Lax pair
for system (3.11) becomes

1
O Um+1,n i\
\I’m-‘rl,n = A 0 Um.om \I’m,ny
_2um,num+1,n A 0
-1
0 Um,n+1 )\1
\I’m,n—i-l = A 0 Um.m \I/m,ny
2um,num,n+1 A 0

providing us with another Lax pair for equation (3.13), compared with the one in [12].

Remark 3.2 (General N). Apart from the exceptional case (3.10), each of these examples can
be extended to general N. In particular, the equivalence class [(0,1;0,1)] is extended to

() () (i+1) (i+1)
¢£;)+1’n+1 _ ¢m,n+1¢;n+l,n (bm n+1 B(bm—i-l n i = 07 o ,N . 37 (315&)
£n+n) (b +1 ng +1

(N=2) (N-2)
N-2 ¢m n+1¢m+1 n o 5
¢£n+1,7)z+1 = < (N—2) ) Hp < — > , (3.15b)

agbm n+1 B¢m+1 o Hm,n-i—l Hm—i—l,n

where Hy, p, = Hj-vz_(f qb%?n, by using constraint (3.4b) to replace qb%\,[;l) in terms of the remaining
potentials.

This is equivalent to the N—component nonlinear superposition formula for the two dimen-
sional Toda lattice, given in [9] (see also [4]).

3.1.3 The Self-Dual Case

In the case when (kg,¢3) = (k1,¢1) = (k,¢), we may combine the two equivalence relations, 7o
of Section 2.2.2 and that of Proposition 3.1. The action on the parameters (k,¢) is given by

(k,0) — (N —k,N —£) = (N —,N — k) = (k,0).
Since (k, £) — (k,£) is an involution, we refer to such systems as dual. The self-dual case is when
(k,0) = (k,?), giving k + ¢ = N. In particular, we consider the case with

k+0=N, (—k=1 = k:%, z:%, (3.16)

12



so we require that N is odd. ‘
Combining the formula (2.15), with p = 2k‘ and Proposition 3.1, we have <;5m n nzkn -9 _ 1.
The self-dual case admits the reduction gbm,n = %’n, when o = —f (= 1, without loss of

generality), which we write as
PTG = 1, i =0,...,k— L.

The condition HZ]\L _01 gb,(f?,n = 1 then implies ¢£ﬁf n D _ 1. Therefore the matrices U, and Vi, p
are built from k& components:

1 1
Um,n = diag <¢£n+1 n(ﬁgi nl vt ¢£§+i n¢m n’ k 1 ) k 2
¢£n+l n ¢m "¢£’1+1 n

1 1
e
¢mn ¢m+1n ¢mn

with V},, , given by the same formula, but with (m + 1,n) replaced by (m,n + 1). In this case
the system (3.3) reduces to

(k—i—2) (k—i—2)
(%) (3 _ 1 ¢m+1n +¢m n+1 - _
Pint1,n41Pmin = i) i < Y | for i=0,1,....,k—1. (3.17)
¢£n+1n ¢£n n+1) ¢£n+1n +¢m n—l—l)

Remark 3.3. This reduction has Y=L components and is represented by an N x N Laz pair,

2
but is not 3D consistent.
When N = 3, we just recover the reduction (3.13).

Example 3.4 (The case N =5 with (k,¢) = (2,3)). Here we have two components ¢£2?n, qb%?n,
with ¢£7?L?n = (}) ) ¢£§?n = (%) ) (257(;?” =1, and

m,n m,n

1 <Z5m+1 nt ¢£73?n+1
¢ +1 n+l¢ - (1) 9

(bm—i-l n(bm n+1 (bm—i-l n + (bm,n—i-l

¢ m+1, n+1¢m n (¢m+1 n + ¢£2?n+1) =2.

3.2 Additive Potentials

Equations (2.7b) hold identically if we set
u%),n Xi;lq)—l— 1,n X%—i—ngl)? UﬁrZL),n = XgriL),n—l—l X%—Fnb)a (&S ZN’ (318)

Equations (2.7a) then take the form

(4) (i+41) (@) (i+£2)
(Xm—l-l n+l "~ Xm,n—}—l) (Xm—l—l n+1 Xm+12,n>

: = : (3.19)
k ko424 k k1+¢
(el = xR ) (i )
for i € Zn, and their solved form (2.8) is written as
i+k1)  (i+0 i+hs)  (i+¢ k1L i+ i+
(%) . X%niiX%,nﬂ - §Z+1?3Lx§2+f}l - Sfm ' 2)( Sb,n—ll—)l - XS@HQ,ZL) 390
Xm+1n+l = (k1) (i+k2) : (3.20)

m,n+1 Xm+1,n
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In this potential form, the Lax pair (2.1) can be written

\Ilm‘i'lv" = < (Xm—l—l,n —-Qh Xm,nQ_Zl) 0k + AQZl) \Ijm,na
(3.21)
\Ilmv""'l = < (Xm,n-i-l - Qb Xm,nQ_Zz) k2 + )\Qéz> \Ijm,na

where

X, = diag <X£2?na---,><%\7n )).

We can then show that the Lax pair (3.21) is compatible if and only if the system (3.19) holds.
In this case, conditions (2.20) become the first integrals

N-1 N-1

IT (xhin = XG5) = o™, (s = X)) = 8%, (3.22)
=0 i=0

where we have set a = oV, b = 8. Hence it is not always possible to reduce the number of
potentials x (in local terms) by employing these.

Remark 3.5. There do exist cases where we are able to reduce the number of potentials in
system (3.19) but not in Lax pair (3.21). In those cases, one may derive another local Lax pair
for the reduced system which will not belong to the class we consider in this paper.

3.2.1 Integrable Systems for N =2

Here there are three inequivalent integrable systems.
FEquivalence class [(0,1;0,1)]
Using constraints (3.22), we can replace either @ or Y| to obtain

(Xm-i—l,n-i-l - Xm,n) (Xm-l—l,n - Xm,n-i-l) =a’— 527 (3’23)

which is the discrete potential KAV or H1 equation [2, 13].
Equivalence class [(0,1;1,0)]

In this case, the corresponding system cannot be decoupled. It is omitted here as it follows
from (3.19) by setting k1 = f5 = 0 and /1 = k2 = 1. In the same way, its first integrals

0 1 0 1
(Xin,l—l n X%?n) (Xsnzl—l,n ng),)n) = 042, (Xsn?n—i-l ng),)n) (X7(77,)n+ Xm n> 62
follow from (3.22).
Equivalence class [(1,0;1,0)]
This is another case where the first integrals can be used to eliminate one of the two variables.

This leads to the Schwarzian KdV equation [13] (ie Q1 of [2], with 6 = 0):

042 (Xm,n - Xm,n-l—l) (Xm—l—l,n - Xm—l—l,n—l—l)_ﬁz (Xm,n - Xm—l—l,n) (Xm,n+1 - Xm+1,n+1) =0. (324)
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3.2.2 Integrable Systems for N =3

In the three-dimensional case N = 3 there exist six inequivalent classes which can be divided
into two categories.

1. The first category contains two equivalence classes, namely [(0, 1;0, 1)] and [(1,0; 1,0)], for
which we can reduce the number of potentials by employing the corresponding first inte-
grals. More precisely, using the first integrals (3.22), one can choose to eliminate potential

ng?n, and derive a two-component system for the remaining two potentials, denoted here

by P(ng?n, ng)n) In fact, working in the same way, the elimination of X%)n yields system

P(Xg,%?n, ng?n), whereas the elimination of X,(qz)n results to system P(ng?n, X%)n) In this
sense, the first integrals may be regarded as a periodic map of the corresponding two-
component systems P(X,(%?n, X,(%',El)), j € Zs. Moreover, for both classes, the corresponding
two-component systems can be decoupled further to nine-point scalar equations, and, we

may interpret the two-component systems as maps of the corresponding scalar equations.

2. The second category contains classes [(0,1;1,2)], [(0,1;2,0)], [(1,2;1,2)] and [(1,2;2,0)].
The common characteristic of these classes is that the corresponding systems involve three
potentials, the number of which cannot be reduced using the first integrals (3.22). To the
best of our knowledge, these systems are new. Also, the equivalence classes [(0,1;2,0)] and
[(1,2;2,0)], as well as the corresponding discrete systems, exist only in three dimensions,
as a consequence of (2.4).

FEquivalence class [(0,1;0,1)]

Consider the discrete system (3.19) and first integrals (3.22) with (k1,¢1; k2, f2) = (0,1;0,1).
We can employ the first integrals in order to eliminate one of the potentials from the discrete
system and derive a two-component system for the remaining potentials. Following the above

) (1)

discussion, we eliminate ¥ to obtain a system for (X,S,n, X,,i,n):

((0) (1) y, (1) (0) (1) 1

1
(0) . Xm+1,n — van)Xm+1,n - (Xm,n—l-l - Xm,”)xm,n—l—l

Xm+1n+l = (0) (0) ’
Xm 1,n Xm,n 1
i i (3.25)
X(lzi-l +1 = o+ : ( : B . )
m-1,n m,n 1 1 0 1 0 1 ’
Xgnzi-l,n - X£n?n+1 Xgnzi-l,n - Xgn?n Xgn?n—l—l - Xgn?n

which is a new integrable system.

On the other hand, using the first integrals we are not able to eliminate the potential Xgr%)n
from Lax pair (3.21). However, employing the three-dimensional consistency of system (3.25),
we are able to construct the following Lax pair for system (3.25), which does not belong in the

class of Lax pairs considered in this paper:

ng)ﬂ,n — Xinn 0 -1
Vint1,n -1 X£2)+1,n - Xgrlb?n 0 Vi s
Fon A X7(7(7),2|-1,n - ng?n
Xg?nﬂ - Xgrob?n 0 -1
Vi ntl -1 Xi??,?n-i—l - X%?n 0 Y
Gonn A X1 — Xinin
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where
3

« 0 1
Fm,n = 0 1 (X7(7721-1 n ng?n)(xgnzi-l,n - ng?n)?
(0) (1)
Xm-l—l,n Xm,n
. 5 0) 0) y( (1) 0
Gm,n . (0) ) - (Xm,n+1 X7(n)n)(Xm,n - X&n)n)

Xm n+1 - Xmn

Remark 3.6 (Reduction to the discrete Boussinesq equation). This system can be decoupled for
either of the variables to the nine point scalar equation known as discrete Boussinesq equation

[14].
Equivalence class [(1,0;1,0)]
Working as with the previous equivalence class, we can derive a two-component system for

any pair of potentials corresponding to the discrete system (3.19) and its first integrals (3.22)
with N = 3 and (k1, ¢1; k2, ¢2) = (1,0;1,0). The system can be written in the following form.

0 1 0 1
O X Bm ) = X1 An (i)
Xmt1nt1 = OO )
" m+1,(7(l]) m,n+1 o . (3‘26)
(1) _ O;’Xm—l—l n An(Xm,n) Ap ( ) ngm n+1 A (Xm n) Ap, (Xm,n)
Xm—l—l,n—i—l - .

3 A (xX) D (X)) = B3 A (5¢0) A (¢

A Lax pair for system (3.26) is of the form (3.21), with x(® replaced as discussed above. The
hierarchies of its symmetries and conservation laws were studied in [20].

3.2.3 Integrable Systems for General N

The two equivalence classes we discussed above can be defined in any dimension N and we can
always eliminate one of the potentials from the discrete systems using the first integrals.

FEquivalence class [(0,1;0,1)]

The following (N — 1)-component system is related to this equivalence class.

7 i+1 i+1 i i+1 i+1

() (Xgn)n—l-l X£”'+" ))Xgn—,i—n—?—l - (Xgn,)+1,n - Xg@fn))xgnil),n .

Xm—l—l,n-i—l = (Z) (2) 5 1= 0, . ,N — 3,
Xm,n—l—l Xm—l—l n
(3.27)
N N

N-2) () 1 o’ _ B

Xmttntlr = Xmn & vy g < X v )

m+1n — Xmpn+1
where X = H (Xm)Jrl n X%tll)) and Y = H (Xm)n—i-l X%tzl)).
It can be derived from the compatibility condition of the Lax pair
Upgin = (Qmpn — OV + o) Yo s

\Ijm,n—l—l - (,Bmm - QN_l + Km,n) \I’m,n 5
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where oy, n, and 3, , are N x N diagonal matrices with entries
N—i-1 N—i 0 0
(@mn);; = (1 =0 )(Xinﬂln )~ Xfam ”) +0i,N <X5n)+1n x%)n),

(Bunn)i; = (1= 0i8) (Ximia” =) + 0iv (XSt = X5 )
with all upper indices being considered mod(N — 1), and
(Jmn)ij = 0i N0 1 Xmn + 0i NOj N—1 (A + 1),
(Kmn)ij = 0iN0j1Ymn + 0 N0 N—1(A + 1),
where X,, , and Y}, ,, are determined by the requirement
det (Qmy — Q¥+ Jp) =X+, det (B, — QYT+ Kiny) = A+ 8V,
Equivalence class [(1,0;1,0)]

With (kqy,¢1;k2,¢2) = (1,0;1,0), one may eliminate potential X%YEI) from system (3.19),
using first integrals (3.22), to derive

(4) ( (1+1) (z+1)) (%) ( (i+1) (i+1))

(3) o Xm+1,n\Xm+1,n — Xmn Xmn+1Xmn+1 — Xmyn -
Xm—i—l n+l (i+1) (i+1) y 1= 07 s 7N - 37
Xm+1,n — Xmon+1
(N=2) 4 N
X(N 2) _ av Xm+1, n -8 Xm n—l—lB
e a Am,n BN By, ’
where
N— N—
H Xm ,n+1 Xm)n H Xm—l—l n Xm)n)

]:

A Lax pair follows from (3.21) using (3.22).

3.3 Backlund Transformations between Potential Forms

The introduction of two different sets of potentials allows us to derive a Béacklund transforma-
tion between systems (3.2) and (3.19), which follows from the combination of relations (3.1)
and (3.18). If we denote systems (3.2) and (3.19) respectively by R(¢®; ky, 01, a; ko, £2, 3) and
A(xW; ky, 01 kg, £o), then we have:

Proposition 3.7. The system of equations

bt (i ¢ D1 _ () y
Tk;) = Xm-i—ln X7(7Z1—i_nl)7 BW = Xm,n-i—l ngm—i_nZ)v

which we call Bra(o, x; k1,01, ; ko, o, B), defines a Bécklund transformation between systems
R(¢D; ey, L1, 0 ko, €2, B) and A(XD; ky, 015 ko, o).

Finally, if we combine Propositions 3.1 and 3.7, we have

17



Proposition 3.8. Consider systems .A(x(i); k1,015 ko, l2) and A(i(i);ﬁl, ky; 0o, ko) with ki +£; #
N. Solutions of one system are mapped to solutions of the other through the Bdcklund transfor-
mation

0) (i+01)\ (~(0) (k1) _ gLt gtk
Xm—l—l,n - Xm,n m+1ln ~ AMN - %Jrnkl) - ~£7il+n£1) )
Baa(x,Xx) = _ | ,
0) (i+62)\ (=) (ith)) _ gt gltke)
Xmmn+1 — Xmn Xmmn+1 — Xmn T gtk T R

where the auxiliary functions ¢ and 5 are related to x and X by the Bdcklund transformations
Bra(¢,x; k1,41, a; ko, £2, B) and Bra <¢7 X; 51,1€1,@_1;€2,1€2,ﬁ_1); respectively.

Remark 3.9. In section 2.4 we proposed a classification scheme of Lax pairs and corresponding
integrable difference equations, in terms of their level structures. Propositions 3.1, 3.7 and
3.8 place these systems within families related with each other by Bdcklund transformations.
Schematically, it is encoded in the following diagram:

R(6D: ki basks b, 8) = T & R(6Db0ki Lils, o} )

™ ™
Bra Bra
™ ™

AN k1, ko, bs) S Baa S ARW; 1, k13 62, k)

3.4 The Degenerate Case

The final class of coprime system discussed in our classification scheme of Section 2.4 is the
degenerate case, for which b = 0. From conditions (2.20) we set

m,n

N-2
u%\fn_l) =a 11 GRE oN=1) — (3.28)

Um,n

If vﬁn]\f{ U is the only zero component, then equation (2.7a) for i = N — 1 implies that k; = 0.

Hence ¢; # 0 and l3 = ko + ¢; (mod N), which follows from the consistency condition (2.4).

Using (2.7a) to eliminate o equation (2.7b) implies

m+1,n°
(i) u) +1
i+¢ i+, % m,n i
m,n

With ¢ = N — 1, we have

,U(Zl—l) — u%?n—l) . U(N_l)

m,n+1°
Using (3.29) for the inductive step, we can show that

vﬁgfﬁ_l) _ u%?:(q—l)zl—l) _ Uiivr:)l P, (3.30)
where
(gf1—-1)
P o um,n-{—l P ith P =1
T s e W A=k

This leads to the general formula given in (3.31) below.
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Proposition 3.10. Let (0, ¢;; ko, l2) € QN with (N, 61) = (N, k2—€2) = 1. Consider the system
(2.1), with Uy, p, = Urnm, Vinn = vmek? where

m,mn ) m,n

N-1
Uy = diag (u(o) ...,u%;l)) with  det(m,n) H Uy, (i)
=0

and vy, , = diag (vﬁ,g?n e ,vﬁn]\f{m ,O). Then with

_ N-—1
Ugr?n 2 = %Qn b — usn,n—i-)la
(3.31)
q—1 -
l1—1 4 1)é1—1 N (rt1-1)
v,(,‘{ﬂll )—u(2+(q a-1 fnn+)1H ,:L;H_l s£1 ) q=2,...,N -1,
r=1 s=0

the system (2.7a) leads to a system of equations for the components u(®,

We now present inequivalent integrable systems for NV =2 and N = 3, and give the system
which corresponds to the level structure (0,1;0,1) for any dimension N. Whilst our general
discussion has concentrated on the case vN~1) = 0, with other components nonzero, we also

present some cases, for N = 3, for which vy(,i)n = v,(,%)n =

3.4.1 Integrable Systems for N =2

In two dimensions, there exists only one nontrivial system:
Level Structure [(0,1;0,1)]

We set
(1) _a 20 a

n - um,na um,n - b m,n - um,n Y
Um,n Um,n+1

w9

and the resulting equation is Hirota’s KdV equation,

a a
— + Umn+1 = Um+1,n + .
Um+1,n+1 Um,n

(3.32)

Remark 3.11. The system which follows from the Lax pair with structure (0,1;1,0) can be
easily shown to be reducible to an ordinary difference equation.

3.4.2 Integrable Systems for N =3

In three dimensions, only two systems arise.
FEquivalence class [(0,1;0,1)]

In this case the system may be considered as the two-component analogue of Hirota’s KdV
equation (3.32), for the components u,(f,,?n, u%)n We have
@ ___* o _,0 % m _,0 a

mn = @ @ 0 Ume T Ume Ty @ 0 Yme T Ume T o) @
m,nUm;,n mn-i—lum n+1 m,n Uy, n+1

U
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together with the system

a ©  _ 0 a
(0) ) T U1 = Umyin T o) @ (3.33a)
Upm+1n4+1%m¥1,n+1 U n Uy i1
a 1) _ @ a
() 6 T Upint1 = Upgfip T+ OO (3.33b)
Upn+-1,nUm~+1,n+1 UmnUmn

. . . . 1 . 0
This example admits a reduction, with %(n)n = 0, corresponding to usn)n = oo — In
UmnWUpm 1

this case, (3.33b) holds identically, whilst (3.33a) takes the form of a six point equation

1 a () a
ugn)n LG ) = Uptint2 T o (3.34)
um—i—l,num-‘rl,n—i-l um,n+lum,n+2

Remark 3.12. Another reduction, with vﬁg?n = 0, corresponds to u%)n =~ n which
u

m,nu,,,L’n,l
case system (3.33) reduces again to equation (3.34), but for u®). System (3.33) and its reductions
(3.84) were derived first in [6] in a different context.

Equivalence class [(0,1;1,2)]

In this case we introduce variables uy, , and vy, by

0 1 1 2 @
usn?n = Um,nVUm,n, u7(n3n =) Ugn?n =
m,n Um,n
1 a 1
0 1
Ugn,,)n = - ) Ugn,,)n =a — UmnUmmn+1 | »
Um,n Um,n+1 Um,n
to derive the system
a
Um,nVm,n T = + QUm+1,n Umt-1,n+1 5 (3353)
Um+1,n Um,n+1
a 1
Um,n+1Vm,n+1 + = + QU n Umn+1 - (335b)
Um+1,n+1 Um+1,n

Noting that the left hand sides of these equations are related by a shift in the n direction, we
can derive an equation for the single component wu:
1 1

AUm4+1,n+1Um+1,n+2 + = + aUmnUmntl - (336)
Um,n4-2 Um+1,n

Equation (3.35a) is then a first order, “driven” difference equation for vy, .

Remark 3.13. The further reduction v%)n = 0 corresponds to Uy, = m, after which

(3.35a) is identically satisfied, whilst (3.35b) takes the form of (3.36). Similarly, the choice
1)7(797)” = 0 corresponds to vV p = QUpm -1 and reduces system (3.35) to equation (3.36) again.

Equation (3.36) is related to

1
Um+1,nUm,n+1 (um,n +um+1,n+l) + a = 07

found in [12], which, up to inversion of one of the lattice directions, is equation (3.13). Fi-
nally, equation (3.36) is also related to equation (3.34) by the point transformation (u;;,a) —
(L/u—sj,1/a).
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Equivalence class [(0,1;2,0)]

As in the two-dimensional case, the resulting system can be reduced to a scalar ordinary
difference equation, so is not considered here.

3.4.3 Integrable Systems for General N

The equivalence class [(0,1;0,1)] is defined for any dimension N. From Proposition 3.10 with
ko = 0 and ¢; = f5 = 1, we find that

fuﬁ,’@)n = u(’ - aH (T H (S , (3.37)

r=0 Umn s=; mn+1

in view of which we derive the system

(4) (@)

NORNO: B Ay n ENORMO B AUy 1 (3.38)
m,n“m+1n i—1 (1) N—2 (s) m,n "m,n+1 i—-1 (r) N—-2 (s) ’ ’
HT’ZO um—l—l,n Hs:i um—l—l,n—l—l HT’ZO m,n 1 1ls=q um,n—l—l

where ¢ € Zn_1.
This system can be reduced further by setting v = 0 for i # 0, after which all other
(1)

variables can be written in terms of w,,}, and its shifts. Setting u,,, = % and employing
Umn

a > %, we obtain

N-2
a
S E— H Umnt+i = H Um+1,n+i + 5 (339)

Um+1n+N-1 =0 Um,n

which obviously involves 2N points. The above equation coincides with Hirota’s KdV equation
(3.32) for N =2, and, up to the inversion of u and a, becomes equation (3.34) when N = 3.

4 The Non-Coprime Case

Our classification of Section 2.4 finished with the non-coprime case, which may be considered as
representing a coupling between coprime systems. This follows by the block structure described
in Proposition 2.9. In this short section we give some examples to illustrate this structure.

It should be emphasised that the permutation matrix P depends only upon the greatest
common divisor, p = (N, ¥; — k;), so all matrices with the same p can simultaneously be put in
block form. We can see from formula (2.18) that when k; (respectively k2) is a multiple of p, then
L (respectively M) takes block diagonal form. If both L and M take block diagonal form, then
the system decouples into p copies of the same g—component system. Otherwise, the system is
organised as a coupling between the g—vectors u; = (u®, u(+P) . (+Ple=1)) j =0, ...  p—1.

Example 4.1 (N = 4, ¢;—k; = 2). Using the notation of Section 2.3, we have p = 2,q¢ = 2,7 = 1.
Inequivalent choices of (ki,¢;) are (0,2),(1,3) or (2,0), in which case we have respectively

0,1 0,1 1,0
L = L(()2 ) 0 L = 0 Lg2 ) L = Lg2 ) 0
0 L(O,l) ’ L(LO) 0 ’ 0 L(LO) ’
13 13 13
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where LZ(.;C’Z) is the 2 x 2 matrix of level structure (k,¢) and depending on variables (u%)n, u%)n)
We must also choose M to have one of these structures.

If we choose both L and M to be block-diagonal, then components (0,2) and (1, 3) decouple.
For example, with level structure (0,2;0,2), we can use (3.1) to define (¢£2?n,a0,ﬁ0), with
55)” = (¢§23n)—1 and (gb%?n,al, B1), with ¢§$’)n = ((b%?n)_l to obtain two copies of the modified
KdV equation (3.5).
On the other hand, if we choose level structure (1, 3; 1, 3), then equation (2.2) yields a coupled
system

0,1 1,0 0,1 1,0

Ly (s ) MY (Vi) = MG V1) L (W),
1,0 0,1 1,0 0,1

L3 i )M Vi) = M Vin,0) L™ ().

If we use (3.1) to rewrite the equations in quotient potential form, and set ¢£2?n =1/ ¢S,?n = Om,n

and 1/ gb,%)n = Q)n = ¥m n, we obtain the following coupled two-component system.

a¢m,n+1 - ﬁ¢m+1,n
a¢m+1,n - ﬁ‘ﬁm,n—l—l

a¢m+1,n - ﬁ¢m,n+1
a¢m,n+1 - ﬁ¢m+1,n

’ wm,n¢m+1,n+1 -

¢m,n ¢m+1,n+1 =

This system can be decoupled for either of the functions involved in it to the following five-point
equation.

(a(bm-l—l,n—i-l - /8¢m+2,n> <a¢m+1,n+l - /8¢m,n+2> o
B¢m+l,n+1 - a¢m+2,n /8¢m+1,n+1 - a¢m,n+2

<Oé¢m,n¢m+1,n+1 + 5) <a¢m+1,n+1¢m+2,n+2 + ﬁ)

B¢m,n¢m+l,n+l + « B¢m+l,n+1¢m+2,n+2 + «

which could be interpreted as a discrete version of the modified Hirota-Satsuma equation, which
has a 4 x 4 matrix Lax pair (see section 3 of [5]).

Example 4.2 (N = 6, ¢; — k; = 2). Using the notation of Section 2.3, we have p = 2,q =
3,7 = 1. Inequivalent choices of (ki,¢1) are (0,2),(1,3),(2,4),(3,5),(4,0) or (5,1). The choices
(0,2),(2,4) and (4,0) give block diagonal forms for L. The choices (1, 3) and (3,5), respectively,
give the following forms for L:

(0,1) (1,2)
I < ((1)72) Logs > 7 I — < ((2)’0) Lyga > 7
Liss 0 L3 0
(a)  (b)

where Lng) is the 3 x 3 Lax matrix of level structure (k, £) and depending on variables ., Umn
and uﬁ,?n To obtain a coupled system, we could choose L to be one of these three structures,
with M being any of the six.

For example, the choice (1, 3;1,3) leads to the system

0,1 1,2 0,1 1,2
L(()24)(um7n+1)M1(35 )(me) = M0(24 )(Vm+1,n)L§35 ) (W)
1,2 0,1 1,2 0,1
L§35 ) (um,n+1)M(§24 )(Vm,n) = M1(35 )(Vm+1,n)L((J24)(um,n)’
whilst the choice (1, 3;3,5) leads to the system
0,1 2,0 1,2 1,2
Lg24)(um,n+1)M1(35 )(Vm,n) = M(g24 )(Vm+1,n)Lg35 ) (Wm,n),
1,2 1,2 2,0 0,1
Lgss ) (um7n+1)Mé24 )(me) = M1(35 )(Vm+1,n)L824)(um7n)-
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The explicit form of the latter, in quotient potential form, with gbmn = 1/9059,3”, gb%?n =
TZJmn; mn (Pgrol,?n/wﬁg,)n and (ﬁgrll,,n 1/7/1mn7 ign = SpirlL)ru rrsl,n wmn/%@mrn is

1) 1) 1)
(0) , (0) . a(pm—l—l nwm n+1 - B . P, n+1 /me—l—l nwm n+1
(pm n(ipm+1 n+1 — (1) 9 wm n¢m+1 n+1 — ( ) )
Oﬂpm—i—l n ﬁ(pm—i-l nPm n+1 Oﬂpm—i—l n ﬁ(pm—i-l nPm n+1
(0)
@ 1) . P, n—l—lwm—l—l n_ B . a('pm—l—l n ﬁ¢m+1 n¢m n+1
(pm n(ipm+1 n+1 — (0) ’ wm n¢m+1 n+1 — (0) )
Oﬂz[)m,n—l—l ﬁ(pm—l—l nPm n+1 Oﬂz[)m,n—l—l ﬁ(pm—l—l nPm n+1

which should be compared with system (3.9).

Example 4.3 (N = 6, ¢;—k; = 3). Using the notation of Section 2.3, we have p = 3,¢ = 2,r = 1.
Inequivalent choices of (k1,¢1) are (0,3), (1,4),(2,5),(3,0), (4,1) or (5,2). The choices (0, 3) and
(3,0) give block diagonal forms for L. The choices (1,4) and (2, 5), for example, give the following
forms for L:

o Ly o o o LiY
_ 0,1 _ 1,0
L=| 0 o %Y, =] 1” o o |,
L&? o 0 o L4Y o

(a)

where L((lIZ’Z) is the 2 x 2 Lax matrix of level structure (k,¢) and depending on variables
and ug?n The choice (2,5;2,5) leads to the system

0,1) 0,1 1,0
LG (s )M (Vi) = MY (Vin1.0) L (W), (4.1a)

(1,0) _ (1,0) 0,1)
Liy " (um, n+1)M03 (me) = My (Vinr1,n) Lo (Wnn), (4.1b)

1,0) 1,0 1,0
L5 (W4 )M (Vi) = M35 (Vi1 L3 (W), (4.1¢)
Writing the equations in potential form (3.1), with ¢£2?n =1/ ¢57?{)n = zpﬁ??n,&i?n =1/ (ﬁ%)n =

¢mn, mn 1/¢ = ,(qz)n, we obtain the system
(i+2) (i+2)
% awmn me N i .
wﬁn)—i-l,n-i-l = ( 2+2+1 2_—:21 > djgnt} , 1€ ZLs, (42)
Oﬂpm—i—l n me n+1

which is a coupled discrete MKdV system, reducing to (3.5) when all components are equal.
On the other hand, the choice (1,4;2,5) leads to the system

0 0,1 1,0
L Wi )M Vi) = MEY Vin1,0) LS (), (4.3a)
Li(z)ll)(umn+1)M ( n) - Ml(iio)(Vm+1,n)L((]%71)(um,n)7 (4'3b)
L Wi )M (Vi) = MBE? Vi 10) LG (). (4.3¢)

Writing the equations in potential form (3.1), with ¢,(3,?n = 1/@5,(;3? = i/)mn,gbmn = 1/gz5(1 =

TZJm n m ) = 1/¢ = 1/17(3,)”, we now obtain the system
1) (i4+2)
o — Py v +1¢ 11, .

¢m n—i—lwm—i-l n ﬁ

which is a coupled system of Hirota’s discrete sine-Gordon equations, reducing to (3.6) when all
components are equal.

The above generalisations of the discrete MKdV and of Hirota’s discrete sine-Gordon equa-
tions, with this 2 x 2 block structure, are easily extended to an arbitrary number of components.
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5 Building the Lattice

We now consider some interesting lattices which can be built out of our systems. Of course, we

may take a copy of the same L — M pair around each quadrilateral of the planar lattice. However,

in this section we wish to describe other, more exotic, lattices, formed by taking different systems

around adjacent quadrilaterals. Such systems have received much attention recently [10, 7].
These are most conveniently described in terms of quotient potentials.

5.1 The General Case

Here we exploit the condition (2.4) and build lattices for which the number ¢; — k;, calculated in
each quadrilateral, is fized (modN). This can be done by assigning to every edge of the lattice
a Lax matrix with a certain level structure and by taking into account the following two rules:

1. Lax matrices on opposite edges have the same level structure and are related by shifts.
2. On every elementary quadrilateral, level structures assigned to the edges belong in Q.

Each quadrilateral will then have a specific choice of (k1, ¢1; ke, £2), subject only to ¢; — k; being
fixed (modN). To determine which combinations give inequivalent systems, we must take into
account the equivalence relations of Definition 2.7 and Proposition 3.1. As a result only two
inequivalent systems arise when N = 2 (Figure 1) and only four when N = 3. In this way, every

(2,0)

(1,0 ) i
(1,2)

(0,1 ) '
0, 1) (1,0) 0.1)

(0,1) (1,2) (2,0)

Figure 1: Opposite edges carry matrices with exactly the same structure. Here it is demonstrated the
simplest configuration for the case of N = 2 (left), which corresponds to a black-white lattice [21], and
the case of N = 3 (right). Quadrilaterals with the same colour carry equivalent integrable systems.

quadrilateral carries a different discrete system deriving from the compatibility condition of the
corresponding Lax pair.

We can then introduce a third direction. Above a square with (ki,¢1; ke, ¥l2), with ¢y —
ky = {1 — k1 (modN) we can place a third direction, with level structure (ks,¢3), such that
U3 — ks =01 — k1 (mod N). Above the lattices of Figure 1 we therefore build respectively four or
nine cubes. For each cube, opposite faces have the same level structure (and therefore the same
planar system of equations). For the examples of Figure 1 all cubes either have four equivalent
faces (with the remaining two being different) or siz equivalent faces. Whatever the choice of
(ks, £3), the cubes can be consistently placed above the planar lattice (with common faces having
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the same level structure). Around each cube the array of systems are consistent. Since opposite
faces have the same level structure, the “ground floor” planar lattice is reproduced on the “first
floor”, so the procedure can be repeated. In this way, we build a 3D consistent lattice.

This 3D consistency is another manifestation of the integrability of these systems. In fact,
the two equations corresponding to the “vertical faces” of the cube can be interpreted as a
Béacklund transformation for system on the “horizontal face”. In this way, two copies of system
(3.9) serve as a Bécklund transformation for system (3.11).

5.2 The Non-Coprime Case

We saw in Section 4 that when (N, ¢; — k;) = p # 1, then the discrete system (2.7) takes the
form of a coupled system, involving ¢ X ¢ matrices, where N = pg. We can, of course, follow the
general procedure described above.

For example, with N = 6 and ¢; — k; = 3, we may consider a lattice that looks like the
two-dimensional case of Figure 1, but with 3 components at each vertex. We just replace (0, 1)
and (1,0) by (1,4) and (2,5) to obtain the coupled discrete modified KdV (dMKdV) system
(4.2) in the light coloured squares and the coupled discrete sine-Gordon (dSG) system (4.4) in
the dark squares.

However, we wish to introduce a different lattice, more closely reflecting the coupled system
in the non-coprime case. We describe the procedure within the context of Example 4.3.

Example 5.1 (Coupled dMKdV and dSG Systems for N = 6). We note that for the AMKdV
case, compatibility conditions (4.1) define three “elementary quadrilaterals”, with edges labelled
by the appropriate (k, ¢, a,b), shown in Figure 2. The first and second of these share a common
edge, indicated by Még’l) and similarly for the second and third. This is also true for the right
edge of the third quadrilateral and the left edge of the first. Similar identifications can be made
between top and bottom edges, so it is possible to construct consistent arrays of elementary
quadrilaterals to form a lattice. We can draw similar elementary quadrilaterals for any of the
coupled systems for which ¢; — k; = 3.

0,1 1,0 1,0
Liz" Ly;"” Li"”

1,0 0,1 1,0 1,0
My Mg My My
1,0 0,1 1,0

L Lgz" Ly;”

Figure 2: Elementary quadrilaterals for the coupled MKdV System

When written in terms of the quotient potentials, the equations depicted by the three el-
ementary quadrilaterals of Figure 2 are precisely equations (4.2) for ¢ = 0, 1,2 respectively.
Notice that, from the structure of these equations, each vertex of the quadrilateral is associated
with a specific variable MONFRS {0,1,2}. Similarly, each of the three elementary quadrilaterals
corresponding to equations (4.3) gives just one component of equations (4.4).

The elementary quadrilaterals can then be drawn in a very simple way, just indicating the
specific variables which correspond to the particular quadrilateral. These are depicted in Figure
3 (for both the dMKdV and dSG cases), where nine such elementary quadrilaterals are shown
in the unique consistent configuration (for each choice of ¢ € {0,1,2}). This configuration is
then extended periodically to the whole plane.
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k 7 k k 7 7 k
J k 0 J J 7 k J
7 J k 7 7 k 7 7

Figure 3: Patterns on the lattice with (i,7,k) € {(0,1,2),(1,2,0),(2,0,1)} : The first involves a copy
of modified KdV on every quadrilateral, whereas, in the second pattern, every quadrilateral carries a

sine-Gordon equation.

Remark 5.2 (Interlacing Columns). We can also interlace columns of the dMKdV lattice with
columns of the dSG lattice. The only constraint is that right vertices of the left column must
correspond to the left vertices of the right column.

Corresponding to each choice of i € {0,1,2} there is also a unique 3D consistent cube, shown
(for both the AMKdV and dSG cases) in Figure 4. Each face of the dMKdV cube corresponds
to an dMKdV equation. It is not possible to build a consistent cube from just dSG faces. Two
of the faces must be of AMKdV form (we already saw this in the 1 component case).

For the dMKdV case, opposite faces are related by the shift i — ¢+ 1 (mod 3). Starting with
a planar dMKdAV lattice in the “horizontal plane”, there is a unique configuration of AMKdV
cubes with such “bottom faces”. On the “first floor” we now have the shifted planar lattice (with
i — i+ 1(mod3)), whilst on the “second floor” we have the twice shifted planar lattice (with
i +— i+ 2(mod3)). Since the whole process is periodic, the next shift gives back the original
“ground floor” lattice. In this way, we build a unique 3D consistent lattice.

1+ 2 1+ 2

Figure 4: The first cube involves only copies of the modified KdV equation, whereas the second cube
carries two copies of mKdV (bottom and top faces) and four copies of the sine-Gordon equation.

For the dSG case we can choose the top and bottom faces to be of AMKdAV type. We are
then obliged to use a slightly different form of the dSG equation, corresponding to interchanging
the positions of (1 and (2 in the i*" equation. This corresponds to the involution f” =
fi—i1—j, for any function f located at vertex (i, j) in the planar lattice.

Starting with an dMKdV planar lattice in the “horizontal plane”, there is a unique config-
uration of dSG cubes with such “bottom faces”. On the “first floor” we now have the shifted
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planar lattice (with i — i + 2 (mod3)), whilst on the “second floor” we have the twice shifted
planar lattice (with ¢ — i +4 = i 4+ 1(mod3)). Since the whole process is periodic, the next
shift gives back the original “ground floor” lattice. In this way, we build a unique 3D consistent
lattice. The 3 x 3 x 3 cube, with bottom and top faces in the configuration of the dMKdV lattice
shown in Figure 3 has side faces with the dSG pattern of Figure 3, but oriented so that vertices
match at the base.

We can then place this side face on top of the planar dSG lattice of Figure 3, and the 3 x3x 3
cube above this planar dSG lattice is the unique consistent cube (exactly the one we could have
built directly).

In this way we obtain two 3D lattices which consistently support a mixture of dMKdV and
dSG equations on quadrilateral faces.

5.3 The Initial Value Problem

The initial value problem for the standard planar lattice with a single system over the entire
plane is just a multi-component version of the scalar case. Since the equations can be solved
for evolution in any direction, we can set initial conditions on (for example) a staircase. This
statement does not change if we introduce the “multicoloured” lattices of Section 5.1. The
extension to the 3D lattice is standard.

However, for the lattices constructed in Section 5.2, the situation is different. Since the
equations can still be solved for evolution in any direction, we can again set initial conditions
on (for example) an arbitrary staircase. However, since each vertex only involves a subset of the
systems components, we cannot determine the values of the other components at this vertex.

To be specific, suppose we consider the AMKdV system (4.2) and the corresponding planar
lattice shown in Figure 3. For simplicity, we consider the equation in the first quadrant (m,n),
with m > 0, n > 0 and set initial conditions on the axes. It can be seen from Figure 3 that we
have three possible configurations of initial conditions, depicted in Figure 5 by the black vertices,
where (7,7, k) € {(0,1,2),(1,2,0),(2,0,1)}. We can then use the equations to calculate specific
values on the next (white) “L” shape (a similar configuration, but with index ¢ shifted by 2 in
the diagonal direction). Each iteration involves this shift by 2, so after 3 iterations we return to
the same configuration, as depicted by the grey vertices. In this way we build a unique array
of the letters (i,7, k), in the pattern given in Figure 3, and thus build three different lattices,
depending upon the choice of values for these letters.

Remark 5.3. The standard lattice, with the whole coupled MKdV system on each quadrilateral,
1s obtained by superposition of these three lattices.

Remark 5.4. Since we can calculate the value of 1)(©) (say) on a specific sub-array of vertices,
we conjecture that a higher order equation exists for ¥ alone. In fact, it follows from the
symmetry of the system that each component V9 would satisfy the same higher order equation.

6 Conclusions & discussion

In this paper we considered the class of discrete Lax pairs (2.1) and a classification problem for
such systems. We were naturally led to considering coprime vs non-coprime cases and focussed
mainly in the analysis of the coprime case. We were also naturally led to considering generic
vs degenerate cases. All aspects of the generic case can be systematically analysed, but the
degenerate systems requires a case by case analysis, so their classification is far from complete.
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Figure 5: Patterns on the lattice and initial value problems with (i,7,k) € {(0,1,2),(1,2,0),(2,0,1)} :
Every black vertex carries the initial value of the corresponding variable, e.g. the left bottom vertex carries
the initial value of . This initial pattern repeats after three diagonal steps leading to the updated gray
vertices.

The generic coprime case has two natural descriptions in terms of potential functions. These
are related through a Backlund transformation, but some well known, low dimensional, examples
fit naturally into each description. We presented all the inequivalent systems in two and three
dimensions. As well as the very well known systems, we found several new ones, including (3.9),
(3.10), (3.11), (3.17) and (3.25). The degenerate case lead to Hirota’s KdV equation and its
multi-component generalisations (3.39). Reductions of the three dimensional systems resulted
in new 2—component integrable systems (3.33) and (3.35), with further reductions leading to
integrable scalar equations (3.34) and (3.36) which are defined on six-point stencils, which may
be considered as the discrete analogue of higher order hyperbolic partial differential equations
(3].

In Section 4 we presented some examples of non-coprime systems, which give a mechanism
for coupling coprime systems. In particular, we presented coupled systems of the discrete MKdV
equation and of Hirota’s discrete sine-Gordon equation. In Section 5 we discussed the problem of
building 2D lattices with a mixture of equations in adjacent quadrilaterals and also the extension
to 3D consistent systems.

There are a number of open questions. We have found several reductions to lower dimen-
sional systems (such as (3.17) and (3.39)) but have no systematic way of analysing these. The
connection with well known reduced PDEs, such as the Sawada-Kotera and Hirota-Satsuma
equations is also not clear. In this paper, we restricted our Lax pairs to be linear in A. Similar
Lax pairs, polynomial in A would be interesting to consider.
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