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Highlights 

 Shear zones are difficult to form without a dynamic weakening mechanism 

 Dynamic weakening can quickly localize strain into an interconnected weak zone 

 Competing weakening and strengthening processes impact shear zone pattern  

 Shear zones are dynamic in time and space within a single deformation event 

 Finite strain patterns do not fully represent the evolution of a shear zone network 
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Abstract 12 

The spatial and temporal patterns of strain localization in materials with pre-existing 13 

heterogeneities are investigated via a series of two-dimensional numerical models. 14 

Models include (i) a dynamic feedback process, to simulate rheological weakening in 15 

response to the transition from non-linear flow (dislocation creep) to linear flow 16 

(diffusion creep/grain boundary sliding), and (ii) a time dependent strengthening 17 

process, counteracting the weakening process. Different load bearing framework 18 

geometries with 20% weak component are used to evaluate the impact of geometry 19 
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on the strength of the material and its ability to localize strain into an interconnected 20 

weak layer (IWL). Our results highlight that during simple shear, if dynamic 21 

weakening with or without strengthening feedbacks is present, strain is quickly 22 

localized into an IWL, where an increasing proportion of weak material increases the 23 

interconnections between the IWLs, thereby increasing the anastomosing character 24 

of the shear zones. We establish that not only bulk strain localization patterns but 25 

also their temporal patterns are sensitive to the dominance of the weakening or 26 

strengthening process. Consequently, shear zones are dynamic in time and space 27 

within a single deformation event. Hence, the pattern of finite strain can be an 28 

incomplete representation of the evolution of a shear zone network.  29 

Keywords 30 

Anastomosing; shear zone; dynamic weakening; material strength; geometry; weak 31 

component 32 

1. Introduction 33 

Strain localization fundamentally controls a material’s rheological response to 34 

deformation. Shear zone initiation and development is, therefore, widely studied at 35 

all scales, from single crystal behaviour to crustal scale high strain zones (e.g. 36 

Carreras, 2001). There is well-documented evidence of the major role localization 37 

plays in governing important rheological and economic structures (e.g. Bouchot et 38 

al., 1989). However, speculation remains regarding the mechanisms and patterns of 39 

strain localization, including the influence of rheology and geometry of pre-existing 40 

heterogeneities, and the importance of weakening and strengthening processes. For 41 

example, field evidence indicates strain concentration is highly variable, from single 42 



zones of ultramylonite to mylonite, to anastomosing, that is, interconnected, sets of 43 

high strain zones (e.g. Arbaret et al., 2000; Carreras et al., 2010; Svahnberg and 44 

Piazolo, 2010). Understanding the underlying principles for this variability will 45 

improve our ability to utilize shear zone localization patterns for characterization of 46 

material behaviour through time and to model Earth processes. 47 

Rock heterogeneity impacts strength anisotropy, the bulk strength and the evolution 48 

of the fabric governing where localization occurs. Heterogeneity results from the (i) 49 

strength contrast between the phases (e.g. Dell'Angelo and Tullis, 1996; Handy, 50 

1994; Hansen et al., 2012; Holyoke III and Tullis, 2006); (ii) interconnectivity, and 51 

geometric patterns of weak components (e.g. Gerbi, 2012; Gerbi et al., 2016; 52 

Treagus, 2002; Tullis et al., 1991); (iii) pre-existing fabrics, for example, foliation (e.g. 53 

Montési, 2013; Rennie et al., 2013) and brittle fractures (e.g. Segall and Simpson, 54 

1986); (iv) volume fraction of weak components (e.g. Handy, 1994; Shea and 55 

Kronenberg, 1993; Takeda and Griera, 2006; Treagus, 2002); and (v) deformation 56 

mechanisms active in each phase (e.g. Dell'Angelo and Tullis, 1996; Holyoke III and 57 

Tullis, 2006).  58 

Strength anisotropy can also evolve by (i) fluid ingress and egress, with or without 59 

reactions, creating weaker phases (e.g. Finch et al., 2016; Holyoke III and Tullis, 60 

2006), (ii) changes in temperature, perhaps due to shear heating (e.g. Hobbs et al., 61 

2008; Platt, 2015; Poulet et al., 2014), and/or (iii) recrystallization, causing grain size 62 

reduction (e.g. Drury, 2005; Warren and Hirth, 2006) and/or grain coarsening (e.g. 63 

De Bresser et al., 1998). Both strengthening and weakening by grain size reduction 64 

and growth processes (e.g. Herwegh and Berger, 2004) and water transfer (Finch et 65 

al., 2016) have been shown to occur simultaneously in a shear zone. Such coupled 66 

and competing processes are known to be important in the Earth’s crust, changing 67 



the underlying deformation processes as the balance between the processes 68 

changes (e.g. Chester, 1995; De Bresser et al., 1998). 69 

Numerical models of evolving strength anisotropy due to grain size changes have 70 

been used to explore strain localization. Jessell et al. (2005) implement grain size 71 

reduction and growth processes resulting in rheological softening and hardening, 72 

respectively. In contrast, Cross et al. (2015) use a grain size paleopiezometer to 73 

drive the balance between grain size growth and reduction to a steady state grain 74 

size, while Herwegh et al. (2014) implement a dynamic transition between grain size 75 

insensitive and sensitive flow regimes using a paleowattmeter. Other authors (e.g. 76 

Jessell et al., 2009; Mancktelow, 2002; Takeda and Griera, 2006) have implicitly 77 

modelled strength variation using viscosity as a proxy for grain size.  78 

In this contribution, we take a numerical approach and investigate the local dynamic 79 

feedback between weak and strong components, using stress dependent weakening 80 

and time dependent strengthening as a proxy, rather than explicitly defining a 81 

particular strengthening or weakening process. We examine how this dynamic 82 

feedback process can readily cause an initially load bearing framework (LBF), where 83 

the weak phase is surrounded by a strong matrix, to form an interconnected weak 84 

layer (IWL) parallel to the shear plane. In contrast to Handy (1994), who used the 85 

IWL and LBF as end member geometries, the numerical models used here show a 86 

dynamic feedback process can readily create an IWL from a LBF. We find the IWLs 87 

interconnect where the weakening process is widespread, that is, the anastomosing 88 

character of the shear zones increases. Even though the processes responsible for 89 

weakening and strengthening may operate at the grain scale, our model describes 90 

patterns that can be applied up to km-scale localization.  91 



2. Numerical set-up 92 

2.1. General model 93 

Elle, an open source numerical simulation platform (Bons et al., 2008), is used to 94 

model deformation of a two-dimensional structure undergoing dextral simple shear. 95 

In the Elle platform multiple processes may act sequentially upon the numerical 2D 96 

structure (Supp. Fig. 1a). Here, processes include viscous deformation and/or 97 

rheological weakening and/or rheological hardening. The viscous deformation of the 98 

model is handled in the finite element method (FEM) code, Basil (Houseman et al., 99 

2008). The 2D structure consists of two layers of information. Layer 1 records 100 

polygon geometry (Fig. 1a(i)) where each polygon is defined by a closed loop of 101 

boundary nodes connected by straight segments (Supp. Fig. 1b). Physical properties 102 

including viscosity pre-factor, viscous flow law are defined for each polygon. 103 

Cumulative and instantaneous strain and stress are recorded as the simulation 104 

progresses. In contrast to many previous applications of the Elle platform (e.g. 105 

Llorens et al., 2016; Piazolo et al., 2002), each polygon represents an area of similar 106 

physical properties rather than a specific grain, such that straight segments between 107 

boundary nodes should not be considered as grain boundaries. Layer 2 is an initially 108 

100 x 100 square grid mesh of unconnected nodes or material information points 109 

(Supp. Fig. 1b). In this implementation, the Layer 2 of unconnected nodes provides 110 

passive markers of the deformation field as the model run progresses (e.g. Jessell et 111 

al., 2009).  112 

A complete simulation includes defining a starting polygon geometry or rock 113 

structure, then cycling the rock structure through the series of processes that 114 

includes the Basil deformation step, to a user defined incremental strain, and may 115 



include none, one, or both of the two optional dynamic rheological processes (i.e. 116 

weakening, hardening, see Supp. Fig. 1a) until the desired finite shear strain is 117 

reached.  118 

In the simulations presented here, a full iteration of the Elle cycle includes passing 119 

the 2D structure to the FEM code Basil (Houseman et al. 2008) where the Layer 1 120 

polygons are triangulated into a finer mesh for the FEM deformation step. Dextral 121 

simple shear is applied, using boundary conditions of constant displacement of 122 

+0.025 (at the top boundary) and -0.025 (at the bottom boundary). Boundaries are 123 

defined to be periodic in both the x and y direction. In this implementation Basil uses 124 

dimensionless variables and assumes an incompressible medium with viscous 125 

behaviour described by the constitutive relationship: 126 

݆߬݅ ൌ ፴ሶߟʹ ݆݅ ൌ ߟ  ൤߲݆ݔ߲݅ݑ ൅ ߲݅ݔ߲݆ݑ൨        127 

Where ݆߬݅  is the deviatoric stress tensor, ፴ሶ ݆݅  is the strain rate tensor, ݑ is the velocity 128 

in the x or y direction, ߟ is the effective viscosity defined by: 129 

ߟ ൌ  ଵଶ ܧכߟሶ ቀభష೙೙ ቁ  130 

where ܧሶ  is the second invariant of the strain rate tensor, n is the stress exponent and 131 כߟ is a viscosity pre-factor. The FEM code Basil, calculates a converged solution 132 

based on the constitutive relationships, boundary conditions and the Layer 1 polygon 133 

geometry and properties input from Elle. For a full discussion of the Basil 134 

formulation, please see Houseman et al. (2008).  135 

The solution calculated by Basil is passed back to Elle where the geometry and 136 

values (e.g. stress) of Layer 1 polygon mesh and the position of the Layer 2 nodes 137 

are both updated. The Elle control script then calls the next process to act upon the 138 



structure (Supp. Fig. 1a). To simulate the processes of weakening and strengthening 139 

during deformation, Elle calls each process in turn, at each time step (Jessell et al., 140 

2001; Piazolo et al., 2010), depending on the chosen simulation set, as outlined 141 

below.  142 

Within Elle, the initial viscosity pre-factor and stress exponent are defined on the 143 

Layer 1 polygons, hence, it is possible to define geometries with differing properties 144 

on each polygon. The properties are dimensionless, based on the unit cell. For the 145 

presented numerical models, we have defined a load bearing framework (LBF) 146 

where approximately 20 area% is rheologically weak, with a relatively low viscosity 147 

pre-factor of 1, while the majority of the polygons are stronger, with viscosity pre-148 

factor of 5. We present results using five different initial geometries (Fig. 1a (ii) – 149 

(iv)); random, clusters, rings and two with stripes, the first where the stripes are 150 

parallel to the shear plane, here called horizontal stripes, and the second where the 151 

stripes are perpendicular to the shear plane, here called vertical stripes. We run four 152 

sets of simulations which differ in the complexity of dynamic feedbacks simulated. 153 

Simulation set I does not involve any dynamic feedbacks, hence no rheological 154 

changes occur throughout the deformation. In contrast, simulation sets II and III 155 

involve dynamic weakening (Fig. 1c) while in simulation set IV both weakening and 156 

strengthening are modelled (Fig. 1d). A summary of the simulations undertaken is 157 

included in Table 1 and the dynamic simulations are visually represented in Figure 158 

1b.  159 



 160 

Table 1. Summary of numerical simulation sets providing parameters of individual 161 

simulations. 162 

All simulations are run to 80 simulation steps, representing finite shear strain () of 2. 163 

One simulation set is additionally run to a finite shear strain of 2.75 to allow 164 

assessment of the effect of higher finite strain on material strength behaviour. Stress 165 

Simulation Set 

Number
Geometry Flow Regime (n)

Weakening          

Stress threshold 

(sThr)

Strengthening        

Age threshold 

(AThr)

Horizontal stripes

Vertical stripes

Cluster

Ring

Random

Horizontal stripes

Vertical stripes

Cluster

Ring

Random

Horizontal stripes

Vertical stripes

Cluster

Ring

Random

Horizontal stripes

Vertical stripes

Cluster

Ring

Random

4.0

4.5

5.0

5.5

6.0

6.5

4.0 5

4.0 10

4.0 15

4.0 20

5.0 5

5.0 10

5.0 15

5.0 20

6.0 5

6.0 10

6.0 15

6.0 20

Mixed: n = 1 or 3IV

II

III

D
y

n
a

m
ic

NA

NA

NA

6.0

n=1

n=3

Mixed: n = 1 or 3

Mixed: n = 1 or 3

Mixed: n = 1 or 3

S
ta

ti
c

I

Cluster

Cluster

NA



(s) and incremental strain values (Incr) are calculated from velocity gradients during 166 

the deformation step in Basil (for details, see Houseman et al., 2008). Accumulated 167 

strain is calculated by the accumulation of incremental strains throughout the 168 

progressive deformation. These values are collected on both the Layer 1 polygons 169 

and Layer 2 unconnected nodes at each time/deformation step.  170 

2.2. Rheological weakening and strengthening:  Rational and numerical 171 

implementation  172 

The dynamic simulations (sets II, III and IV) use two dynamic rheological processes, 173 

one simulating weakening and the second simulating additional strengthening (Fig. 174 

1b, c and d).  175 

The dynamic weakening process simulates the transition from a relatively strong (176 כߟ 

= 5), non-Newtonian (n = 3), grain size insensitive flow regime to a relatively weak 177 

 Newtonian (n = 1), grain size sensitive flow regime (Fig. 1b, red arrows and 178 ,(1 = כߟ)

c). The rationale underlying this weakening process is that it is now well established 179 

that during dynamic recrystallization, grain size reduction is stress dependent (Twiss, 180 

1977). If the grain size is sufficiently decreased at high stresses, the flow law 181 

switches from the dislocation creep regime to the diffusion creep regime. This results 182 

in a switch in rheological behavior from a high viscosity material with a stress 183 

exponent of 3, to a low viscosity material with a stress exponent of 1 (Ashby, 1972; 184 

Smith et al., 2015 and references therein). Over the last two decades, there has 185 

been a marked increase in the number of field examples documenting pronounced 186 

weakening of rock strength with strain localization due to a switch from dislocation 187 

creep regime to diffusion creep/grain boundary sliding (GBS) processes caused by 188 

grain size reduction (Fig.1b; Barnhoorn et al., 2005; Fliervoet et al., 1997; Smith et 189 



al., 2015). Numerically, the transition from strong to weak is triggered according to 190 

the stress experienced by each polygon, with a threshold (ıThr) defining the stress 191 

value at which a polygon is weakened. At low ıThr extensive weakening occurs.  192 

The dynamic strengthening process, used only in simulation set IV, simulates the 193 

opposite effect to the weakening process. That is, the transition of the material 194 

strength from relatively weak to relatively strong (Fig. 1b, blue arrows and d). 195 

Viscosity pre-factor and stress exponent increase, from כߟ= 1 to 5 = כߟ and n = 1 to 196 

n = 3, respectively. This simulates the physical effect of a fine grained, polycrystalline 197 

rock undergoing grain growth causing increased grain size. This results in a 198 

transition from weak, grain size sensitive flow with n = 1, to a strong, grain size 199 

insensitive flow with n = 3 (Fig. 1b) (e.g. De Bresser et al., 2001). The grain size 200 

increase is time dependent where, with more time, the likelihood of a grain being 201 

large enough to switch to grain size insensitive deformation increases. The rate at 202 

which grain growth occurs is dependent on the mineral phase, temperature, grain 203 

size and fluid availability (Piazolo et al., 2002 and references therein). Accordingly, in 204 

our implementation, the timing of the rheological transition to higher viscosity and 205 

higher stress exponent depends on the duration (i.e. the numerical “age” or number 206 

of time steps) of the polygons being weak, with a threshold (AThr) defining the 207 

number of time steps after which the polygon is strengthened. That is, a low AThr 208 

indicates efficient strengthening. 209 

2.3. Analysis of numerical simulations results: Material strength 210 

After each numerical time step, stress on the deformed Layer 2 100 x 100 211 

unconnected node mesh is processed in Matlab®, where it is interpolated onto a 212 

regular grid. The volume under this stress surface (that is, the double integral of the 213 



stress values) is taken to be the bulk material strength for that step (Houseman et 214 

al., 2008). For each model these values are graphed for the duration of the model 215 

run, that is, to of 2.To verify the integrity of the models, simulated material strengths 216 

are compared to the two theoretical end-member bounds, iso-stress and iso-strain 217 

bounds (for details see Appendix 2).  218 

3. Results 219 

3.1. Simulation set I: no dynamic feedback – Impact of pre-existing 220 

geometry on material strength and strain localization 221 

Simulation set I includes three series of models using the five different starting 222 

geometries (Fig 1a(ii) – (vi)), varying only the stress exponent between the series. 223 

No dynamic feedback processes are used, so the polygon viscosities do not vary 224 

from the initial volume fraction of 20% weak material (כߟ= 1). The first series uses 225 

only Newtonian flow (n = 1), the second non-Newtonian flow (n = 3), and the third, a 226 

mixed Newtonian and non-Newtonian flow, where Newtonian flow is applied to the 227 

weak component and non-Newtonian flow to the strong component. Simulation 228 

results (Fig. 2a) indicate that Newtonian flow for the whole model geometry results in 229 

a material that is much weaker than the non-Newtonian and mixed flow regime 230 

geometries. The mixed flow regime geometries (Fig. 2a, dotted lines) are weaker, 231 

but relatively similar to the pure non-Newtonian rheology, except for the horizontal 232 

striped geometry which is considerably weaker and closer to the Newtonian rheology 233 

in strength. For all geometries the strain is concentrated into the weak areas, though 234 

no additional IWLs form (Supp. Fig. 3). 235 



Of the five geometries the horizontal striped geometry is by far the weakest as it is 236 

effectively a pre-existing IWL. Random, cluster, ring and vertical striped geometries 237 

for each series all fall within a narrow band and all display some curvature, possibly 238 

due to rotation of the weak geometry as the deformation progresses. The difference 239 

in strength between the horizontal striped and the other geometries is ~ 0.5 (in non-240 

dimensional strength units) for both the Newtonian and non-Newtonian only flow 241 

regimes, while for the mixed regime this range is over double this, at ~ 1.3, indicating 242 

a wider range of strength variability in the mixed flow regime models.  243 

Vertical stripes display the maximum strength of all the geometries tested. Strength 244 

increases as the stripes rotate towards an angle of 45° to the shear direction (Fig. 245 

2a). Maximum strength is reached at  of ~ 0.85 and maintained until  of ~ 1.45, 246 

where the stripes have rotated to be < 45° to the shear direction (Fig. 2a, inset 247 

images). Material strength then gradually reduces as the stripes further rotate 248 

towards the horizontal. 249 

3.2. Simulation set II: dynamic rheological weakening - Impact of 250 

geometry and weakening on material strength and strain 251 

localization 252 

In simulation set II, we use the same starting geometries (Fig. 1a(ii) – (vi)) and the 253 

mixed Newtonian, non-Newtonian flow regime as the third series in simulation set I. 254 

In addition, the weakening dynamic feedback process (Fig. 1c) is implemented with a 255 

stress threshold (ıThr) of 6.0. Similar to set I results, the horizontal striped geometry 256 

is much weaker than the other geometries (Fig. 2b) due to the pre-existing IWLs 257 

parallel to the shear direction (Fig. 3a). No additional polygons were weakened 258 



throughout the horizontal striped geometry simulation as the stress in the stronger 259 

polygons did not exceed the threshold for weakening.  260 

In contrast to simulation set I where no additional IWLs are formed (Supp. Fig. 3), 261 

the stress in set II initially concentrates irregularly in high viscosity areas at the 262 

boundary of pre-existing weak polygons. Any polygon that exceeds ıThr = 6.0 is 263 

converted to a weak polygon. In this way, the IWLs form by concentrating stress on 264 

the edge of a weak geometry polygon and then propagating with low stress, high 265 

strain polygons behind it. Initially this occurs parallel to the shear plane. Once an 266 

IWL is formed, stress then concentrates on the high viscosity edges of the IWL 267 

causing it to gradually widen if the stress is high enough to trigger a switch in 268 

rheology (Fig. 3, bars on accumulated strain graphs). The IWL width stabilises once 269 

the stress concentrated in the polygons on the edge of the IWL no longer exceeds 270 

the threshold. Two movies depicting the evolution of stress and incremental strain 271 

forming an IWL for the vertical stripes model, are included in the Supplementary 272 

Data (Movie 1 and 2). These movies also show the widening of the IWL.  273 

Similar to set I, the random, cluster and ring geometries all show very similar 274 

material strength behaviour to each other (Fig. 2b). With increasing strain, strong 275 

polygons exceed the stress threshold and are weakened. This successively 276 

increases the area of weak component, gradually reducing the overall material 277 

strength (Fig. 2b). The accumulated strain shown in the deformation grids for these 278 

geometries (Fig. 3c, d and e) shows the weak polygons occur in a layer parallel to 279 

the shear plane, and that strain localization, is established by  of 1. The IWLs are 280 

narrow at  of 1, having been formed by just a few interconnected weak polygons, 281 

but, by  of 2 the weak zones are wider and well established (Fig. 3c, d and e, bars 282 

to the right of the graphs).  283 



Material strength of the vertical striped geometry material (Fig. 2b) initially increases 284 

as the stripes rotate, in a similar manner to the simulation set I runs. However, in this 285 

set, as the peak material strength is reached, strong polygons begin to exceed the 286 

stress threshold and become weak causing the initiation of an IWL (Fig. 2b, insets), 287 

and a steep reduction in the material strength. As the strain is further localized into 288 

the IWL (Fig. 3b), the material strength evolves to a value similar to the random, 289 

cluster and ring geometries (Fig. 2b).  290 

The incremental strain plots (Fig. 3, left hand side) show where the strain has 291 

localized at a specific strain value. Once an IWL is established, most strain is 292 

concentrated into the IWL. However, the pre-existing weak geometry still 293 

concentrates some strain, though this is much reduced unless that geometry falls 294 

within the IWL (Fig. 3b-d, incremental strain plots at  of 2 show traces of the original 295 

weak geometry). The accumulated strain shown in the deformation grid images 296 

shows the deformation as would be seen in a rock outcrop (e.g. Supplementary Fig. 297 

4). The pre-existing weak geometry is still obvious and can be seen to deflect into 298 

the IWLs. This is particularly obvious in the vertical striped geometry (Fig. 3b), but 299 

can also be seen in the cluster, ring and random geometries (Fig. 3c, d and e). Minor 300 

variability in the material strength (Fig. 2b) is due to the impact of the changing and 301 

rotating geometries of the weak component. 302 

3.3. Simulation set III: dynamic rheological weakening - Impact of the 303 

stress threshold on strain localization 304 

In simulation set III, we investigate the impact of varying the stress threshold at 305 

which weakening occurs, on strain localization and thereby, the high strain zone 306 

geometry. We use the cluster geometry (Fig. 1a (v)) with the dynamic weakening 307 



process (Fig. 1c), and vary ıThr to 4.0, 4.5, 5.0, 5.5, 6.0 and 6.5 in separate runs. 308 

Since experiments are run at the same boundary conditions, decreasing the stress 309 

threshold results in an increase in the area percent that is effected by weakening (i.e. 310 

high versus low amount of weakening at ıThr to 4.0 versus 6.5, respectively). 311 

For low values of ıThr (4.0 and 4.5), a high percentage of strong polygons 312 

immediately exceed the threshold and are converted to the weak phase – this is 313 

reflected in an initial sharp strength drop (Fig. 4, ıThr = 4.0 & 4.5 lines) and the 314 כߟ 

plots (Fig. 5a and b) where the material essentially becomes a weak phase 315 

supporting (WPS) material. The weak polygons form the major proportion of the 316 

material (Fig. 4b). Strain is accumulated in this extensive network of weak polygons 317 

and, for ıThr of 4.0 no distinct IWLs form (Fig. 5a). Isolated areas of stronger 318 

component remain, and rotate as the simulation continues. Wide, interconnected 319 

zones of weakness form for ıThr of 4.5, as shown by the wide peaks in the 320 

accumulated strain graph (Fig. 5b). At the same time, a few areas of high viscosity, 321 

stronger component, remain which exhibit very little strain (Fig. 5b). 322 

Where the ıThr is 5.0 and 5.5 (Fig. 4, ıThr = 5.0 & 5.5 lines), the initial sharp decrease 323 

in strength is smaller than for the very low ıThr models, with greater than 50% of the 324 

material remaining strong. The material remains a LBF (Fig. 4b, 5c and d, כߟ plots). 325 

After the initial drop, the material strength continues to gradually decrease as 326 

additional strong polygons are converted to weak polygons allowing the weak 327 

component to interconnect into IWLs, parallel to the shear direction (Fig. 5c and d). 328 

For ıThr of 6.0 there is no sharp initial reduction (Fig. 4, ıThr = 6.0 line), but the 329 

gradual conversion of strong polygons to weak, similarly causes the formation of two 330 

IWLs parallel to the shear direction. In these three models (ıThr of 5.0, 5.5 and 6; Fig. 331 

5c, d and e, respectively), by  of 1, the weak component has created multiple IWLs. 332 



Peaks in the accumulated strain graphs indicate the location of the IWLs, with bars 333 

to the right indicating their widths. The ıThr of 5.5 accumulated strain graph (Fig. 5d) 334 

shows the strongest strain localization in the top IWL.  335 

Where the ıThr is very high, at 6.5 (Fig. 4, ıThr = 6.5 line), very few polygons exceed 336 

the threshold to be weakened, causing the bulk strength to be unchanged during the 337 

simulation. This is also reflected in the accumulated strain plots (Fig. 5f), where 338 

strain continues to concentrate into the pre-existing weak geometry, and the 339 

accumulated strain graph which shows low peaks (Fig. 5f), and no IWL formation. At 340 

 of 2, a few polygons have been converted to the weak component and have started 341 

to connect, so an IWL parallel to the shear direction may occur at higher  values. 342 

As the ıThr is reduced, allowing more weakening, IWLs become wider and more 343 

numerous, with interconnecting branches via the pre-existing weak geometry (Fig. 5, 344 

bars to the right of the accumulated strain graphs).  345 

3.4. Simulation set IV: dynamic weakening and strengthening – Impact 346 

of the relative activity of weakening versus strengthening 347 

In simulation set IV, we add a dynamic strengthening process (Fig. 1d) to investigate 348 

the impact of including both weakening and strengthening processes on strain 349 

localization. We use only the cluster geometry (Fig. 1a(v)) with dynamic weakening 350 

(Fig. 1d) implemented at sThr of 4.0, 5.0 and 6.0 (a subset from simulation set III). 351 

The dynamic strengthening process (Fig. 1d), is based on an age threshold (AThr) 352 

varied through the following values: 5, 10, 15 and 20. At the start of the model run, 353 

the age on the pre-existing weak polygons and any polygons weakened in the initial 354 

step are set to random values between 0 and the AThr. The age is then incremented 355 

on each step. 356 



All models show that IWLs readily form, and similar to simulation set III, as ıThr is 357 

decreased, that is, greater weakening occurs, more IWLs form (Fig. 6). As AThr is 358 

decreased, that is, more strengthening occurs, the number of IWLs decreases (Fig. 6 359 

and 7a). Strain is highly concentrated into the IWL once it has formed and some 360 

gradual widening of the IWLs can be seen (Fig. 7a, bars to the right of the 361 

accumulated strain graphs), though this is not as evident as for simulation sets II and 362 

III. 363 

The incremental strain images indicate that not all parts of the IWLs are active at the 364 

same time (Fig. 7, Supplementary movies 3-7). As polygons are strengthened, strain 365 

is no longer localized into those polygons (e.g. Fig. 7a black arrows), though this 366 

may be short-lived where the polygons fall within an IWL, as they may be re-367 

weakened at the next step. In this way, the polygons within the IWL oscillate 368 

between being weak and strong based on the AThr. Incremental strain in the IWLs is 369 

dependent on the area of weak polygons present at that time step. This is 370 

highlighted in Figure 7b where the highest strains (Incr > 0.06) occur intermittently 371 

across the three IWLs once these have formed, after  of 0.125 (Fig. 7b(i)). See also 372 

Supplementary movie 7 for all steps for Figure 7b.  373 

Addition of the strengthening process causes the materials to be stronger than the 374 

materials with no dynamic strengthening (Fig. 8, compare with thick black lines). 375 

Variation of the strengthening process causes little difference to the bulk strength for 376 

LBF materials, though increased strengthening (i.e. lower AThr) causes more cyclic 377 

behaviour in the model. For example, in all AThr = 5 models, the material strength is 378 

cyclic (Fig. 8a to c, dotted lines). As the deformation continues for all AThr in sThr of 379 

5.0 and 6.0, the overall material strength gradually weakens to a  of 1 then gradually 380 

strengthens to a  of 2 (Fig. 8b and c). This corresponds to an initially decreasing, 381 



then increasing proportion of strong polygons. Some of the IWLs that were initially 382 

formed become dormant from  of 1 (Fig. 7c, black arrow and Supplementary movie 383 

3a). Supplementary movie 3 shows that the top narrow IWL, after initial formation 384 

has progressively reducing strain concentration with time. Continuing this dynamic 385 

model to  of ~ 2.75 (Supplementary movie 3a) shows the IWL becomes dormant 386 

and no longer concentrates any strain by  of ~ 2.5. This indicates a balance 387 

between the strengthening and weakening processes is not established, and the 388 

strengthening process dominates the weakening process later in the model.  389 

The same cluster geometry was run multiple times at sThr of 6.0 and AThr of 5, with all 390 

initial ages set to zero (Fig. 9). From this initially identical setup, minor differences 391 

have occurred between the models during the deformation and dynamic feedback 392 

steps. In each run, this causes different polygons to concentrate stress, and thereby 393 

be converted to weak material. Figure 9a shows that very little weak material (0.74% 394 

area) is needed to initiate an IWL, if the material lies in a line parallel to the shear 395 

plane. By contrast, in the second model run (Fig. 9b) the distribution of weak 396 

polygons did not allow an IWL to form, even where the model was run to gamma of 397 

2.0. The ability of a material to develop effective IWLs is highly dependent on the 398 

local geometry of soft versus hard components.  399 

4.  Discussion 400 

4.1. General validity of the numerical model 401 

Confidence in the numerical model presented is provided by (i) the similarity of the 402 

results to experimental (e.g. Dell'Angelo and Tullis, 1996; Holyoke III and Tullis, 403 

2006) and numerical tests (e.g. Cook et al., 2014; Gerbi et al., 2015) showing the 404 



horizontal geometry is weakest; (ii) the experiments of Shea and Kronenberg (1993) 405 

who show, similar to our vertical striped geometry, that a 45° angle of the weak 406 

phase to the shear direction is the strongest; (iii) all model strengths fall between the 407 

calculated iso-stress and iso-strain bounds (e.g. Treagus, 2002) with the horizontal 408 

geometry very close to the iso-strain boundary (Supplementary Fig. 2a); (iv) strain is 409 

concentrated into the weak polygons (e.g. Handy, 1994); (v) strain weakening and 410 

evolution of the IWLs in our models comparable to experiments by Holyoke III and 411 

Tullis (2006), Dell'Angelo and Tullis (1996) and Shea and Kronenberg (1993).  412 

Addition confidence for the model is provided by Gerbi et al. (2016) who show 413 

interconnected micro shear zones typically form at sites of high stress, and that weak 414 

zone rheology depends on the local conditions specific to the weak zone. 415 

4.2. Influence of geometry on material strength 416 

Numerous authors have attempted to quantify the impact of weak components on 417 

the aggregate strength of a material, with for example, the inclusion of a constant to 418 

represent the geometry (e.g. Bons et al., 2008, H value; Treagus, 2002, p value). 419 

However, Gerbi (2012) suggests such a constant is difficult to establish, and this is in 420 

agreement with our simulations (Fig. 2 and 3). As the deformation continues, the 421 

geometry changes, thereby changing any geometry based constant, though this may 422 

approach a steady state at higher strains if the weakening processes dominate.  423 

Simulation sets I and II (Fig. 2a and b) show the horizontal geometry is much weaker 424 

than the other geometries as the pre-existing geometry acts as an IWL to 425 

concentrate strain. Our dynamic simulation set II (Fig. 2b) displays that as the IWLs 426 

form in the other geometries, the material strength evolves towards that of horizontal 427 

geometry, irrespective of the initial weak geometry, confirming that layers of weak 428 



components parallel to the shear direction represent the weakest geometry (e.g. 429 

Cook et al., 2014; Dell'Angelo and Tullis, 1996; Gerbi et al., 2015; Holyoke III and 430 

Tullis, 2006).  431 

These models also indicate that the presence, or absence, of an IWL parallel to the 432 

shear plane (i.e. horizontal striped geometry), and the proportion of weak component 433 

in the material are the most important determinants for material strength and strain 434 

localization. Increasing the proportion of weak component increases the likelihood of 435 

weak components being able to interconnect to form an IWL. Once an IWL has 436 

formed, strain is concentrated in the weak zone and deformation outside the weak 437 

zone is significantly reduced. Hence, the deformation within the wall rock 438 

surrounding a shear zone can provide indications of the pre-localization history. This 439 

also indicates that the pre-existing weak component geometry is important initially, in 440 

the deformation process, but that after the IWL forms it becomes less important.  441 

4.3. Influence of flow regime and dynamic weakening on material 442 

strength and strain localization 443 

Many previous numerical experiments (e.g. Cross et al., 2015; Jessell et al., 2009; 444 

Jessell et al., 2005; Mancktelow, 2002) have specified the flow regime as either 445 

linear or non-linear with no allowance for dynamic transition from one regime to the 446 

other. Mancktelow (2002) and Jessell et al. (2005) both suggest strain localization is 447 

enhanced in non-linear flow regimes. This situation corresponds to, and agrees with, 448 

our single flow regime, static simulation set I models. In our mixed flow regime 449 

models, we have defined our weak component to deform in a Newtonian flow regime 450 

(Fig. 2a, dotted lines), as the Newtonian materials are much weaker than the non-451 

Newtonian materials (Fig. 2a). This results in a larger difference between the 452 



horizontal striped geometry strength and the other geometries (Fig. 2a, dotted lines), 453 

than is seen for the single flow regime models (Fig. 2a, solid and dashed lines). This 454 

suggests the geometry in the mixed flow regime allows greater strength variability 455 

than in the Newtonian and non-Newtonian only flow regimes, allowing the weakening 456 

impact to be accentuated. This is in agreement with conclusions derived from 457 

analysis of rocks that are interpreted to have undergone a weakening process (e.g. 458 

Fliervoet et al., 1997; Smith et al., 2015). 459 

Simulation set I, where no dynamic simulation was active, failed to form additional 460 

IWLs (Supp. Fig. 3). Our dynamic simulation sets II, III and IV show that dynamic 461 

feedbacks causing rheological weakening allow IWLs to readily form. Our additional 462 

model in simulation set IV (Fig. 9) shows that a fortuitous arrangement of weak 463 

polygons, forming due to the dynamic weakening process, at only 0.74 area% weak 464 

component, can cause an IWL to form. 465 

4.4. Influence of temperature and shear strain rate on patterns of strain 466 

localization 467 

Experiments on individual minerals, at specified temperature and shear strain rates, 468 

have determined the grain size and shear stress relationships, which govern whether 469 

a material deforms by dislocation creep or diffusion creep/GBS (Fig. 1b; see Rybacki 470 

and Dresen, 2004 for examples of these diagrams for plagioclase). Figure 1b 471 

summarizes the models in this grain size and shear stress space. Simulation sets II 472 

and III provide a proxy for weakening behaviour at single, and multiple, temperature 473 

and shear strain rates, respectively. Simulation set IV provides a proxy for both 474 

weakening and strengthening behaviour at multiple temperature and shear strain 475 

rates (Figure 1b).  476 



In our dynamic models, decreasing ıThr increases the amount of weakening 477 

occurring. Where this feedback process is used on its own (simulation sets II and III), 478 

we suggest this corresponds with a permanent shift to a weaker state, such as that 479 

seen in polymineralic rocks where a second component can inhibit grain growth 480 

processes, for example, by Zener pinning (e.g. Brodhag et al., 2011; Warren and 481 

Hirth, 2006).  482 

Our simulation set III, where weakening is extensive (ıThr is low), shows that at 483 

higher temperatures and/or lower strain rates, where the overall material is weaker, a 484 

higher percentage of the material transitions to Newtonian flow, causing increased 485 

numbers of interconnected IWLs to form. At lower temperatures and/or higher strain 486 

rates, the opposite is true; fewer, less interconnected, IWLs concentrate the strain. 487 

This is in agreement with field evidence of anastomosing shear zones which are 488 

commonly seen at middle to lower continental crust levels, that is, at amphibolite to 489 

granulite facies conditions (e.g. Arbaret et al., 2000, 550-650 °C and 0.9 to 1.0 GPa; 490 

Carreras et al., 2010, 400-600 °C and ~ 300 MPa; Svahnberg and Piazolo, 2010, 491 

675-700°C and ~ 400 MPa). At lower temperatures, more restricted shear zones 492 

form (Hanmer, 1988). Arbaret et al. (2000) found three sets of anastomosing shear 493 

zones in the Kohistan arc, NW Pakistan. Of interest here are their set 2 and 3 shear 494 

zones. Set 2 shear zones are densely spaced and interconnected, and formed at 495 

upper amphibolite facies, while set 3 shear zones are far fewer, thicker and formed 496 

at lower amphibolite facies. As a second example, Carreras et al. (2010) document a 497 

shear zone in the Rainy Lake Zone, Canada, with an extensive anastomosing 498 

geometry where it falls within amphibolite facies terrane, but it is reduced to two 499 

major shear zones where it falls within the greenschist facies terrane. Both of these 500 



scenarios represent concentration of strain into a narrower zone at lower 501 

temperature.  502 

These natural examples correlate well with our models in simulation set III. Results 503 

show that, with reduced weakening (higher sThr), bulk strength is stronger and strain 504 

localizes in fewer IWLs than at lower sThr. Hence, at lower temperatures or increased 505 

strain rate, strain localizes into fewer IWLs. Conversely, at higher temperatures, or 506 

slower strain rates strain localises into increased numbers of interconnected IWLs 507 

forming anastomosing shear zone networks. This result also correlates to those of 508 

Chester (1995), who, in contrast to our models, worked in the brittle regime, but 509 

found that fault zones weaken as they widen. 510 

4.5. Influence of the relative activity of weakening and strengthening 511 

process on patterns of strain localization 512 

Competing processes are known to be important in the Earth’s crust (e.g. Chester, 513 

1995; De Bresser et al., 1998; Finch et al., 2016). Where both the weakening and 514 

strengthening feedback processes operate (simulation set IV, Fig. 6), we suggest 515 

this corresponds to monomineralic rocks where counteracting processes governing 516 

weakening and strengthening operate. Examples of these counteracting processes 517 

include grain size decrease versus increase (De Bresser et al., 1998; Hansen et al., 518 

2012) and hydration versus dehydration (Finch et al., 2016). Our results show as the 519 

influence of weakening increases, the zones of strain localisation become less 520 

focused, and as the influence of strengthening increases the zones become more 521 

focused (Fig. 6). 522 

Our simulation set IV (Fig. 7), in agreement with Jessell et al. (2005), shows that in a 523 

dynamic regime, with both strengthening and weakening processes, the localization 524 



of strain is not stable over time (Fig. 7, Supplementary movies 3-7), and that once 525 

IWLs have formed, these too may or may not continue to localize strain 526 

(Supplementary movie 3). Graphs of all AThr values show an underlying curvature, 527 

with increasing material strength towards  of 2 (Fig. 8). This suggests the 528 

weakening process initially dominates as the material gradually weakens, but as the 529 

deformation progresses the balance between the competing processes is shifted to 530 

domination by the strengthening process. This is more pronounced as the amount of 531 

weakening decreases (Fig. 8, as sThr changes from 4.0 to 6.0), which suggests, with 532 

less weakening, the balance between the two dynamic processes moves more 533 

quickly towards the strengthening process, and the shear zones (our IWLs) will 534 

become dormant more quickly. This could be extrapolated to suggest at lower 535 

temperatures and/or faster strain rates the strengthening mechanism will dominate, 536 

thereby gradually turning off the shear zones. That is, the faster the shear zones 537 

form, or the lower the temperature, the quicker they are turned off and strain is 538 

localised elsewhere.  539 

In our simulations, the accumulated strain maps (Figs. 3, 5, 6 and 7a) represent the 540 

total deformation experienced. In a field outcrop, only the total strain experienced is 541 

preserved in the microstructure (Supplementary Figure 4). Our simulations suggest 542 

when interpreting a shear zone, in addition to the aspects suggested by Means 543 

(1995), consideration should be given to the interaction of strengthening and 544 

weakening processes, as all parts of the shear zone may not have been active 545 

concurrently during the shear zone formation (simulation set IV). Under these 546 

circumstances the pre-existing weak component geometry may or may not be visible 547 

(Fig. 6). Where the pre-existing weak geometry is deformed, this suggests any 548 



strengthening processes may have been limited, similarly to our simulation sets II 549 

and III.  550 

5. Conclusions 551 

This study highlights the following for bulk material strength and shear zone 552 

formation: (1) IWLs are difficult to form without a dynamic weakening process. (2) 553 

Feedbacks causing rheological weakening with or without strengthening during 554 

deformation can quickly localize strain into an IWL, and it is possible for these to 555 

form from very low area percentages of original weak phase. (3) During widespread 556 

weakening, strain localises into increased numbers of interconnected IWLs, thereby 557 

increasing the anastomosing character of the shear zones. (4) Temporal patterns of 558 

shear zone activity are sensitive to the dominance of weakening or strengthening 559 

processes. (5) Shear zones are dynamic in time and space within a single 560 

deformation event; hence the pattern of finite strain can be an incomplete 561 

representation of the evolution of a shear zone network. The numerical model used 562 

is scale independent and hence these insights can be applied to strain localization at 563 

all scales.  564 
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Figure Labels 714 

Figure 1. (a) Geometries used in the numerical models. (i) Base polygon mesh; (ii)-715 

(vi) load bearing framework geometries with 20% weak component: (ii) horizontal 716 

stripes (iii) vertical stripes (iv) random (v) cluster and (vi) ring geometries. Pink is 717 

weak component (כߟ = 1; n = 1); brown is strong component (5 = כߟ; n = 3). (b) 718 

Generic deformation mechanism map of grain size vs shear stress showing the 719 

transition between dislocation creep and diffusion creep/GBS for two notional 720 

temperature/shear strain rate pairs. Simulation set II models weakening transition to 721 

diffusion creep/GBS along a single contour (red arrow, lower contour). Simulation set 722 

III models this transition along multiple contours, as defined by sThr (red arrows). 723 

Simulation set IV models the weakening transition to diffusion creep/GBS and the 724 

strengthing transition to dislocation creep on multiple contours, as defined by sThr 725 

and AThr (red and blue arrows). (c and d) Schematic flow diagram for dynamic 726 

feedback processes; (c) weakening process only, used in simulation sets II and III; 727 

(d) weakening and strengthening processes, used in simulation set IV. כߟ is viscosity 728 

pre-factor, n is stress exponent, sIncr is incremental stress, sThr is stress threshold, 729 

AThr is age threshold (for details see text), NC is no change. 730 

  731 

Figure 2. Variation of material strength for tested geometries during progressive 732 

deformation. (a) Simulation set I: material strength of geometries with no rheological 733 

feedback: Newtonian flow (n = 1; solid lines), non-Newtonain flow (n = 3; dashed 734 

lines) and mixed flow regime, i.e., Newtonian (n = 1) for weak polygons and non-735 

Newtonian (n = 3) for strong polygons (dotted lines); vertical striped geometry insets 736 

show rotation of stripes with initially increasing, then decreasing strength. (b) 737 



Simulation set II: Material strength of geometries when dynamic rheological 738 

weakening is activated; mixed Newtonian and non-Newtonian flow regime: Vertical 739 

striped geometry insets show initial increase in strength then sharp decrease as an 740 

IWL forms. 741 

 742 

Figure 3. Impact of initial geometry and dynamic rheological weakening on pattern of 743 

strain localization during progressive deformation; simulation set II: dynamic 744 

weakening with sThr = 6.0. Incremental and accumulated strain for (a) horizontal 745 

stripes, (b) vertical stripes, (c) cluster (d) ring and (e) random geometries at  of 1 746 

and 2. Incremental strain plots use values from the node grid, while accumulated 747 

strain plots show the node grid; red lines were originally horizontal, grey lines were 748 

vertical connecting the nodes in a grid. X-axis of incremental and accumulated strain 749 

graphs is the integral of the strain values across the grid at that Y axis position. 750 

Peaks in the graphs show location of strain concentration; bars on right are a proxy 751 

for IWL width for  of 1 (blue) and  of 2 (red); showing width of zone where the strain 752 

integral is greater than 1 (marked by the dotted line). 753 

 754 

Figure 4. Impact of dynamic rheological weakening threshold on material strength 755 

during progressive deformation; simulation set III: (a) material strength of each 756 

cluster geometry; (b) percentage of strong component in the model. All models 757 

initially start with LBF, at 80% strong areas (that is, 20% weak areas). 758 

 759 

Figure 5: Impact of dynamic rheological weakening threshold on pattern of strain 760 

localization during progressive deformation; simulation set III: Images of viscosity 761 



pre-factor (כߟ; based on polygon geometry) and accumulated strain (from the Layer 2 762 

unconnected node values) taken at  of 1 and 2 showing the resulting weak and 763 

strong phases and strain localisation. X-axis of accumulated strain graphs is the 764 

integral of the strain values across the grid at that Y axis position. Peaks in the 765 

graphs show location of strain concentration; bars on right are a proxy for IWL width 766 

for  of 1 (blue) and  of 2 (red); showing width of zone where the strain integral is 767 

greater than 1 (marked by the dotted line); *  of 2 bars are shown, however, an IWL 768 

was not formed. 769 

 770 

Figure 6. Summary of the impact of increasing weakening and strengthening 771 

processes on IWL formation; plots of accumulated strain at  of 2; simulation set IV 772 

where AThr is specified, set III where no AThr is set; as more weakening occurs, IWLs 773 

increase in number and become interconnected; as more strengthening occurs IWLs 774 

decrease in number; * denotes a movie of the simulation is available in the 775 

Supplementary material.  776 

 777 

Figure 7. Impact of dynamic rheological weakening and strengthening on pattern of 778 

strain localization during progressive deformation; simulation set IV; (a) incremental 779 

and accumulated strain plots at sThr of 5.0 for (i) AThr = 5, (ii) AThr = 10, (iii) AThr = 15, 780 

(iv) AThr = 20 from Layer 2 unconnected node values. Incremental strain plots show 781 

strain varies with time (black arrow pairs). Peaks in the graphs show location of 782 

strain concentration; bars on right are a proxy for IWL width for  of 1 (blue) and  of 783 

2 (red); showing width of zone where the strain integral is greater than 1 (marked by 784 

the dotted line). (b) Areas shown have experienced an incremental strain Incr > 0.06 785 



for sThr = 5.0 and AThr = 10. For clarity three groups of different strain () intervals are 786 

shown. (i)  of 0.125 to 0.625, (ii)  of 0.875 to 1.375 and (iii)  of 1.625 to 2.125. The 787 

strain is heterogeneous in the IWL at a given shear strain. Locus of high strain 788 

moves with time (compare locations between  values). See text for details. 789 

 790 

Figure 8. Impact of dynamic rheological weakening and strengthening (sThr and AThr) 791 

on material strength; simulation set IV: starting geometry is cluster geometry with 792 

random age (between 0 and AThr) set after initial weakening; see text for details. (a) 793 

sThr = 4.0 (weak phase supporting, see Fig.5), (b) sThr = 5.0 (load bearing framework, 794 

see Fig.5) and (c) sThr = 6.0 (load bearing framework, see Fig.5).  795 

 796 

Figure 9. Formation of an IWL from very few weak polygons; simulation set IV. Both 797 

starting weak component geometries at gamma of 0 are the same, however, slight 798 

variations in dynamic weakening and deformation occur during the model run; both 799 

(a) and (b) are of incremental strain from sThr = 6.0, AThr = 5 where all initial ages are 800 

0. (a) An IWL is initiated from 0.74% weak phase by  = 0.3; (b) no IWL forms.  801 

 802 
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Figure 1. (a) Geometries used in the numerical models. (i) Base polygon mesh; 

(ii)-(vi) load bearing framework geometries with 20% weak component: 

(ii) horizontal stripes (iii) vertical stripes (iv) random (v) cluster and (vi) ring 

geometries. Pink is weak component (η* = 1; n = 1); brown is strong component 

(η* = 5; n = 3). (b) Generic deformation mechanism map of grain size vs shear 

stress showing the transition between dislocation creep and di�usion creep/GBS 

for two notional temperature/shear strain rate pairs. Simulation set II models 

weakening transition to di�usion creep/GBS along a single contour (red arrow, 

lower contour). Simulation set III models this transition along multiple contours, 

as de�ned by σ
Thr

 (red arrows). Simulation set IV models the weakening transition 

to di�usion creep/GBS and the strengthing transition to dislocation creep on 

multiple contours, as de�ned by σ
Thr

 and A
Thr

 (red and blue arrows). (c and d) 

Schematic �ow diagram for dynamic feedback mechanisms; (c) weakening 

mechanism only, used in simulation sets II and III; (d) weakening and strengthening 

mechanisms, used in simulation set IV. η* is viscosity pre-factor, n is stress 

exponent, ε
Incr

 is incremental stress, σ
Thr

 is stress threshold, A
Thr

 is age threshold 

(for details see text), NC is no change.
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Figure 2. Variation of material strength for tested geometries during progressive 

deformation. (a) Simulation set I: material strength of geometries with no rheological 

feedback: Newtonian �ow (n = 1; solid lines), non-Newtonain �ow (n = 3; dashed lines) 

and mixed �ow regime, i.e., Newtonian (n = 1) for weak polygons and non-Newtonian 

(n = 3) for strong polygons (dotted lines); vertical striped geometry insets show rotation 

of stripes with initially increasing, then decreasing strength. (b) Simulation set II: Material 

strength of geometries when dynamic rheological weakening is activated; mixed 

Newtonian and non-Newtonian �ow regime: Vertical striped geometry insets show initial 

increase in strength then sharp decrease as an IWL forms.
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Figure 3. Impact of initial geometry and dynamic rheological weakening on pattern of strain localization 

during progressive deformation; simulation set II: dynamic weakening with σ
Thr

 = 6.0. Incremental and 

accumulated strain for (a) horizontal stripes, (b) vertical stripes, (c) cluster (d) ring and (e) random 

geometries at γ of 1 and 2. Incremental strain plots use values from the node grid, while accumulated 

strain plots show the node grid; red lines were originally horizontal, grey lines were vertical connecting 

the nodes in a grid. X-axis of incremental and accumulated strain graphs is the integral of the strain 

values across the grid at that Y axis position. Peaks in the graphs show location of strain concentration; 

bars on right are a proxy for IWL width for γ of 1 (blue) and γ of 2 (red); showing width of zone where 

the strain integral is greater than 1 (marked by the dotted line).
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of 5.0 for (i) A
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 = 5, (ii) A
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 = 15, (iv) A
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 = 20 from unconnected node values. Incremental 

strain plots show strain varies with time (black arrow pairs). Peaks in the graphs show location of strain 

concentration; bars on right are a proxy for IWL width for γ of 1 (blue) and γ of 2 (red); showing width of 

zone where the strain integral is greater than 1 (marked by the dotted line). (b) Areas shown have 

experienced an incremental strain ε
Incr

 > 0.06 for σ
Thr

 = 5.0 and A
Thr

 = 10. For clarity three groups of 

di�erent strain (γ) intervals are shown. (i) γ of 0.125 to 0.625, (ii) γ of 0.875 to 1.375 and (iii) γ of 1.625 to 

2.125. The strain is heterogeneous in the IWL at a given shear strain. Locus of high strain moves with 

time (compare locations between γ values). See text for details.
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