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Abstract 11 

Bluetongue, an economically important animal disease, can be spread over long distances by 12 

carriage of insect vectors (Culicoides biting midges) on the wind. The weather conditions which 13 

ŝŶĨůƵĞŶĐĞ ƚŚĞ ŵŝĚŐĞ͛Ɛ ĨůŝŐŚƚ ĂƌĞ ĐŽŶƚƌŽůůĞĚ ďǇ ƐǇŶŽƉƚŝĐ ƐĐĂůĞ ĂƚŵŽƐƉŚĞƌŝĐ ĐŝƌĐƵůĂƚŝŽŶƐ͘ A method is 14 

proposed that links wind-borne dispersion of the insects to synoptic circulation through the use of a 15 

dispersion model in combination with principal component analysis (PCA) and cluster analysis. We 16 

illustrate how to identify the main synoptic situations present during times of midge incursions into 17 

the UK from the European continent. A PCA was conducted on high-pass filtered mean sea level 18 

pressure data for a domain centred over north-west Europe from 2005 to 2007. A clustering 19 

algorithm applied to the PCA scores indicated the data should be divided into 5 classes for which 20 

averages were calculated, providing a classification of the main synoptic types present. Midge 21 

incursion events were found to mainly occur in two synoptic categories; 64.8% were associated with 22 

a pattern displaying a pressure gradient over the North Atlantic leading to moderate south-westerly 23 

flow over the UK and 17.9% of the events occurred when high pressure dominated the region 24 

leading to south-easterly or easterly winds. The winds indicated by the pressure maps generally 25 

compared well against observations from a surface station and analysis charts. This technique could 26 

be used to assess frequency and timings of initiations of infection in new areas on seasonal and 27 

decadal timescales, currently not possible with other dispersion or statistical modelling methods. 28 
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1 Introduction 33 

The biting midge Culicoides is the principal vector for several viruses causing economically important 34 

animal diseases including Bluetongue (BT), African Horse Sickness and Epizootic Haemorrhagic 35 

Disease. Northern Europe first experienced outbreaks of the disease in 2006 with periodic outbreaks 36 

since. During a peak epidemic in 2007, losses due to death, sickness and reduced productivity of 37 

infected farm animals and movement restrictions applied to infected regions were estimated to be 38 

in the order of many hundreds of millions of pounds (Hoogendam 2007; Wilson and Mellor 2008).  39 

The spread of vector-borne diseases is influenced directly and indirectly through a large range of 40 

environmental factors that influence the pathogen, the vector and the host. Development rates, 41 

activity levels, survival, timing of emergence, distributions, abundance levels and migrations of 42 

insect populations are determined to different but significant extents by weather and climate. The 43 

pathogen spread by the vector is itself also regulated by climate, generally replicating at a faster rate 44 

under warmer conditions (Mellor 2000). Other non-climate influences such as farm management 45 

practices and disease-limitation strategies are also relevant if attempting to understand the 46 

mechanisms of disease spread (Tabachnick 2010).   47 

Purse et al. (2005) suggested that the spread of Culicoides-borne diseases into Europe would be 48 

likely to increase under climate change due to several factors; northwards spread of the traditional 49 

Afro-Asiatic vector species as environmental conditions become more habitable, transmission by 50 

indigenous European species becoming viable in warmer temperatures, and overall increased virus 51 

persistence as winters become shorter. If so, it is likely that a modified future climate could lead to 52 

the establishment of new serotypes of BT virus (BTV) and other related viruses in coming decades. 53 

To some extent this prediction has already been confirmed by the rapid spread of BTV type 8 (BTV-8) 54 

through Europe since 2006 and its arrival into the UK in August 2007 (Wilson and Mellor 2008) and 55 

following outbreaks of BTV serotype 1 (BTV-1) and 6 (BTV-6) in the autumn of 2008 in Brittany, 56 

France and the Netherlands respectively.  57 

In addition to longer term climatic influences, local, highly variable weather conditions have a 58 

significant impact on midge flight and hence the spread of the viruses (Pedgley, 1982; Purse et al. 59 

2005; Carpenter et al. 2008).  Cold temperatures, high wind speeds and precipitation rates are 60 

known to reduce the number of midges becoming airborne (Blackwell 1997). Midge flight can also 61 

be terminated when they are forced out of the atmosphere by unsuitable weather, such as heavy 62 

rain associated with frontal systems (Sellers and Maafour 1991). Midges are weak fliers due to their 63 

small size of approximately 1-3mm, and will typically undergo short distance flights of less than a 64 



kilometre in order to obtain food, shelter or a breeding site (Carpenter et al. 2008). But despite 65 

having poor flight abilities, midges can be carried for long distances on the wind (Pedgley 1982). 66 

Therefore, Culicoides spp. have been implicated in the spread of the disease into formerly uninfected 67 

areas several hundreds of kilometres away (e.g., Sellers et al. 1978; Calistri et al. 2004; Alba et al. 68 

2004; Gloster et al. 2008; Hendrickx et al. 2008; Agren et al. 2010). Large-scale pressure systems, 69 

controlling wind speed and direction, have previously been linked to patterns of midge-borne 70 

disease spread. For example, outbreaks in Israel have been attributed to carriage of infected midges 71 

from Turkey on winds caused by the Persian trough system (Braverman and Chechik 1996), and the 72 

timing of African Horse Sickness outbreaks in South Africa have been linked to the warm phase of 73 

the El Niño/Southern Oscillation (Baylis et al. 1999). In addition to meteorological drivers, Pioz et al. 74 

(2012) showed that other important drivers to the velocity of BT spread are elevation (slower in high 75 

elevation) and density of dairy cattle (negatively correlated).   76 

In the UK, gradual overland spread of the disease from mainland Europe is prevented by a natural 77 

barrier, the English Channel. Thus incursions of midges only occur at specific times when winds from 78 

mainland Europe are favourable. This study aims to understand how large-scale synoptic conditions 79 

over north-west Europe relate to surface weather conditions during times of midge incursions, giving 80 

insight to the circulation types that are most favourable to midge transport to the UK. Subsequently 81 

this relationship could  be used to assess the change in disease risk to the UK, through changes in the 82 

frequency and timing of suitable synoptic conditions, at seasonal and decadal timescales, where 83 

high-resolution wind data necessary to drive a dispersion model may be of limited availability.  84 

In this paper, a synoptic map pattern classification and dispersion modelling outputs are combined 85 

in a case study to demonstrate the importance of synoptic circulation conditions for midge transport 86 

across the English Channel. A catalogue of typical mean sea level pressure (MSLP) patterns is created 87 

to characterise daily synoptic circulation patterns for the region then related to midge incursion data 88 

derived from a dispersion model modified to ĞƐƚŝŵĂƚĞ ĚŝƐƉĞƌƐŝŽŶ ŽĨ ͚ŵŝĚŐĞ ƉĂƌƚŝĐůĞƐ͛ ĂĐƌŽƐƐ ƚŚĞ 89 

English Channel. Due to the computational expense of the dispersion model, this case study is 90 

limited to a three year period (2005-2007 inclusive). This period covers the first epidemic of the 91 

disease in northern Europe and the first incursion of the disease to the UK.  The scope of the paper is 92 

limited to the analysis of wind-borne transport of midges that could potentially act as BT vectors, 93 

across the English Channel into the UK. The dispersion model cannot capture non-meteorological 94 

factors such as the complex short-distance movements of midges across land or human influences 95 

on disease dynamics through animal movements and vaccination programmes. Although some 96 



results will be specific for the study site, the overall methodology could be applied to any region 97 

should the appropriate datasets be available.  98 

 99 

2 Data  100 

2.1 Midge days  101 

TŚĞ UK MĞƚ OĨĨŝĐĞ͛Ɛ ŶƵŵĞƌŝĐĂů atmospheric-dispersion modelling environment (NAME) (Jones et al. 102 

2004) has been adapted to simulate the dispersion of wind-borne midges and used to identify days 103 

when midges are likely to be transported from coastal areas of the near-continent to the UK i.e. a 104 

͚ŵŝĚŐĞ ĚĂǇ͛͘ NAME ƵƚŝůŝƐĞƐ ŵĞƚĞŽƌŽůŽŐŝĐĂů ĚĂƚĂ ĨƌŽŵ ƚŚĞ UK MĞƚ OĨĨŝĐĞ͛Ɛ operational numerical 105 

weather prediction model, the Unified Model (Davies et al. 2005). The midge dispersion model was 106 

developed as part of a web-based early warning system to predict likely incursion events of BTV-107 

ŝŶĨĞĐƚĞĚ ŵŝĚŐĞƐ ĨŽƌ ƚŚĞ UK ŐŽǀĞƌŶŵĞŶƚ͛Ɛ Department for the Environment, Food and Rural Affairs. 108 

The aim being to identify areas of the UK most at risk of BT outbreaks for use in planning decisions 109 

such as movement restrictions, vaccination schemes and communication programmes to 110 

stakeholders. The service warned of the risk of an incursion into Suffolk overnight of 4/5 August 111 

2007, which is believed to have resulted in the first UK outbreak at Baylham Farm, Ipswich, UK on 22 112 

September 2007 (Gloster et al. 2008). This event, along with further testing of the model against 113 

outbreaks in Sweden (Agren et al. 2010), validates that the model can accurately simulate midge 114 

incursion events. The mass ŽĨ ͚ŵŝĚŐĞ ƉĂƌƚŝĐůĞƐ͛ ƌĞůĞĂƐĞĚ ŝŶƚŽ ƚŚĞ ŵŽĚĞů ĂƚŵŽƐƉŚĞƌĞ ŝƐ ďĂƐĞĚ on 115 

several meteorological thresholds. These thresholds were derived from the results of experiments 116 

carried out at the Institute for Animal Health, Pirbright, UK (Sanders, C. pers. comm. 2008). No 117 

particles are released when either rainfall exceeds 1mmhr-1, when wind speed is greater than 3ms-1 118 

or when temperatures are colder than 3°C at the release location, as midges will seek shelter when 119 

the weather is wet, windy or cold. Under suitable conditions particles are released, then advected 120 

following the mean wind with a turbulence component supplied by a random walk scheme. The 121 

͚ĨůŝŐŚƚ͛ ŽĨ Ă ŵŝĚŐĞ ƉĂƌƚŝĐůĞ ŝƐ terminated when rainfall exceeds 1mmhr-1 (washout of the midge), and 122 

also after twelve hours (the estimated maximum flight survival time of a midge (Sanders, C. pers. 123 

comm. 2008).  124 

The main midge season is from April to November in northern Europe (Mellor, P. pers. comm. 2008), 125 

thus the model was run on all days during these months for the study period (2005-2007). The 126 

release sites for the midge particles were two locations on the coast of the near-continent, 127 



representing possible BT outbreak sites with the potential to cause risk to the UK (Fig. 1). Midge 128 

particles were released during the peak take-off period around sunset (1800-2100Z) and their 129 

positions were tracked for a maximum of 12 hours as they were advected downwind. Days with 130 

midge particles successfully reaching the UK across the English Channel, when the weather was 131 

suitable for midge flight and winds were suitably directed, were classed as a midge day.  132 

 133 

2.2 Meteorological data  134 

MSLP data from the UK Met Office numerical weather prediction model the Unified Model (Davies et 135 

al. 2005) at a resolution of 0.11° was used to produce the main patterns of circulation in a domain 136 

from 46°N to 56°N and 13°W to 15°E. This region of Northern Europe was chosen to include the 137 

influence of anticyclonic systems located over Eastern Europe and frontal systems moving in from 138 

the Atlantic on the occurrence of midge days. MSLP grids were extracted for all days in 2005-2007 at 139 

00 UTC to represent the conditions during each overnight midge incursion event.  140 

The surface wind climate associated with the main circulation patterns and the midge days was 141 

obtained from weather observations recorded at Langdon Bay, UK (51.13N, 1.35E) (Fig. 1). Hourly 142 

measurements of wind speed and direction at 10m were extracted from the UK Met Office 143 

observation database for the three year period of the study.  144 

 145 

3 Methodology  146 

To assess if midges require particular synoptic situations to cross the English Channel it was 147 

necessary to elucidate the circulation types that are typical for the region. There are a number of 148 

methods for extracting different modes of variation in the atmosphere in order to relate it to the 149 

surface environment. Manual classifications include the Lamb weather catalogue (Lamb 1972), a 150 

classification of winds over the British Isles into seven basic types and the European 151 

Grosswetterlagen (Hess and Brezovsky 1977), where surface and upper air charts are used to classify 152 

periods of several days into one of three main types of flow; zonal, mixed or meridional. Automated 153 

approaches include correlation based map-pattern classifications, where the similarity between 154 

pressure maps is calculated mathematically to objectively place them in discrete categories (Lund 155 

1963), and eigenvector based classifications. 156 



Here an automated methodology outlined by Yarnal (1993) was chosen to ensure a time efficient, 157 

largely objective, and reproducible map pattern classification. This methodology is known as the 158 

circulation-to-environment approach, in which the synoptic classification is produced first and then 159 

related to the environmental variable in question. This approach has been widely used for a variety 160 

of applications; daily precipitation (Serra et al. 1998), agricultural wind erosion (Ekström et al. 2002), 161 

dust storm frequency (Ekström et al. 2004), heavy snowstorms (Esteban et al. 2005) and 162 

tropospheric ozone episodes (Hart et al. 2006). The map pattern catalogue was then related to 163 

midge days to identify circulation types that are more associated with high risk of trans-channel 164 

transport of midges from the European continent to the UK. The local wind conditions during such 165 

events were then detailed using wind observations from a surface station on the coast of Kent, UK.  166 

 167 

3.1 Map pattern classification  168 

The automated method used here is an eigenvector-based map pattern classification based on 169 

principal component analysis (PCA) of standardised daily 00UTC MSLP patterns in combination with 170 

a clustering technique, to identify the significant modes of atmospheric circulation across the study 171 

area. The classification procedure involves several steps of analysis, each of which is detailed in the 172 

sections below.  173 

3.1.1. High-pass data filtering  174 

Prior to the PCA, the MSLP data was subjected to a high pass filter to remove variability on time 175 

scales longer than the typical duration of regional weather systems, as otherwise the PCA would be 176 

dominated by the strong seasonal variability in the pressure data. Unwanted temporal variability in 177 

the data was removed following a method outlined in Hewitson and Crane (1992) whereby 178 

variability on timescale longer than typical weather events are removed through the use of a moving 179 

average filter, preserving variability occurring on timescales less than the first significant harmonic. 180 

Here, to retain the spatial pattern within each daily pressure grid, a time series of average grid 181 

values was created and the moving average filter was applied to these (where the length of the 182 

moving average is the length of the significant harmonic -1 day). The moving average filter was set to 183 

8 day as identified using the tool REDFIT (Schultz and Mudelsee 2002). The difference between the 184 

original grid values and the filtered average time series values was then calculated. These 185 

standardised pressure grids were then used in all the subsequent analyses.  186 



 187 

3.2.1. Principal component analysis  188 

PCA is a technique to reduce the dimensionality of a dataset by retaining those components that 189 

contribute most to its variance, whilst minimising any loss of information (e.g., Jolliffe 2002). PCA is 190 

often used in atmospheric science as a tool to find spatial or temporal variability in physical fields by 191 

condensing a data set into its underlying fundamental modes of variation (e.g., Preisendorfer 1988).  192 

The PCA was carried out using the correlation matrix in S-mode decomposition giving spatially 193 

distributed loadings and temporally distributed scores for the selected number of PCs (e.g. Yarnal 194 

1993). The PCA, although strictly a mathematical algorithm, involves elements of subjectivity in the 195 

selection of the number of PCs to retain and whether to rotate the selected PCs or not. The choice of 196 

optimal number of PCs to retain can be aided by a number of different methods. North et al. (1982) 197 

provided a rule-of-thumb which proposes that the cut-off should occur where the sampling error of 198 

a particular eigenvalue (ʄ) is comparable to or larger than the spacing between ʄ and a neighbouring 199 

value. The sampling error is given as ɷʄ ~ ʄ(2/N)1/2, where N is the number of variables over which 200 

the PCA is carried out on. Two graphical aids, the scree test (Cattell 1966) and the log scree test 201 

(Davis and Kalkstein 1990) have also been used. In the former, the point where the slope of the plot 202 

levels off is assumed to represent the point at which little is added to the explained variance by 203 

adding further PCs, while in the latter a dip in the log-transformed eigenvalue is used as the 204 

indicator.  205 

The second element of subjectivity involves whether or not to rotate the retained PCs. Buell (1975) 206 

demonstrated that in S-mode analysis, unrotated PCs give resulting loading maps with regular 207 

characteristic patterns which are statistical artefacts and nearly independent of the spatial variation 208 

in the data. A visual inspection of the unrotated PC loading patterns showed evidence of Buell 209 

patterns, suggesting the need for rotation of the selected PCs. For this application the orthogonal 210 

Varimax rotation (Kaiser 1958) was used. The Varimax transformation changes the relationship 211 

between the components but retains the orthogonality constraint. For a full discussion of the 212 

advantages of rotation see Richmann (1986).  213 

 214 



3.1.3. Cluster analysis  215 

To group the days with similar characteristics, based on their similarity to the different loading 216 

patterns, the PC scores were submitted to a cluster analysis. Two fundamentally different 217 

approaches can be taken when clustering data depending on the underlying structure of the data; 218 

hierarchical and non-hierarchical cluster analysis (e.g., Wilks 1995). In the former, the analysis 219 

merges subsequent pairs of observations which are most similar in k-dimensional space to build a 220 

hierarchy of sets of groups which tends to work well when there is a natural hierarchical structure to 221 

the data, for example in taxonomy or genetic sequencing. For the map-classification study there was 222 

no reason to assume that the MSLP data had an underlying hierarchical structure hence a non-223 

hierarchical method was used.  224 

Clustering relies on a distance measure to assess the degree of similarity in the PC scores. Here the 225 

method of k-means was used, where k initial cluster centres are chosen randomly and each 226 

observation is assigned to a cluster based on its Euclidean distance from the cluster centroid. In this 227 

non-hierarchical method the observations are re-assigned to globally optimise the within-cluster 228 

sum of squared distances. To reduce the risk of finding a local minimum the procedure was repeated 229 

100 times with different initial seeds. As the number of clusters is pre-defined the degree of 230 

objectivity in the analysis may be reduced. It was therefore repeated with several different numbers 231 

of clusters (k was increased from 2 to 20) and the number of clusters chosen was based on two 232 

optimization criteria; the smallest total within-cluster sum-of-squared errors for all clusters and 233 

where the highest number of midge days fitted into one cluster. The spatial characteristics of each 234 

cluster were then represented by a composite of all de-seasonalized grids included in each separate 235 

cluster (e.g. Yarnal 1993).  236 

The resulting map-pattern classification was then used to determine if local weather conditions 237 

suitable for midge take-off and subsequent carriage downwind into the UK can be related to larger 238 

scale pressure patterns. This was done by taking the individual pressure pattern for each day that is 239 

classified as a midge-day and determining which cluster it falls within. The summed totals of midge-240 

day occurrences within each cluster then indicates under which weather regime conditions suitable 241 

for midge take-off and dispersion typically occur. 242 



4 Results  243 

4.1 PCA and cluster analysis  244 

Guided by the selection procedures outlined in section 3, 5 PCs were retained. The sampling error 245 

and spacing of the eigenvalues are seen to reach the same magnitude at ĂďŽƵƚ PCϲ ;NŽƌƚŚ͛Ɛ ƌƵůĞ ŽĨ 246 

thumb, North et al. 1982), (see supplementary material for results from graphical aids). Together, 247 

the 5 retained PCs also explain over 95% of the variance in the dataset (Table 1).  248 

The loading patterns of the rotated PCs (RPCs) describe the main modes of variation in the de-249 

seasonalized pressure grids (Fig. 2). RPC1 displays features of the North Atlantic Oscillation, with 250 

high pressure centred over the Azores and a low pressure system centred over Iceland (Fig. 2a); 251 

RPC2 shows a trough extending from the south-west to the northeast from France through to 252 

Denmark (Fig. 2b); a centre of high pressure situated over the UK dominates the pattern of 253 

variability shown by RPC3 (Fig. 2c); RPC4 (Fig. 2d) shows a distinct high pressure region to the north-254 

east of the domain, with a low pressure system situated over continental Europe and RPC6 shows 255 

pronounced low pressure in the southeast with a ridge of high pressure extending across the UK (Fig. 256 

2e).  257 

The cluster analysis resulted in 5 overall pressure patterns (PPs), subsequently referred to as PP1-258 

PP5 (Fig. 3). The seasonal and annual relative frequency of each PP, their association with midge 259 

days and persistency are displayed in Table 1.  260 

PP1 displays a large area of high pressure over most of the near-continent (Fig. 3a) which would be 261 

expected to generate light south-westerly winds over the English Channel. This PP was found to be 262 

most frequent in winter and to persist for up to six days. The relative frequency of midge days 263 

associated with this PP is very low; annually only 2.2% of midge days are described by this PP.  264 

PP2 was the most common pattern annually, with a relative frequency of 34.2%, and shows a 265 

pressure gradient associated with the North Atlantic Oscillation (NAO) over the west of the domain 266 

and high pressure over eastern Europe, leading to south-westerly flow over the UK (Fig 3b). PP2 was 267 

found to occur frequently throughout the year and persist for up to seven days. The largest 268 

proportion of midge days was associated with this PP; 64.8% annually and 62.9%, 65.1% and 65.4% 269 

for spring, summer and autumn respectively.  270 

PP3 shows north-westerly flow across the UK, generated by a centre of low pressure system situated 271 

to the north-east of the domain and high pressure in the south-west (Fig 3c). This PP was the second 272 



commonest annually during the study period, with an annual relative frequency of 30.1% and it was 273 

found to persist for up to six days. A low number of midge days are associated with this PP, only 274 

7.3% annually.  275 

In PP4 a very strong pressure gradient is found across the region, caused by a centre of very low 276 

pressure to the north-west and high pressure in the south-east (Fig 3d). These tight isobars indicate 277 

strong south-westerly winds would be present across the UK. This PP occurred fairly infrequently 278 

throughout the study period, with an annual relative frequency of 9.2%, although it was slightly 279 

more common in winter where it occurred 16.3% of the time. PP4 persisted for up for five days. A 280 

low number of midge days were associated with this PP, only 7.8% annually, although the relative 281 

frequency in autumn was slightly higher at 12.3%.  282 

PP5 shows a centre of high pressure situated towards the centre of the region, with a slack gradient 283 

towards lower pressure in the south-east of the domain (Fig 3e). This PP was the third most common 284 

annually, but has the second highest annual relative frequency of midge days at 17.9%. Midge days 285 

were particularly associated with this pattern in spring and summer and are slightly less frequently in 286 

autumn.  287 

 288 

4.2 Surface climate characteristics of the pressure patterns  289 

To verify if the winds indicated by the PPs were representative of the surface conditions, 290 

observations from a station on the south-east coast of England at Langdon Bay have been examined. 291 

These observations also provide some indication of the meteorological characteristics of the airmass 292 

present over the study region. However, differences are expected between the geostrophic winds 293 

and observational data due to the influence of the local environment.  294 

Wind roses for each of the PPs are given in Figure 4. In general, there is a good relationship between 295 

the observed wind speeds and directions and the atmospheric circulation expected by examination 296 

of the isobars on the PPs. The wind rose for cluster 1 shows light winds from all directions, as would 297 

be expected in a slack pressure situation described by PP1. The winds for cluster 2 are mainly light to 298 

moderate with southerlies, south-westerlies and westerlies dominating. This corresponds reasonably 299 

well with PP2 which shows south-westerly geostrophic winds over the UK. PP3 indicates north-300 

westerly winds would be predominant over the UK during dates in this cluster. The wind rose shows 301 

some agreement, with moderate and occasionally strong winds mainly from the west through to the 302 



north. The winds on dates in cluster 4 are generally moderate to strong and the wind rose shows a 303 

large dominance in direction from the west, south-west and south. These surface observations 304 

correspond well with the pressure distribution described by PP4, with dense isobars indicating 305 

strong south-westerly winds. Winds at 00UTC during dates in cluster 5 show larger components from 306 

the south, south-east and east and are generally light. There is fairly good correspondence between 307 

these winds and the pressure distribution described by PP5, but a greater north-westerly component 308 

might be expected.  309 

The distribution of temperatures at 00UTC for each date in the clusters have also been examined at 310 

Langdon Bay (not shown). Overall, the temperatures typically spanned by each individual cluster 311 

cover a similar range from around -2 to 17°C. Cluster 3 has a slightly larger range from -3 to 19°C, but 312 

the distribution of temperatures within the cluster indicates that it is cooler overall compared to the 313 

other clusters. Clusters 2 and 5 are slightly negatively skewed and show medians that are slightly 314 

warmer than the other clusters at 10 and 11°C indicating slightly warmer temperatures overall on 315 

dates in these clusters. The synoptic conditions represented by clusters 2 and 5 occur more 316 

frequently in spring, summer and autumn, whereas the circulation patterns represented by clusters 317 

1 and 4 occur more often in winter (Table 1). This difference in seasonality combined with 318 

differences in the origin of the airmass may explain why variations are seen in the temperature 319 

statistics for each cluster.  320 

 321 

4.3 Representation of the synoptic situation on midge days by the map pattern classification  322 

Division of the midge days by the cluster analysis resulted in two PPs representing ~83%, of all midge 323 

days. To analyse if these PPs accurately demonstrate the synoptic situation present during midge 324 

incursion events the pressure distribution on midge days in each cluster have been plotted as 325 

composites and analysis synoptic charts on midge days have been examined (Fig 5).  326 

The composite maps for midge days in cluster 2 and cluster 5 show similarities to the synoptic 327 

situation described by the map classification for PP2 and PP5. The pressure distribution in PP2 and in 328 

the midge days in cluster 2 are both dominated by a gradient associated with the NAO. However, in 329 

the midge day composite a large area of high pressure is also found in the north east of the domain 330 

over northern Germany. The synoptic situation in both PP5 and in the composite for midge days in 331 

cluster 5 is described by a blocking high. However, the location of the anticyclone differs slightly; it is 332 

located toward Denmark in the midge day composite and is found more centrally in PP5.  333 



The representativeness of the composite maps of pressure distribution on midge days in each of the 334 

main clusters have been verified against analysis synoptic charts from the UK Met Office archive. An 335 

example chart for a midge day on 4 Sep 2005 again demonstrates the NAO gradient with high 336 

pressure towards the north east. The chart for a midge day in cluster 5 on 27 Apr 2007 shows that a 337 

large blocking high dominates the weather over the UK in a similar way to the high pressure found in 338 

PP5 and the composite for midge days in cluster 5. Overall some local differences were noted 339 

between the analysis charts and the composites but the general geostrophic flow was found to be 340 

similar in each case.  341 

 342 

5 Discussion  343 

To enhance understanding of the synoptic conditions conducive to midge incursions across the 344 

English Channel, results from two different analysis techniques are linked, one that categorises the 345 

daily synoptic circulation types and a second that gives the dispersion footprint of midges given a 346 

specific starting point. Because the analysis of MSLP is conducted only on three years of daily data, 347 

the classification is not necessarily robust from a climatology perspective, which would require a 348 

longer time period. Nonetheless, it identified the synoptic types occurring during the three year 349 

period for which this study was conducted. This technique was used to identify the large-scale 350 

atmospheric conditions which are present during times of wind-borne incursions of midges, acting as 351 

vectors for diseases such as BT into the UK from mainland Europe.Two PPs were found to be more 352 

commonly associated with midge days than the others. These showed different attributes in terms 353 

of pressure distribution, airmass characteristics, occurrence in each season and persistency. PP2 is 354 

the most common PP associated with midge days and also the most frequent pattern which occurs 355 

annually over the region. In combination with surface observations of wind speed, wind direction 356 

and temperature it could be deduced that the tropical maritime airmass typically associated with 357 

this pattern would be suitable for the carriage of midges to the UK. Light and moderate south, south-358 

west and westerly winds were generally present and temperatures were found to be slightly warmer 359 

at these times. Field experiment results show that midges tend to be high in numbers and become 360 

more active during humid, warm weather (Pedgley, 1982; Carpenter et al. 2008). They will also not 361 

become airborne during strong winds, but wind of a certain strength is required to carry them across 362 

the English Channel. Therefore, moderate winds create the highest risk situation to coastal areas in 363 

south east England. PP5 also describes synoptic conditions suitable for midge carriage to the UK. 364 

Geostrophic winds determined from the isobars and verified by surface observations show easterly 365 



and south easterly winds would be associated with this pressure distribution. Originating from the 366 

continent, this airmass has the potential to create the hottest conditions found in northern Europe. 367 

Temperatures around 25-30°C are ideal for high midge take-off rates. The airborne midges could be 368 

carried to the UK on the gentle and moderate winds associated with the high pressure which 369 

dominates this PP. The other pressure patterns describe situations which are not particularly 370 

suitable for midge take-off and/or transport to the UK. The winds in PP1 were found to be too light 371 

and variable, associated with the slack high pressure over the near continent. In PP3 the northerly 372 

winds are described by the pressure distribution, carrying midges away from the UK. PP4 shows a 373 

strong pressure gradient associated with the NAO. However, this large difference in pressure would 374 

create wind strengths above the threshold for midges to become airborne.  375 

The representativeness of the PPs from the map-classification was assessed by comparing these to 376 

composites of the MSLP fields on midge days and analysis charts produced by the UK Met Office. In 377 

general the map-classification was found to be a suitable representation of the synoptic situation 378 

occurring on midge days, but some local differences occurred. These PPs are therefore not suitable 379 

for detailed predictions of locations likely to be at risk in the future, but could be used as a guide to 380 

the frequency and timing of incursion events. Other local effects of, e.g. topography and land/sea 381 

breezes have not been modelled here due to the resolution of the MSLP data. The association 382 

between the PPs and precipitation rates have not been examined here either; moderate to high 383 

rainfall could prevent midges from successfully crossing the English Channel, even if winds are of a 384 

suitable strength and direction. Further, the 3-year period may be too limited to have captured all 385 

the possible synoptic types which occur over the study area and therefore not be a complete 386 

representation of the main pressure distributions in the region.  387 

Although this study is limited with regard to general representability of the map pattern 388 

classification, the concept brings insights not demonstrated by existing work on the impact of 389 

weather on the spread of midge-borne diseases. Previous studies to determine the effect of weather 390 

and climate on the spread of insect-borne disease have generally used one of three approaches; 391 

dispersion models, statistical models or process based biological models.  392 

Dispersion modelling has typically  been carried out on past weather data to determine if wind 393 

carriage of midges from infected areas could be implicated in initiation of new cases of BT (e.g. 394 

Gloster et al. 2008; Hendrickx et al. 2008; Agren et al. 2009; Garcia-Lastra et al. 2012 ). Trajectory 395 

models have also been used in a predictive mode to indicate disease spread on short timescales, as 396 

demonstrated by Ducheyne et al. (2011) for southern France using a stochastic model drawing on 397 



information about weekly wind trajectories, terrain characteristics and epidemiological growth 398 

information. These models have not yet been used to assess the risk of disease spread in a climate 399 

change scenario.   400 

Dispersion modelling of insect vectors can also suffer from a lack of suitable methods to directly 401 

verify their results. The NAME model used here has been indirectly validated by showing it can 402 

simulate the pattern and timing of bluetongue outbreaks in previously disease free countries 403 

(Gloster et al. 2008; Agren et al. 2009). Direct tracking of midge dispersal over tens of metres has 404 

been carried out in a small-ƐĐĂůĞ ͞ŵĂƌŬ-ƌĞĐĂƉƚƵƌĞ͟ ĨŝĞůĚ ĞǆƉĞƌŝŵĞŶƚ (Sanders & Carpenter, 2014). 405 

This technique would be near-impossible to carry out on the larger scales involved in midge 406 

incursions into new regions.  The quantification of gene flow between insect populations across 407 

regions would inform dispersal routes and therefore virus incursion and spread risks that we have 408 

only been able to describe in a qualitative manner. The imminent publication of the annotated 409 

Culicoides genome and second-generation sequencing techniques will allow the calculation of gene 410 

flow between populations across a range of spatial scales and landscapes and determine the 411 

frequency of the wind-borne incursion events described here. 412 

A more common approach to study the climate change impacts on species distribution is the use of 413 

ecological niche models, linking spices occurrence (through habitat definition) to current patterns in 414 

climate to define the ͚ĐůŝŵĂƚĞ ĞŶǀĞůŽƉĞ͛ ŽĨ ƚŚĞ ĚŝƐĞĂƐĞ (Peters et al. 2014). Predictions of where and 415 

when diseases are likely to spread to in the future are then made by determining where the climate 416 

envelope currently exists and/or will be found under future climate change scenarios (Harris et al. 417 

2014). Early work using this technique for BT spread used regression models to relate climate 418 

variables to the presence of the vector midge (Baylis et al. 2001; Wittmann et al. 2001). However, 419 

they assumed only one species of the midge, Culicoides imicola, acted as the main vector for the 420 

disease. It has since been shown that more northerly species are capable of transmitting the virus 421 

and each of these species has a different climate envelope (Purse et al. 2007). The current northern 422 

European epidemic was initiated in Belgium in 2006, hundreds of kilometres from the nearest 423 

outbreak, from an unknown source. Studies based on the climate envelope of Culicoides imicola, 424 

could not have predicted such an event would occur. In a climate change context, Zuliani et al. 425 

(2015), ecological niche modelling was used to study the plausible northerly extent of Culicoides 426 

sonorensis across USA Canada border and Samy and Peterson (2016) used a similar approach, but in 427 

a global context, predicting spatial extension of the disease in central Africa, US and western Russia 428 

under future warmer climates. 429 



In biological models the relationships between transmission variables and climate are first 430 

established, and these relationships can then be used to predict rates of spread following an 431 

outbreak (e.g. Gubbins et al. 2008). Alternatively, these relationships are used with future climate 432 

scenarios to predict changes in the transmission process. A spatially explicit biological model was 433 

demonstrated by Kelso and Milne (2014) for Australia to study the dispersal of the BT vector 434 

Culicoides brevitarsis in Australia. The method also considers wind dispersal of the midge. The 435 

dispersion being informed by relationships derived from 10m wind data with a multiplier 436 

(representing the winds speeds at midge carrying levels), the multiplier being derived from arrival 437 

times at trapping sites for studied events. However, this approach relies on accurate knowledge of 438 

the biology of the disease and its relationship with climate variables, which can vary according to 439 

vector species, host animal and the environment. Also, biological models and ecological niche 440 

models/climate envelope techniques assess the suitability of the climate for vectors and disease 441 

spread once an initial outbreak has occurred. In contrast, the presented technique here can be used 442 

to assess the likely frequency and timing of incursions of disease with explicit representation of 443 

atmospheric dynamics, without which no further spread would occur, no matter how suitable the 444 

climate.   445 

Finally, the map-pattern classification developed here is independent of its application. Therefore 446 

the pressure patterns can be related to the occurrence of any other phenomenon thought to be 447 

influenced by large-scale weather systems in the study region. The obvious application would be to 448 

relate the classification to other long-distance midge transport routes across seas in northern Europe 449 

to further aid the assessment of disease spread risk in the region in future seasons and decades. 450 

 451 

6 Conclusions  452 

This study provides new insight into the relationship between large scale synoptic circulation 453 

patterns and the likelihood for incursions of midges, potentially infected with viruses such as BT, into 454 

the UK from the northern coast of France and Belgium. This relationship assumes the activity levels 455 

and flight paths of the midges are controlled by the characteristics and movements of airmasses, 456 

which are governed by large scale atmospheric flows described by the PPs deduced in this study.  457 

Two PPs were found to characterise the synoptic situation present during most midge incursion 458 

events. The main pattern which gives rise to ~65% of all midge days was also the most common 459 

pattern found over northern Europe by the analysis. This PP indicated south-westerly winds over the 460 



UK, generally associated with warm, moist tropical maritime air. The other pattern which is 461 

associated with ~18% of midge incursions was found to be fairly infrequent over northern Europe 462 

during the period of the analysis. The winds associated with this pattern were directed from the 463 

continent; airmasses sourced from this region are generally warm and dry. These two patterns 464 

describe synoptic situations suitable for successful midge incursions; warm weather for high take-off 465 

rates and persistent winds towards the UK from the coast of the near-continent.  466 

The technique described here could be used to assess changes to the frequency of PPs associated 467 

with midge days on a seasonal or decadal timescale by using simulated MSLP data from climate 468 

models, allowing predictions to be made of the timings and areas at risk in the UK of midge-borne 469 

disease outbreaks. This technique also provides benefits not offered by other modelling techniques, 470 

which do not attempt to assess the transport mechanisms necessary to carry the midge to a new 471 

area and initiate infection.  472 
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Table 1. Results of PCA and PP analysis. First section shows results of the PCA followed by the 612 

seasonal and annual relative frequency distribution of each PP and seasonal and annual relative 613 

frequency distribution of midge days associated with each PP ( here N is the number of observations 614 

in each season and for the whole year). Last five rows gives relative frequency of PP persistency 615 

(here N is the total number of days in each cluster). 616 

PCA results 
PC Eigenvalue Explained variance 

 

Cumulative explained 
variance (%) 

1 1 1314.6 48.6 
2 2 848.4 29.6 
3 3 648.5 10.2 
4 4 478.7 4.6 
5 5 273.2 2.4 
6 6 117.0 1.2 
7 7 102.9 0.7 
8 8 73.4 0.5 
9 9 51.6 0.4 
10 10 17.0 0.3 
Relative frequency of PPs (%) 
PP DJF MAM JJA SON YEAR 
1 14.8 6.5 2.2 5.9 7.3 
2 28.5 33.3 32.6 42.5 34.2 
3 25.6 33.3 39.9 21.6 30.1 
4 16.3 7.2 4.3 9.2 9.2 
5 14.8 19.6 21.0 20.9 19.1 
N 270 276 276 273 1095 
Relative frequency of midge days per PP (%) 
PP DJF MAM JJA SON YEAR 
1 0 2.9 0 3.7 2.2 
2 0 62.9 65.1 65.4 64.8 
3 0 8.6 11.1 3.7 7.3 
4 0 5.7 3.2 12.3 7.8 
5 0 20.0 20.6 14.8 17.9 
N 0 35 63 81 179 
Relative frequency of PP persistency (%)    
Increasing 
nb of days 
 

1 2 3 4 5 6 7 N 

PP1 12.5 6.3 5.0 3.8 1.3 1.3  80 
PP2 16.3 8.3 4.8 2.1 1.3 0.5 0.2 375 
PP3 18.2 11.2 4.2 2.4 0.0 1.2  330 
PP4 14.9 4.0 6.9 4.0 2.0   101 
PP5 19.1 11.5 9.6 3.3 1.4   209 
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Figure 2. Loading patterns of the first five RPCs (a-e).  623 
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Figure 3: Average de-seasonalized pressure patterns (hPa) for each cluster (a-e). 628 
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Figure 4: Windroses showing wind speed and direction at 00UTC for clusters 1-5 (a-e) at Langdon Bay. 633 

Light-grey=1-5ms-1, mid-grey=5-10ms-1, black=greater than 10ms-1, number of calms (less than 1ms-1) 634 

shown as a percentage in the centre.   635 
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Figure 5: Composite MSLP patterns for all midge days in cluster 2 (a) and cluster 5 (c) and example 639 

synoptic charts for a midge day in cluster 2 (04/09/05) (b) and cluster 5 (27/04/07) (d). 640 
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