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SUMMARY

Motivated by the need to efficiently obtain low-order models of fluid flows around complex geometries for

the purpose of feedback control system design, this paper considers the effect on system dynamics of basing

plant models on different formulations of the linearised Navier-Stokes equations. We consider the dynamics

of a single computational node formed by spatial discretisation of the governing equations in both primitive

variables (momentum equation & continuity equation) and pressure Poisson equation (PPE) formulations.

This reveals fundamental numerical differences at the nodal level, whose effects on the system dynamics at

the full system level are exemplified by considering the corresponding formulations of a two-dimensional

(2D) channel flow, subjected to a variety of different boundary conditions.
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1. INTRODUCTION

This work is motivated by the need to design feedback control systems to reduce pressure drag

acting on road vehicles, which within the UK accounted for 28% of total annual energy consumption

in 2014, and whose CO2 emissions rose by 26% between 1990 and 2004 [1]. At motorway speeds,

aerodynamic drag arising from vortex shedding over the bluff rear end of the vehicle is responsible

for up to two thirds of this energy consumption [2, 3]. Initial numerical studies of prototype

bluff body flows have shown the potential for feedback control to suppress vortex shedding, thus

leading to an overall increase in base mean pressure. This can be achieved using, for example,

zero-net-mass-flux (ZNMF) slot jet actuation on the body’s trailing edge in response to pressure

measurements on the rear face [4]. Whilst this can also be achieved with open-loop control, such

as fixed frequency/amplitude periodic forcing, feedback control has the important advantages of
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2 O. J. DELLAR AND B. LL. JONES

allowing a system to be robust to the effects of uncertainty [5], such as may arise from unmodelled

external disturbances, system dynamics and changing operating conditions.

The problem faced with designing conventional feedback controllers is that they require linear

plant models that are of low-order, in the sense that the state dimension is O . 102. Obtaining

such models from the underlying Navier-Stokes equations is non-trivial and requires approximation,

given that the latter are nonlinear and infinite-dimensional. If the objective of the control system is

to suppress perturbations around a mean flow, then designing feedback controllers from linearised

approximations can give rise to acceptable closed-loop performance, as has been shown in a

number of studies (see, e.g. [6, 7, 8, 9, 10, 4, 11, 12, 13]). However, obtaining low-order

approximations that are accurate in the sense of retaining the important dynamics of a given

flow remains an open problem [12]. A typical approach relies upon spatial discretisation of the

linearised Navier-Stokes equations on a computational mesh in order to obtain finite-dimensional

state-space models [14, 15, 16, 13].

The construction of state-space models of a flow by spatial discretisation is typically restricted

to simple geometries such as plane channel flow, whereby the assumption of periodicity in the

streamwise (and spanwise for three-dimensional geometries) direction allows the use of Fourier

transforms in space, decoupling the flow by spatial wavenumber [6]. For more complex geometries

such assumptions are less readily applicable, and hence computational fluid dynamics (CFD) codes

often use methods based on local interpolants, such as finite difference, finite volume, or finite

element discretisation. Whilst these can be used for constructing the state-space matrices describing

complex geometry flows (such as over a bluff-body vehicle), it is difficult in practice, and typically

results in systems with extremely large (O > 105) state dimension, giving rise to impractically large

system matrices. However, the vast majority of these states have little influence over the actuator

to sensor response of the flow system, which means that satisfactory models for feedback control

design can be many orders of magnitude smaller, in terms of state dimension. In the context of

bluff-body drag reduction, Dahan et al. [4] showed the underlying input-output frequency response

of some flows actually resemble those of second-order systems.

An approach which avoids constructing large-scale system matrices and lends itself to exposing

the potentially low-order nature of a fluid flow was proposed in [17, 15] and was applied

to 2D channel flow. Finite differences and a Chebyshev expansion were used to discretise in the

streamwise and wall-normal directions, respectively. This yielded state-space subsystem models at

each streamwise location which were then used to compute the local frequency response, and finally

the Redheffer star product [18] was used to chain the local frequency responses together between

neighbouring subsystems, producing the overall global system frequency response. With this, low-

order transfer function models can be fitted to the data, and used for control design with guaranteed

closed-loop stability margins [19].

Whilst this approach lends itself to the modelling of complex geometry flows, the choice of

formulation and discretisation of the linearised Navier-Stokes equations is important. Centred finite

differences are attractive since this results in simple connections between neighbouring subsystems,

however it is well known that directly discretising the Navier-Stokes equations in their standard

momentum/continuity formulation on a co-located mesh using finite differences can lead to the so-

called ‘checkerboard instability’, whereby non-physical sawtooth shaped pressure fields can satisfy

the discretised equations [20, 21, 22, 23]. Figure 1 shows an example of such a pressure field.

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
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Figure 1. Example of checkerboard instability; non-physical pressure field satisfying discretised
incompressible Navier-Stokes equations (discretised using centred finite differences), since ∂p/∂x = 0 at

all computational nodes (black dots).

The checkerboard instability issue is a result of the fact that after any spatial discretisation

the incompressible Navier-Stokes equations constitute a system of differential algebraic equations

(DAEs) of ‘higher index’ [24], with only the pressure gradient appearing in the equations, and

not pressure itself. The nonlinear system is of differentiation index two [25], or strangeness index

one [24, 26], since at least part of the equations must be differentiated a minimum of two times

with respect to the time variable in order to obtain a system of ordinary differential equations

(ODEs). One way of circumventing the checkerboard instability issue is by reformulating the set

of equations as a strangeness free system [24]. This can be achieved by reformulating the system in,

for example, velocity and vorticity variables, which results in a system of ODEs (of differentiation

index zero [24]), or supplementing the original equations with a pressure Poisson equation (PPE)

which results in a strangeness free DAE system (of differentiation index one).

Whilst supplementing the original system of equations with the PPE avoids the checkerboard

instability, it poses the additional problem of choosing a correct pressure boundary condition. For the

case of the nonlinear incompressible Navier-Stokes equations, there seems to be some disagreement

in the literature regarding this matter [27, 28, 29, 30, 31, 32], and so in this paper we consider several

different boundary conditions, and study their effects on linearised system dynamics.

Another way of circumventing the issue of checkerboard instability, which avoids the need to

reformulate the governing equations as a strangeness free system, is by discretising the original

formulation of the equations on a staggered mesh, such as the ‘marker and cell’ method [33].

This method does, however, come with its own difficulties. Namely that one typically obtains

discretisations where pressure nodes do not lie on the domain boundaries, which is inconvenient

from a control design perspective if pressure on a surface is the measured signal, as is typically the

case for bluff-body drag reduction.

For the purpose of simulation, the various formulations of the Navier-Stokes equations have

received much attention in the literature, however for the purpose of feedback control design this

is not the case. In particular, for simulation purposes the equations can be formulated in such a

way that a ‘pseudopressure’ which requires only simple boundary conditions is used rather than

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
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4 O. J. DELLAR AND B. LL. JONES

actual thermodynamic pressure, for example in fractional step/projection methods [34, 30]. This

allows efficient simulation by first computing an intermediate velocity field at each timestep which

does not, in general, satisfy the divergence-free requirement of the governing equations, before

correcting this velocity field using the pseudopressure, yielding a divergence-free field [30]. In the

context of simulation, the validity of numerical schemes is typically assessed by comparing certain

time averaged properties, such as mean velocity profiles, to benchmark data from other simulations

or experiments (see, e.g. [35, 36, 37, 4, 38]). On the other hand, models derived for control design

must correctly capture the continuous time dynamics of both velocity and pressure fields in a single

set of differential algebraic equations, and in particular must exhibit the correct frequency response,

particularly around the unity gain crossover frequency.

This paper reconciles current understanding of different formulations of the linearised Navier-

Stokes equations using frequency domain analysis in order to compare the system dynamics

obtained from different model formulations. This essentially provides understanding of how

to correctly formulate and discretise the linearised Navier-Stokes equations for the purpose of

designing feedback controllers. In Section 2 the governing equations in momentum/continuity and

PPE formulations are presented, before considering transfer function representations of individual

computational node subsystems in Section 3. In Section 4 different formulations of the linearised

incompressible Navier-Stokes equations are considered, and PPE formulations with pressure

boundary conditions based on several of those suggested in the literature are used in order to

construct state-space models of a 2D channel flow. The different models’ dynamic similarities/

differences are analysed by considering pole-zero plots, system eigenfunctions, energy-weighted

pseudospectra, frequency response, and the ν-gap metric between each model formulation and a

benchmark model. Section 5 provides concluding remarks.

2. GOVERNING EQUATIONS FOR INCOMPRESSIBLE FLOW

The remainder of this paper considers the linearised incompressible Navier-Stokes equations.

∂u′(x, t)

∂t
+ u′(x, t) · ∇ū(x) + ū(x) · ∇u′(x, t) = −∇p′(x, t) +

1

Re
∇2u′(x, t), (1a)

∇ · u′(x, t) = 0, (1b)

where velocity and pressure have been decomposed into a temporally averaged mean part and

a time dependent fluctuating part, e.g. u(x, t) := ū(x) + u′(x, t), ū(·) : Ω → R2 is the mean

velocity field with components (ū, v̄), u′(·, ·) : Ω× [0, tf ] → R2 is the fluctuating velocity field with

components (u′, v′), p′(·, ·) : Ω× [0, tf ] → R is the fluctuating pressure field, Ω ⊂ R2 is the spatial

domain with boundary ∂Ω, tf ∈ R+ is the end of the time interval, and x := (x, y) ∈ Ω is a point

in the domain. The Reynolds number of the flow is Re ∈ R. In the interests of simplicity, this paper

considers 2D flows, but the theory readily extends to the 3D case.

In this work we consider two formulations of the linearised Navier-Stokes equations. The first

of these is the primitive variables formulation, given by the momentum (1a) and continuity (1b)

equations [30]. The presence of the algebraic constraint in the form of the continuity equation

makes this a set of partial differential algebraic equations (PDAEs). As was discussed in Section 1,

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
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Figure 2. Computational meshes: (a) co-located computational mesh; (b) staggered mesh.

this PDAE system of differentiation index two can be reformulated as a strangeness-free system

by introducing the PPE. The linearised PPE is obtained by substituting (1b) into the divergence

of (1a) [21], yielding

∇2p′(x, t) = −∇ · (u′(x, t) · ∇ū(x))−∇ · (ū(x) · ∇u′(x, t)) , ∀ (x, t) ∈ Ω× [0, tf ] . (1c)

The system of equations comprising (1a) and (1c) is known as the PPE formulation [30] and

represents the second formulation employed in this work.

Boundary and initial conditions for the primitive variables formulation are given by

ū(x) = ū∂Ω(x), ∀ x ∈ ∂Ω, (2a)

u′(x, t) = u′
∂Ω(x, t), ∀ (x, t) ∈ ∂Ω× [0, tf ] , (2b)

u′(x, 0) = u′
0(x), ∀ x ∈ Ω. (2c)

We defer discussion of the boundary conditions for the PPE formulation until Section 3.2.

3. INDIVIDUAL COMPUTATIONAL NODE SUBSYSTEMS

In the following, the primitive variables formulation is discretised on both a co-located mesh

and a staggered mesh, the PPE formulation is discretised on a co-located mesh only, and state-

space models describing the dynamics of a single computational node are constructed. The co-

located mesh, in which both velocity and pressure values are stored on the cell vertices, is depicted

in Figure 2(a). The staggered mesh is shown in Figure 2(b), in which the velocity components u

and v are stored on the vertical and horizontal cell boundaries, respectively, whilst the pressure is

stored in the cell centre.

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)

Prepared using fldauth.cls DOI: 10.1002/fld



6 O. J. DELLAR AND B. LL. JONES

The descriptor state-space models considered in this work are of the form

E
d

dt
χ(t) = Aχ(t) +Bξ(t), (3a)

y(t) = Cχ(t), (3b)

where χ(t) ∈ Rn is the state vector, ξ(t) ∈ Rq is the vector of system inputs, and y(t) ∈ Rp is

the vector of system outputs. E,A ∈ Rn×n, B ∈ Rn×q, and C ∈ Rp×n are matrices describing

the dynamics of the system, how inputs affect the states, and how outputs are defined as linear

combinations of the states, respectively. State-space models arising from spatial discretisation

of PDAE systems typically yield rank deficient E matrices due to algebraic constraints, arising

from (1b), (1c), and associated boundary conditions.

Taking the Laplace transform of (3a) and inserting it into the Laplace transform of (3b) yields the

expression

ỹ(s) = C (sE −A)
−1

B
︸ ︷︷ ︸

G(s)

ξ̃(s), (4)

where G(s) ∈ Rp×q is the real-rational transfer function matrix from inputs to outputs, and s ∈ C.

The Laplace transforms of y(t) and ξ(t) are ỹ(s) ∈ Cp and ξ̃(s) ∈ Cq, respectively.

The poles of a linear dynamical system determine its asymptotic behaviour and are defined as

P (G(s)) := {s ∈ C : det (sE −A) = 0} . (5)

The zeros are the values of s ∈ C at which the system output drops to zero despite the input and

states being non-zero [39, 40]. The set of zeros is thus defined as

Z (G(s)) := {s ∈ C : y(t) = 0, ξ(t),χ(t) 6= 0} . (6)

The presence and locations of the zeros are dependent on sensor and actuation arrangement, and

can impose fundamental limitations on the performance achievable through feedback control [40].

For single-input single-output systems, the poles and zeros are simply equal to the roots of the

denominator and numerator of the transfer function, respectively.

The different formulations of the governing equations are discretised in space on computational

meshes with grid spacing δ in both the x and y directions. Second-order accurate centred finite

difference schemes are used for spatial derivatives as this yields simple interconnections between

neighbouring node subsystems, which enables efficient evaluation of system frequency response by

chaining nodes together, as demonstrated in [17, 15]. Such finite difference schemes are of the form

∂fi,j
∂x

=
fi+1,j − fi−1,j

2δ
+O

(
δ2
)
,

∂2fi,j
∂x2

=
fi−1,j − 2fi,j + fi+1,j

δ2
+O

(
δ2
)
,

where i and j denote the computational node’s indices in the x and y directions, respectively.

For the case of co-located mesh discretisations, u′
i,j(t), v′i,j(t), and p′i,j(t) are grouped as

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
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Figure 3. Connections between computational node subsystems. The (i, j)th subsystem is denoted Pi,j .

a single subsystem, and will be referred to as the (i, j)th node, whilst for staggered mesh

discretisations, u′

i+1/2,j(t), v
′

i,j+1/2(t), and p′i,j(t) are grouped together as a single subsystem, and

will also be referred to as the (i, j)th node (where the indices of the pressure node are used to label

the subsystem).

The dynamics of the (i, j)th computational node subsystem can be expressed as a descriptor

state-space system whose inputs are the state values from its neighbouring nodes, and outputs are

the (i, j)th node subsystem’s state, as depicted in Figure 3. The corresponding state and output

equations are

Ei,j
d

dt
χi,j(t) = Ai,jχi,j(t) +Bi,jξi,j(t), (7a)

yi,j(t) = Ci,jχi,j(t), (7b)

where χi,j :=
[

u′
i,j v′i,j p′i,j

]⊤

∈ R3 is the subsystem’s state vector in the co-located case,

and χi,j :=
[

u′

i+1/2,j v′i,j+1/2 p′i,j

]⊤

∈ R3 is the subsystem’s state vector in the staggered

case. The vector of state values flowing in from the neighbouring subsystems is ξi,j :=
[

χ⊤
i,j−1 χ⊤

i+1,j χ⊤
i,j+1 χ⊤

i−1,j

]⊤

∈ R12, and yi,j ∈ R3 is the subsystem’s output. The

matrices Ei,j , Ai,j ∈ R3×3, Bi,j ∈ R3×12 and Ci,j ∈ R3×3 arise from the spatial discretisation

of the governing equations, and have different structure depending on the particular

formulation/discretisation.

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
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8 O. J. DELLAR AND B. LL. JONES

3.1. Primitive Variables Formulation

In the following, the structure of the state-space matrices describing a single computational node

subsystem are presented for three different cases.

3.1.1. Case I: Upon discretising the standard primitive variables formulation using finite

differences on a co-located mesh, the Ei,j and Ai,j matrices are found to have the following

structure:

Ei,j :=







1 0 0

0 1 0

0 0 0






, Ai,j :=







a11 a12 0

a21 a22 0

0 0 0






. (8)

The elements of Ai,j are given in Appendix A.1. When attempting to compute the node’s transfer

function as in (4), it is immediately clear that (sEi,j −Ai,j) is singular (rank deficient) for all s ∈ C,

and so the resolvent (sEi,j −Ai,j)
−1

and transfer function Gi,j(s), do not exist. This lack of

uniqueness is the source of the checkerboard instability.

3.1.2. Case II: Discretising the same primitive variables formulation on a staggered mesh

yields Ei,j and Ai,j matrices with the following structure:

Ei,j :=







1 0 0

0 1 0

0 0 0






, Ai,j :=







a11 0 a13

0 a22 a23

a31 a32 0






. (9)

Appendix A.2 gives the elements of Ai,j . In this case, the matrix pair (Ei,j , Ai,j) is

regular (in that there exists s ∈ C such that (sEi,j −Ai,j) is non-singular [41]), and so the

resolvent (sEi,j −Ai,j)
−1

, and hence transfer function Gi,j(s), exist and are uniquely defined.

3.1.3. Case III: Finally, discretising the PPE formulation on a co-located mesh yields Ei,j and Ai,j

matrices with the following structure:

Ei,j :=







1 0 0

0 1 0

0 0 0






, Ai,j :=







a11 a12 0

a21 a22 0

a31 a32 a33






. (10)

The elements of Ai,j are given in Appendix A.3. For the flows considered in this paper, this

again yields a regular matrix pair (Ei,j , Ai,j), resulting in the existence and uniqueness of both

the resolvent (sEi,j −Ai,j)
−1

, and transfer function Gi,j(s).

The existence of subsystem transfer functions for the cases of the primitive variables formulation

discretised on a staggered mesh and the PPE formulation discretised on a co-located mesh, shows

that these formulations are well posed, whilst the contrary applies for the case of the primitive

variables formulation discretised on a co-located mesh.

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
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CORRECTLY FORMULATING THE LINEARISED NAVIER-STOKES EQUATIONS 9

3.2. PPE Pressure Boundary Conditions

Although the PPE formulation discretised on a co-located mesh is well posed, the main difficulty

with such a formulation lies in the correct choice of pressure boundary conditions. Several different

pressure boundary conditions present in the literature are now considered.

The first, and simplest pressure boundary condition considered is the Neumann type condition

∂p′(x, t)

∂n
= 0, ∀ (x, t) ∈ ∂Ω× [0, tf ] , (11)

where n ∈ R2 is the normal outward pointing unit vector. As stated in [30], the wall-normal gradient

of the pressure at the boundary in incompressible flow is, in general, non-zero, however if treated

with care it can be used as part of fractional step methods [34] for the purposes of simulation.

For the case of the incompressible nonlinear Navier-Stokes equations, it was suggested by Gresho

and Sani [27] that the correct pressure boundary condition for a PPE formulation is a Neumann type

condition obtained by projecting the momentum equation onto the boundary in the normal direction.

Applying this idea to the linearised equations yields the boundary condition

n · ∇p′(x, t) = n ·

(
1

Re
∇2u′(x, t)− u′(x, t) · ∇ū(x, t)

− ū(x, t) · ∇u′(x, t)−
∂

∂t
u′(x, t)

)

, ∀ (x, t) ∈ ∂Ω× [0, tf ] .

(12)

For the common case of a no-slip boundary this condition reduces to

n · ∇p′(x, t) = n ·
1

Re
∇2u′(x, t), ∀ (x, t) ∈ ∂Ω× [0, tf ] . (13)

Whilst this seems a more logical approach to deducing a valid pressure boundary condition than

that discussed above, Rempfer [42, 30] points out that using the PPE in conjunction with this

condition yields a system of equations where the divergence free condition (1b) appears nowhere.

For the nonlinear case, Rempfer [30] shows that substituting the PPE into the divergence of the

momentum equation yields a heat equation. For the case of the linearised equations, this amounts to

substituting (1c) into the divergence of (1a), yielding

∂

∂t
Θ(x, t) =

1

Re
∇2Θ(x, t), ∀ (x, t) ∈ Ω× [0, tf ] , (14)

where Θ(x, t) := ∇ · u′(x, t) is the divergence of the velocity field. This shows that the combination

of (1a) and (1c) does not enforce the incompressibility of the velocity field, it just specifies that the

divergence of the velocity field satisfies a heat equation, and is a harmonic funtion in the steady-

state case. According to the extremum theorems for harmonic functions [43], harmonic functions

assume their extremal values on the boundary ∂Ω, which led to Rempfer’s theorem regarding the

nonlinear case [30, Thm.1], stating that the solution to the incompressible Navier-Stokes equations

in primitive variables formulation is equivalent to the solution of the PPE formulation if and only if

the boundary conditions for the PPE are chosen such that ∇ · u(x, t) = 0, ∀ (x, t) ∈ ∂Ω× [0, tf ].

This was described by Rempfer [42, 30] as an ‘indirect boundary condition’, since the boundary

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
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10 O. J. DELLAR AND B. LL. JONES

condition for one variable, in this case pressure, must be chosen such that some condition for another

variable, in this case velocity, is met on the boundary.

In more recent work, Shirokoff and Rosales [31] took a new approach to choosing not only the

PPE pressure boundary condition, but also the corresponding velocity boundary conditions for a

no-slip boundary. Rather than enforcing all d components of the no-slip boundary condition on

the nonlinear momentum equation (where d ∈ {2, 3} is the number of spatial dimensions), only

the d− 1 tangential components are enforced, and the set of boundary conditions for the momentum

equation is completed with the divergence free condition (1b). In practice, this results in specifying

that the d− 1 tangential velocity components are equal to zero on the boundary, and that the normal

gradient of the normal velocity component is also equal to zero, hence satisfying (1b). For the

linearised equations this becomes

τ · u′(x, t) = 0, ∀ (x, t) ∈ ∂Ω× [0, tf ] , (15a)

n · (∇ (n · u′(x, t))) = 0, ∀ (x, t) ∈ ∂Ω× [0, tf ] , (15b)

where τ ∈ R2 is the wall-tangential unit vector. As for the pressure boundary condition, the

momentum equation is projected in the normal direction onto the boundary yielding the Neumann

type condition (13).

4. A NUMERICAL INVESTIGATION OF THE DYNAMICS OF 2D CHANNEL FLOW

Analysis of the structure of the system matrices describing a single computational node subsystem

revealed, from a systems theory perspective, the unsuitability of the standard primitive variables

formulation on a co-located mesh discretised using finite differences. However, such analysis

revealed little concerning the suitability for feedback control system design, based on models

obtained from different formulations employing various boundary conditions. In order to gain

insight into this, the dynamics of a full fluid flow system must be considered.

In the following, the benchmark example of a fully developed flow between two flat plates is

considered. This is one of very few fluid flows for which an analytical solution to the Navier-

Stokes equations is known, and for which the flow dynamics have been studied extensively (see,

e.g. [44, 45, 46, 47]).

After non-dimensionalising length scales by the channel half-height h, velocity scales by the

maximum laminar centreline velocity ū0, and pressure by ρū2
0, where ρ is the density of the fluid, the

upper walls of the channel are located at y = ±1, and the streamwise (x) channel length is l = 2π, as

depicted in Figure 4. It can be shown that the the baseline velocity is independent of x, and is equal

to ū(y) = 1− y2. Hence, the linearised Navier-Stokes equations in primitive variables formulation
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x
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l = 2π

u(y)

Figure 4. Schematic of 2D channel flow geometry.

reduce to

∂u′(x, t)

∂t
+
(
1− y2

) ∂u′(x, t)

∂x
− 2yv′(x, t) = −∂p′(x, t)

∂x
+

1

Re

(
∂2u′(x, t)

∂x2
+

∂2u′(x, t)

∂y2

)

,

(16a)

∂v′(x, t)

∂t
+
(
1− y2

) ∂v′(x, t)

∂x
= −∂p′(x, t)

∂y
+

1

Re

(
∂2v′(x, t)

∂x2
+

∂2v′(x, t)

∂y2

)

,

(16b)

∂u′(x, t)

∂x
+

∂v′(x, t)

∂y
= 0, (16c)

where the Reynolds number is defined as Re := ū0h/ν.

The PPE (1c) reduces to

∂2p′(x, t)

∂x2
+

∂2p′(x, t)

∂y2
= 4y

∂v′(x, t)

∂x
. (17)

No-slip boundary conditions are assumed on the upper and lower walls, u′(x,±1, t) =

v′(x,±1, t) = 0, and boundary conditions in the streamwise direction are assumed peri-

odic, u′(0, y, t) = u′(l, y, t), v′(0, y, t) = v′(l, y, t), and p′(0, y, t) = p′(l, y, t).

With these equations, finite-dimensional state-space models will be constructed which describe

the dynamics of the perturbation variables about the baseline flow.

4.1. Orr-Sommerfeld State-space Model

Firstly, the well known Orr-Sommerfeld formulation [46, 6, 48] will be used to obtain a benchmark

state-space model of the flow, against which other formulations can be compared.

Substituting (16c) along with the divergence of (16a) and (16b) into the Laplacian of (16b) yields

the following 4th order PDE, where the pressure perturbation variable p′(x, t), has been analytically

removed:

∇2 ∂

∂t
v′(x, t) +

(
1− y2

) ∂

∂x
∇2v′(x, t) + 2

∂

∂x
v′(x, t) =

1

Re
∇4v′(x, t). (18)

Exploiting the periodicity in the streamwise direction, Fourier transforms are taken in x. This allows

the y direction perturbation velocity to be written

v′(x, t) := v̂(y, t)eiαx, (19)

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)

Prepared using fldauth.cls DOI: 10.1002/fld



12 O. J. DELLAR AND B. LL. JONES

where i :=
√
−1, and v̂(y, t) ∈ C is the Fourier transformed wall-normal velocity perturbation at an

individual spatial wavenumber α ∈ R. Spatial derivatives with respect to x in (18) simply become

multiplication by iα, and (18) can be written

E ∂

∂t
v̂(y, t) = Av̂(y, t), (20)

where the system operators are defined as

E := Re

(
∂2

∂y2
− α2

)

, (21a)

A :=
∂4

∂y4
− 2α2 ∂2

∂y2
+ α4 − iαRe

(
(
1− y2

)
(

∂2

∂y2
− α2

)

+ 2

)

. (21b)

As is standard for channel flow geometries, discretisation in the wall-normal direction is performed

using Chebyshev interpolants. As such, (20) is discretised upon ny ∈ N Chebyshev collocation

points and the wall-normal differential operators are approximated by differentiation matrices [49],

yielding the following finite-dimensional descriptor state equation

E
d

dt
~̂v(t) = A~̂v(t), (22)

where E,A ∈ Cny×ny are discrete versions of E and A, respectively, and ~̂v(t) ∈ Cny is the

state vector comprising the values of v̂(y, t) evaluated on the collocation points. Finally,

premultiplying (22) by E−1 yields the following state equation

d

dt
~̂v(t) = AOS

~̂v(t), (23)

where AOS := E−1A is the system dynamics matrix.

The poles of the Orr-Sommerfeld system correspond to the eigenvalues of AOS, and are dependent

on the Reynolds number and streamwise wavenumber. For the case (Re, α) = (5772.22, 1.02), the

poles of the system are plotted in Figure 5(a) and are in agreement with those originally calculated

in [50]. For clarity of exposition, the three main branches of the spectrum are labelled A, S and P, as

in [51]. The pole with greatest real part (corresponding to the least stable mode) is shown in green,

along with its mode shape (eigenfunction) in Figure 5(b).

4.2. Primitive Variables and PPE Formulation State-space Models

State-space models of 2D channel flow based on both primitive variables and PPE formulations are

now constructed. Starting with (16) and (17), once again the periodicity in the streamwise direction

is exploited and Fourier transforms are taken in x, such that the variables can be written

u′(x, t) := û(y, t)eiαx, v′(x, t) := v̂(y, t)eiαx, p′(x, t) := p̂(y, t)eiαx. (24)
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Figure 5. Poles (a) and eigenfunction corresponding to least stable mode (b) of Orr-Sommerfeld system.

Evaluating the derivatives with respect to x in (16) and (17) yields two systems of PDAEs. The first

of these is the following primitive variables formulation:







I 0 0

0 I 0

0 0 0







︸ ︷︷ ︸

EPr ∈ R
3×3

∂

∂t







û(y, t)

v̂(y, t)

p̂(y, t)







︸ ︷︷ ︸

X(y, t) ∈ C
3

=







A11 A12 A13

0 A22 A23

A31 A32 0







︸ ︷︷ ︸

APr ∈ C
3×3







û(y, t)

v̂(y, t)

p̂(y, t)






, (25)

where the system operators in APr are defined as

A11 = A22 := −iα
(
1− y2

)
+

1

Re

(
∂2

∂y2
− α2

)

, (26a)

A12 := 2y, (26b)

A13 := −iα, (26c)

A23 := − ∂

∂y
, (26d)

A31 := iα, (26e)

A32 :=
∂

∂y
, (26f)

and I is the identity operator.

The second system of PDAEs arises from the following PPE formulation:







I 0 0

0 I 0

0 0 0







︸ ︷︷ ︸

EPPE ∈ R
3×3

∂

∂t







û(y, t)

v̂(y, t)

p̂(y, t)







︸ ︷︷ ︸

X(y, t) ∈ C
3

=







A11 A12 A13

0 A22 A23

0 A32 A33







︸ ︷︷ ︸

APPE ∈ C
3×3







û(y, t)

v̂(y, t)

p̂(y, t)






, (27)
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14 O. J. DELLAR AND B. LL. JONES

where the system operators A11, A12, A13, A21, and A22 in APPE are the same as those in APr,

but A32 and A33 are defined as

A32 := −4iαy, (28a)

A33 :=
∂2

∂y2
− α2. (28b)

The wall-normal derivatives of (25) and (27) can then be approximated either using Chebyshev

methods, or using finite differences on co-located or staggered meshes. In the PPE case different

pressure boundary conditions can then be enforced in order to see how these differences affect the

models. This will yield finite-dimensional descriptor state-space systems of the form

EPr

d

dt
χ(t) = APrχ(t), (29)

and

EPPE

d

dt
χ(t) = APPEχ(t), (30)

where χ :=
[

~̂u∗ ~̂v∗ ~̂p∗
]∗

∈ Cnu+nv+np is the state vector comprising the values of Fourier

tansformed (in x) flow variables at the discretisation points. The discrete versions of EPr and APr

are EPr, APr ∈ C(nu+nv+np)×(nu+nv+np), respectively, and EPPE, APPE ∈ C(nu+nv+np)×(nu+nv+np)

are the discrete versions of EPPE and APPE. In the co-located mesh case, nu = nv = np,

where nu, nv, np ∈ N are the respective number of û, v̂, and p̂ discretisation points. However in

the staggered mesh case, nu = nv = np + 1.

4.3. 2D Channel Flow Model Formulations

In the following, a number of formulations of the linearised incompressible Navier-Stokes equations

are used to deduce descriptor state-space models of 2D channel flow of the form (29) and (30). In

the case of primitive variables formulations, both co-located and staggered mesh arrangements will

be considered. It should be noted that due to the use of Fourier transforms in the x direction, the

problem is simplified to essentially a problem in one spatial dimension, with the corresponding

meshes shown in Figure 6. For the PPE formulation case a number of different pressure boundary

conditions will be enforced.

Table I summarises the different models constructed. The Orr-Sommerfeld model (23) is

denoted [OS], whilst [Pr1]–[Pr3] are models based on the primitive variables formulation (29),

discretised in different fashions according to their identifiers in Table I.

Models [PPE1]–[PPE4] are based on the PPE formulation (30) all discretised on co-

located meshes. [PPE1] implements the simple ∂p̂/∂y = 0 Neumann boundary condition. [PPE2]

implements the divergence free velocity boundary condition in an attempt to satisfy the conditions

stated by Rempfer [30]. Finally, [PPE3] (Chebyshev) and [PPE4] (finite differences) implement the

Neumann pressure boundary condition discussed in both [27] and [31], with the additional Neumann

condition on the normal component of the velocity in order to satisfy the divergence free condition

on the boundary, as suggested in [31].
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Figure 6. Channel flow computational meshes (in y direction): (a) co-located computational mesh; (b)
staggered mesh.

Imposing boundary conditions in models of the form (29) and (30) is simply a matter of altering

the rows of the E and A matrices corresponding to the boundary node states. In the following,

the dynamics of each formulation are compared in a variety of ways. Firstly, the asymptotic

behaviour of the systems is studied through comparison of the system poles and corresponding

eigenfunctions. Secondly, differences in transient behaviour are explored through comparison of

energy weighted pseudospectra. The various frequency responses of the systems for a particular

system input and output are then computed and compared, and finally the ν-gaps between different

model formulations and the benchmark Orr-Sommerfeld model are computed in order to quantify

the differences in the models from a closed-loop dynamics perspective.

4.4. System Poles and Eigenfunctions

Figure 7 shows the poles of all three primitive variables models, [Pr1]–[Pr3], and both the v̂ and p̂

parts of the eigenfunction corresponding to the least stable mode. The poles of all three formulations

lie in the same locations as those of [OS]. In all three cases the v̂ parts of the eigenfunction agree

well with that of [OS]. The p̂ parts of the eigenfunctions of [Pr1] and [Pr3] are in agreement,

however whilst the general shape of the p̂ part of [Pr2] is similar, a non-physical sawtooth shape

is clearly evident. With respect to [Pr2], the use Fourier transforms in the x direction alters the

structure of the A matrix in (8) in such a way as to ensure that its transfer function exists, and so

the eigenfunctions are unique (to within an arbitrary scaling). However, the use of centred finite

differences in the wall-normal direction contributes to a loss of coupling between the pressure and

velocity variables, hence giving rise to the non-physical pressure mode shape.

Figure 8 shows the poles of the four PPE formulations, [PPE1]–[PPE4], and both the v̂ and p̂ parts

of the eigenfunction corresponding to the least stable mode. Whilst the poles of all four systems

lie in three characteristic branches, the exact pole locations do not completely agree with those
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Figure 7. Poles (left) and v̂ and p̂ parts of eigenfunction corresponding to least stable mode (right). (a) [Pr1];
(b) [Pr2] - inset (right) is close-up of part of ℜ (p̂); (c) [Pr3].

of [OS]. The poles of [PPE1] in the S branch agree well, however in the A branch there is significant

difference, not least in the failure to agree in the location of the least stable pole. There are also extra

spurious poles in the P branch. The failure of this formulation to accurately match the dynamics

of [OS] is unsurprising, since as was mentioned in Section 3.2, the Neumann condition (11) is

unphysical and its use is primarily for the separate purpose of time-marching, as part of a predictor-

corrector scheme.

In the cases of [PPE2]–[PPE4], whilst the A branches contain all the poles present in that of [OS],

the branch is contaminated by additional spurious poles. Similarly to [PPE1], additional spurious

poles exist in the P branch. Despite the differences in pole locations in [PPE2]–[PPE4], the v̂ parts

of the eigenfunctions agree well with that of [OS], and all three p̂ parts match. The same cannot be

said for [PPE1], however, since neither the v̂ nor p̂ parts agree exactly with the other models.

4.5. System Psuedospectra

Whilst the poles of a system dictate its asymptotic behaviour, the transient response is influenced by

the non-orthogonality of the system eigenfunctions, as is well understood in the area of non-modal
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Figure 8. Poles (left) and v̂ and p̂ parts of eigenfunction corresponding to least stable mode (right).
(a) [PPE1]; (b) [PPE2]; (c) [PPE3]; (d) [PPE4].

stability theory [45, 52, 47]. The psuedospectra Λǫ, of a system provide a means of visualising

this non-orthogonality in the complex plane. For a standard state-space system (E = I in (3)),

pseudospectra are defined as [53, 54]

Λǫ :=
{
s ∈ C :

∥
∥C(sI −A)−1B

∥
∥
2
≥ ǫ−1 ∈ R

+
}
, (31)

where C and B represent weights required to convert a measure of energy to the

standard L2–norm [47]. This is accomplished by first defining the kinetic energy density of the
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flow perturbations E (t) ≥ 0, as in [45], as

E (t) :=
1

2V

∫ 1

−1

∫ 2π

α

0

u′2(x, t) + v′
2
(x, t)dxdy, (32)

where V = 4π/α is the integration volume. In terms of Fourier transformed velocities, this reduces

to

E (t) =
1

8

∫ 1

−1

û∗(y, t)û(y, t) + v̂∗(y, t)v̂(y, t)dy. (33)

This integral is evaluated numerically, and can be written

E (t) =
[

~̂u∗(t) ~̂v∗(t) ~̂p∗(t)
]







1
8Wû 0 0

0 1
8Wv̂ 0

0 0 0







︸ ︷︷ ︸

Q







~̂u(t)

~̂v(t)

~̂p(t)







(34a)

= χ∗(t)Qχ(t), (34b)

where Wû ∈ Rnu×nu and Wv̂ ∈ Rnv×nv are diagonal matrices of quadrature weights.

For the case of [OS], ~̂u(t) does not appear in the state vector, but can be derived from the continuity

equation as follows:

~̂u(t) =
i

α
Dy

~̂v(t),

where Dy ∈ Rny×ny is the first order Chebyshev differentiation matrix. For [OS] (34) can then be

written

E (t) = ~̂v∗(t)

(
1

8α2
D⊤

y Wv̂Dy +
1

8
Wv̂

)

︸ ︷︷ ︸

QOS

~̂v(t), (35)

where QOS can be factored as QOS = C⊤
OSCOS. Hence, the weighting matrices for computing the

pseudospectra in (31) for [OS] are B = C−1
OS and C = COS.

To compute the pseudospectra of the primitive variables and PPE formulations, it is convenient to

convert from descriptor to standard state-space systems. This is accomplished using the numerical

algorithm outlined in [55], yielding systems of the form

d

dt
χ(t) = ǍPrχ(t), (36)

and

d

dt
χ(t) = ǍPPEχ(t). (37)
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Figure 9. Energy weighted pseudospectra contour plots. (a) [OS]; (b) [Pr1]; (c) [Pr2]; (d) [Pr3].

In doing so, state transformation matrices SPr and SPPE are computed, and are subsequently used to

redefine Q in (34) for use with (36) and (37) accordingly:

QPr = S⊤
PrQSPr, (38)

and

QPPE = S⊤
PPEQSPPE. (39)

From (38) and (39), the matrices CPr and CPPE are computed and employed in a similar fashion

to COS in forming appropriate energy weighting matrices.

Having constructed input and output matrices B and C, such that the models are appropriately

energy weighted, pseudospectra were computed and are displayed as contour plots in Figures 9

and 10. Figure 9 shows that all three primitive variables models, [Pr1]–[Pr3], have the same

pseudospectra as the Orr-Sommerfeld model [OS], implying similar transient behaviour. On the

other hand, Figure 10 shows that all four PPE formulations [PPE1]–[PPE4] exhibit pseudospectra

that not only differ markedly from [OS], but also differ from one another. This is understandable in

the cases of [PPE1] and [PPE2], owing to their differing pole locations. However, [PPE3] and [PPE4]

share the same set of poles and only differ with respect to method of spatial discretisation, and so one

would expect their pseudospectra to converge upon grid refinement. This is not the case however,

owing to numerical ill-conditioning of the system matrices, particularly with respect to [PPE3]. For
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Figure 10. Energy weighted pseudospectra contour plots. (a) [PPE1]; (b) [PPE2]; (c) [PPE3]; (d) [PPE4].

example, and with respect to (31), the condition number of
(
sI − Ǎ

)
for [PPE3] with s = 0.1 (a

region where significant discrepancy exists) is O
(
107

)
greater than of that for [PPE4].

In summary, the poles, eigenfunctions, and pseudospectra reveal significant differences in the

dynamics of different system formulations, pointing to significantly different open-loop behaviour.

However, the question remains, what effect do these differences have when using the system

formulations for feedback control design? We again stress at this point that models that are suitable

for simulation are not necessarily suitable for control, and vice-versa [5, 12]. In order to gain insight

into this, actuation and sensing are now defined for the 2D channel flow in order to determine the

system zeros, and compare the frequency responses from actuation to sensing.

4.6. Applying Actuation and Sensing

In what follows, the choice of system actuation and measurement is somewhat arbitrary but serves to

illustrate some of the subtleties of model selection for the purposes of feedback control design. As in

many previous studies (see, e.g. [48, 12, 13]), we assume actuation in the form of wall transpiration,

in this case at the upper wall. The actuator is modelled as a first-order system:

∂

∂t
v̂(+1, t) = −1

τ
v̂(+1, t) +

1

τ
q(t), (40)

where q(t) ∈ R is the control input signal, and a time constant τ = 1 is assumed for convenience.

Including wall transpiration in each model formulation simply amounts to altering the rows,
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corresponding to the v̂(+1, t) state, of the system matrices A and E. An input matrix B ∈
Rnu+nv+np is also defined for each formulation. For the Orr-Sommerfeld formulation, owing to

the 4th-order spatial derivatives present in (18), a lifting procedure [48] is used to incorporate the

effects of actuation.

The measured output y(t) ∈ C is chosen to be the (Fourier transformed) pressure at the lower

wall.

y(t) = p̂(−1, t). (41)

For the primitive variables and PPE formulations discretised on a co-located mesh, the

corresponding output matrices C ∈ C1×(nu+nv+np) are simply all zeros except for a one in the

element corresponding to the p̂(−1, t) state.

For staggered mesh discretisations, since pressure nodes do not sit on the domain boundaries,

linear extrapolation is used to approximate p̂(−1, t) based on the values of p̂(y, t) and ∂
∂y p̂(y, t) at

the closest node to the wall. With respect to Figure 6(b), this approximation is as follows:

p̂(−1, t) ≈ 3

2
p̂n− 1

2

(t)− 1

2
p̂n−1− 1

2

(t).

Therefore, the output matrices C ∈ C1×(nu+nv+np) are simply all zeros except for the elements

corresponding to the p̂
(
−1 + δ

2 , t
)

and p̂
(
−1 + 3δ

2 , t
)

states.

Finally, for the Orr-Sommerfeld system, pressure must be written as a function of v̂(y, t), since it

does not appear in the state vector. Considering the Fourier transformed in x version of (16a) which

reads as

∂

∂t
û(y, t) + iα

(
1− y2

)
û(y, t)− 2yv̂(y, t) = −iαp̂(y, t) +

1

Re

(

−α2 +
∂2

∂y2

)

û(y, t), (42)

and using the fact that û(−1, t) = v̂(−1, t) = 0 due to the no-slip boundary condition, this reduces

to

p̂(−1, t) =
1

iα

1

Re

∂2

∂y2
û(−1, t).

Finally, using the continuity equation (16c), this can be written

p̂(−1, t) =
1

α2

1

Re

∂3

∂y3
v̂(−1, t). (43)

Hence, the output matrix C ∈ C1×ny consists of the bottom row of Dyyy, the third order Chebyshev

differentiation matrix, multiplied by 1/
(
α2Re

)
.

The overall single-input single-output (SISO) systems then have the following forms

d

dt
~̂v(t) = AOS

~̂v(t) +BOSq(t), (44a)

y(t) = COS
~̂v(t), (44b)
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EPr

d

dt
χ(t) = APrχ(t) +BPrq(t), (45a)

y(t) = CPrχ(t), (45b)

EPPE

d

dt
χ(t) = APPEχ(t) +BPPEq(t), (46a)

y(t) = CPPEχ(t), (46b)

with respective transfer functions

GOS(s) = COS (sI −AOS)
−1

BOS, (47)

GPr(s) = CPr (sEPr −APr)
−1

BPr, (48)

GPPE(s) = CPPE (sEPPE −APPE)
−1

BPPE. (49)

4.6.1. Poles and Zeros The poles and zeros of all model formulations are plotted in Figures 11

and 12. One should note the addition of a pole located at s = −1/τ in all cases owing to the

presence of actuator dynamics (40). As can be seen in Figure 11, the zeros are in the same

locations for the Orr-Sommerfeld model [OS], and primitive variables formulations [Pr1] and [Pr3],

suggesting that these three models will exhibit the same input-output behaviour. However, whilst

the majority of the zeros of [Pr2] match those of [OS], the single right half plane zero (located at

approximately s = 0.03− 1.1i) does not match that of [OS]. This immediately suggests that their

input-output behaviour differs.

As can be seen in Figure 12, the zeros of [PPE1] and [PPE2] do not agree with those of [OS]. One

would therefore expect different input-output behaviour from the two systems. It should be noted

that when spatially discretising the system models upon successively finer computational meshes,

the matrix (sEPPE −APPE) of [PPE2] becomes increasingly ill-conditioned, and the computed zeros

fail to converge. This was not the case for any other formulation considered, suggesting that directly

enforcing the divergence free velocity condition (16c) yields inherently ill-conditioned system

matrices.

In the cases of [PPE3] and [PPE4], the zeros lie largely in the same locations as those of [OS], but

with additional zeros lying in the same locations as the spurious poles (discussed in Section 4.4).

This results in pole/zero cancellation of the spurious poles in the corresponding transfer functions

and so the overall effect is that one obtains a transfer function the same as that of [OS] after

computing a minimal realisation [40]. This suggests, therefore, that the two systems will exhibit

the same input output behaviour.
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Figure 11. System poles and zeros. Poles and zeros of [OS] are shown for comparison. (a) [OS]; (b) [Pr1];
(c) [Pr2]; (d) [Pr3].

4.6.2. Frequency Response Another way of comparing input-output behaviour between systems

is by comparing their frequency responses. Bode plots for each model are shown in Figures 13

and 14, where the frequency response of the Orr-Sommerfeld formulation [OS] is also plotted for

comparison. As can be seen in Figure 13, the frequency responses of [Pr1] and [Pr3] match that

of [OS] exactly, whilst there is an offset at low frequencies for [Pr2] due to the different location

of the right half plane zero. This again exposes the problems associated with using finite difference

discretisation on a co-located mesh, and also confirms that such a formulation and discretisation

does not yield a model suitable for controller design as the frequency response is incorrect. The

use of a staggered mesh with finite differences does indeed solve this problem. Figure 14 shows

that both [PPE3] and [PPE4] have frequency response identical to that of [OS], suggesting that the

PPE formulation along with pressure boundary conditions based on those discussed in [31] can

produce models suitable for controller design, even when using finite difference discretisation on a

co-located mesh.

The frequency response of [PPE1] shows very little agreement with that of [OS], suggesting that

the PPE formulation in conjunction with the simple Neumann pressure boundary condition (11)

does not yield a model that is at all representative of the actual system dynamics. Finally, whilst the

frequency response of [PPE2] follows the general shape of that of [OS], it is unphysical owing to

the occurrence of spurious poles and zeros. This suggests that simply enforcing the divergence free

velocity condition (16c) on the boundary does not necessarily result in a suitable control model.
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Figure 12. System poles and zeros. Poles and zeros of [OS] are shown for comparison. (a) [PPE1]; (b) [PPE2];
(c) [PPE3]; (d) [PPE4].

4.6.3. ν-gap Metric A final way of comparing the suitability of the different models for feedback

control design is by considering the ν-gap metric between each of the different formulations and

the benchmark Orr-Sommerfeld model. The ν-gap metric δν (·, ·) : Rm×n × Rm×n → [0, 1] is a

measure of the ‘distance’ between two systems in a closed-loop sense, where a value of 0 indicates

identical closed-loop behaviour, and a value of 1 indicates the opposite [56]. In terms of frequency

response, the ν-gap between two systems G1(s) and G2(s) is defined as [57]:

δν (G1(s), G2(s)) :=







sup
ω∈R

σ̄ (Υ (G1(s), G2(s))) if det (I +G∗
2(iω)G1(iω)) 6= 0, ∀ω ∈ R

and wno det (I +G∗
2(s)G1(s))

+ η (G1(s))− η (G2(s)) = 0,

1 otherwise,

(50)

where Υ(·, ·) : Rm×n × Rm×n → Rm×n is defined as:

Υ(G1(s), G2(s)) = (I +G2(iω)G
∗
2(iω))

−1/2
(G2(iω)−G1(iω)) (I +G∗

1(iω)G1(iω))
−1/2

, (51)

the maximum singular value of G(s) is denoted σ̄(G(s)) ∈ R+, η (G(s)) ∈ N denotes the number of

open right-half-plane poles of G(s), and wno (g(s)) ∈ N denotes the winding number of the scalar

transfer frunction g(s) evaluated on the standard Nyquist contour.
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Figure 13. Bode plots (solid line). Frequency response of GOS(s) shown for comparison (dashed line).
(a) [Pr1]; (b) [Pr2]; (c) [Pr3]. Note that in (a) and (c) the dashed line is not visible as the frequency responses

agree exactly.

The ν-gaps between each model formulation and the benchmark Orr-Sommerfeld model were

computed, and results are presented in Table II. For models [Pr1], [Pr3], [PPE3], and [PPE4], the ν-

gaps were very close to 0, and were significantly larger for [Pr2], [PPE1], and [PPE2]. It is interesting

to note that whilst the frequency response of [Pr2] is broadly similar to that of the Orr-Sommerfeld

model, the offset at low frequencies results in a ν-gap that is orders of magnitude greater than that

of the models which agreed exactly. This is due to the differing location of the right half plane zero,

and models arising from spatial discretisations that produce such spurious right half plane zeros are

not suitable for feedback control design. This confirms our previous analyses.
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Figure 14. Bode plots (solid line). Frequency response of GOS(s) shown for comparison (dashed line).
(a) [PPE1]; (b) [PPE2]; (c) [PPE3]; (d) [PPE4]. Note that in (c) and (d) the dashed line is not visible as

the frequency responses agree exactly.

5. CONCLUSIONS

In this paper, a number of different formulations of the linearised Navier-Stokes equations were

compared to one another, in terms of their dynamic response, with a view towards identifying

formulations that were suitable for designing feedback controllers.

Models of a 2D channel flow were constructed, and the dynamics and input-output behaviour

compared to a benchmark Orr-Sommerfeld model. This showed that when using centred finite

differences, the only formulation which was dynamically identical to the Orr-Sommerfeld model

was the primitive variables formulation discretised on a staggered mesh. This yielded the same
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poles, zeros, psuedospectra, and frequency response, and is thus a recommended choice as the basis

for designing feedback controllers, particularly for flows around complex geometries.

On the other hand, none of the models based on PPE formulations yielded the same underlying

dynamics, which was clearly exposed by their differing poles and pseudospectra. However, in some

cases the frequency response obtained upon defining an input and output to the system agreed

with that of the Orr-Sommerfeld model, since the zeros caused pole/zero cancellation of spurious

poles. This implies that some PPE-based formulations may be suitable for feedback control design.

However, as the zero locations are dependent on how the inputs and outputs are defined, there

is no guarantee that such pole/zero cancellation would occur for different sensing and actuation

configurations, and so considerable care is advised.

A. ELEMENTS OF SINGLE NODE SUBSYSTEM DYNAMICS MATRICES

A.1. Elements of Ai,j in (8)

a11 := −0.5δ−1 (ūi+1,j − ūi−1,j)− 4δ−2Re−1,

a12 := −0.5δ−1 (ūi,j+1 − ūi,j−1) ,

a21 := −0.5δ−1 (v̄i+1,j − v̄i−1,j) ,

a22 := −0.5δ−1 (v̄i,j+1 − v̄i,j−1)− 4δ−2Re−1.

A.2. Elements of Ai,j in (9)

a11 := −0.5δ−1
(
ūi+3/2,j − ūi−1/2,j

)
− 4δ−2Re−1,

a13 := δ−1,

a22 := −0.5δ−1
(
v̄i,j−1/2 − v̄i,j+3/2

)
− 4δ−2Re−1,

a23 := −δ−1,

a31 := 1,

a32 := −1.

A.3. Elements of Ai,j in (10)

a11 := −0.5δ−1 (ūi+1,j − ūi−1,j)− 4δ−2Re−1,

a12 := −0.5δ−1 (ūi,j+1 − ūi,j−1) ,

a21 := −0.5δ−1 (v̄i+1,j − v̄i−1,j) ,

a22 := −0.5δ−1 (v̄i,j+1 − v̄i,j−1)− 4δ−2Re−1,

a31 := δ−1 (ūi+1,j − 2ūi,j + ūi−1,j) + 0.25δ−2 (v̄i+1,j+1 − v̄i+1,j−1 − v̄i−1,j+1 + v̄i−1,j−1) ,

a32 := δ−2 (v̄i,j+1 − 2v̄i,j + v̄i,j−1) + 0.25δ−2 (ūi+1,j+1 − ūi+1,j−1 − ūi−1,j+1 + ūi−1,j−1) ,

a33 := −4δ−2.
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Table I. Summary of different 2D channel flow models.

Model identifier Primitive variables co-located or discretisation y = ±1 boundary

or PPE formulation staggered mesh technique conditions

in y direction

[OS] - co-located Chebyshev v̂ = ∂v̂
∂y

= 0

[Pr1] primitive variables co-located Chebyshev û = v̂ = 0

[Pr2] primitive variables co-located finite difference û = v̂ = 0

[Pr3] primitive variables staggered finite difference û = v̂ = 0

[PPE1] PPE co-located Chebyshev û = v̂ = ∂p̂

∂y
= 0

[PPE2] PPE co-located Chebyshev û = v̂ = ∇ · û = 0

[PPE3] PPE co-located Chebyshev û = ∂v̂
∂y

= ∂p̂

∂y
− 1

Re

∂2v̂

∂y2 = 0

[PPE4] PPE co-located finite difference û = ∂v̂
∂y

= ∂p̂

∂y
− 1

Re

∂2v̂

∂y2 = 0

Table II. ν-gap between different 2D channel flow model formulations and the benchmark Orr-Sommerfeld
model.

[Pr1] [Pr2] [Pr3] [PP1] [PPE2] [PPE3] [PPE4]

0.0002 0.0112 0.0005 0.3404 0.2596 0.0002 0.0007
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