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Abstract

Carbon capture and storage (CCS) will be a critical component of a portfolio

of low-carbon energy technologies required to combat climate change [1]. As

such, an extensive transportation infrastructure will be required to transport

captured CO2 from different sources to the available sinks. Several studies in

the literature suggest that shared oversized pipeline networks may be the most

efficient long term option compared to single source to sink pipelines, based on

increased CCS deployment over the years and therefore increased CO2 flowrate

to the transport network. However, what is neglected in this vision is that the

deployment of intermittent renewable energy tends to displace thermal power

generation. This directly reduces the amount of fossil fuel burned, CO2 pro-

duced, captured and transported through the network. This paper presents an

optimisation methodology to “right-size” CO2 transport infrastructure, explic-

itly accounting for the transient flow of CO2 arising from the co-deployment of

intermittent renewable energy generators. By application of this methodology,

we demonstrate that capital cost reductions of up to 28% are possible relative

to a business-as-usual design case.
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1. Introduction

Carbon capture and storage is considered one of the most promising techno-

logical options for the mitigation of CO2 emissions from the power generation

sector and other carbon-intensive sources, and can enable the transition from

the current fossil fuel-based economy to a sustainable technology era [2]. How-5

ever, to date, research efforts have been primarily focused on either the capture

or storage elements of the CCS chain. This is understandable to a point, since

the transport of CO2 will have similarities to the natural gas transport pipelines,

and therefore can be considered a mature technology. Nevertheless, when con-

sidering CO2 transport there are some technical challenges to be addressed,10

such as the presence of corrosive elements, in the CO2 stream, such as H2O or

O2 which lead to an increased risk of ductile fracture [3], [4], the variability of

flow and the need for establishing a single set of standards and specifications

for a network where the CO2 is originated from different sources and capture

technologies. Another important challenge is the cost-optimal design of the CO215

transport system [5]. Benefits associated with economies of scale are a typical

feature of large infrastructure projects, such as gas pipelines, electricity trans-

mission lines and telephone lines. It is therefore preferable to build one shared

infrastructure rather than several smaller facilities[6]. The prevailing opinion in

the academic literature is that CO2 transport networks will also benefit from20

significant economies of scale [7]. This is, in part, predicated on the assumption

that as CCS plants are large, capital-intensive assets, it would be desirous to

operate them in baseload fashion. [6], [8], [9], [10].

In their work, Wang et al. [11], suggested that based on the anticipation that

the CO2 flowrate will increase over time, oversized pipelines are a more economic25

option than the subsequent deployment of additional CO2 pipeline capacity

in parallel with existing capacity. This is in agreeement with the analysis of

Morbee et al. [12], Alhajaj et al. [8] and Middleton and Bielicki[13], who

developed an optimisation model capable of predicting the optimal pipeline-
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based CO2 network for pre-specified sources and sinks. They concluded that30

the oversized design would take advantage of the economies of scale and enable

the connection of other CO2 sources in the future. However, this may not be

always the case. When oversizing the CO2 transport pipeline, it is anticipated

that the new decarbonised power plants will be located close to the transport

line so as to avoid any excess cost of new connection lines and not close to35

the electric load or fuel supply. In contrast to these contributions, a study

published by Newcomer and Apt [14], suggests that the power plants should be

located close to the electric load as opposed to the transport link. In reality,

the location of CCS power plants will be a compromise between access to CO2

transport infrastructure and a connection to the electricity transmission system.40

Another view is that, CCS infrastructure will take some time to be deployed at

a large scale, so it may make more sense to increase the transport capacity in

steps, instead of trying to predict the future, and increase the costs of possibly

under-used CO2 pipelines [15].

Sizing the CO2 pipeline will require reasonably precise quantification of the45

amount of CO2 that will be transported and also the thermodynamic state at

which the pipeline should operate [5]. It is well recognised that the CCS plants

will require to operate in a transient and load following behaviour and as a

consequence of this dynamic operation, the CO2 flowrate will follow a transient

behaviour with periods of zero flow [16], [17]. Therefore, the CO2 transport50

infrastructure needs to be designed in order to incorporate this variability in

flow.

Given the relative proximity of the expected operating conditions for CO2

pipeline transportation to the two-phase region, particular attention has to be

paid to avoid situations where phase transition may occur. This is due to the55

greatly increased pressure drop as well as risks to the structure of the pipeline

associated with such flows. It has been shown, for example, that the compress-

ibility of the CO2 close to its critical point can result in additional pressure

losses which are not predicted using standard design equations [18] and that

alteration of load [19] can induce phase transition during the resulting transient60
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flow. As such, any pipeline design must account for these scenarios through

appropriately detailed modelling.

In this study we present a new methodology for the design of CO2 transport

infrastructure, explicitly accounting for the kind of transient flow that might be

expected for a UK-type system in the period from 2030-2050.65

The remainder of this paper is laid out as follows: we first present the CO2

profiles for transport for 2030s, 2040s and 2050s, we then describe the process

followed for the pipeline design and the optimisation problem and finally we

present the results and discussion.

2. CO2 transient behaviour of the transport network70

The integration of intermittent renewable energy to the energy system will

require dynamic operation of the CCS plants and therefore result in a variabil-

ity of the CO2 flowrate from the capture plant to the transport system [17].

A potential pattern for this variability is presented in Figure 1 for the 2030s,

2040s and 2050s for the UK’s energy system. The manner in which these profiles75

were obtained is presented in detail in a separate contribution and interested

readers are directed here for the specifics [17]. In brief, this study considered

the deployment of CCS in the UK energy system in the period to 2050, and

provided a detailed description of potential dispatch patterns of CCS plants,

and the characteristic flows of CO2 that one plant would produce and also what80

would be produced from a hub of three CCS power plants. This information is

used to provide the starting point for our current study [17]. The first thing that

we observe is that the CO2 injection is not stable for any of the future decades.

The period from 2030 to 2050 is characterised by the extensive deployment of

intermittent renewable energy (iRE), complemented with thermal power plant85

capacity. As is usual, the iRE generation displaces the thermal power gener-

ation, leading to a decade-on-decade reduction in CO2 production for capture

and subsequent transport and storage. It can be observed from Figure 1 that

the average CO2 flow decays from an average of 3.019 kmol/s in 2030 to 2.44
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kmol/s in 2050, with an increase in frequency and duration of low- or no-flow90

scenarios as a result. This implies that the transport system should be optimally

sized and ready to absorb these fluctuations. More importantly, this shows that

oversizing the CO2 pipelines based on predictions for increased CO2 flowrates

directed to the transport network may not be practically relevant.

Figure 1: These graphs illustrate the transient CO2 profiles for one CCS unit operating

during 2030s, 2040s and 2050s in the UK. It is evident that the CO2 flowrate is not

stable, and actually declines with time. As we are moving towards the 2050s, the

average flowrate decreases from 3.019 to 2.44 kmol/s and we observe more periods with

zero flows. This declining average flow and increasing variability in flow patterns are

a direct result of increasing deployment of intermittent renewable energy generation.

In Figure 2, we present the profiles for three units operating in the three95

different decades. Here, the assumption is that the three units are combining

their flows in on hub and directing their CO2 to a main transport line. This

is judged to be what might be a typical flow pattern for a main transport line.
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The main observation is that the average flowrate is decreasing for the 2050s

and even the combination of the CO2 profiles from three different units will100

provide the same variability to the CO2 injection into the transport network.

Figure 2: This graph illustrates the transient CO2 profiles for three units operating

in the 2030s, 2040s and 2050s in the UK. The most evident thing is that the CO2

flowrate is not stable for any of the future decades. As we are moving towards the

2050s, the average flowrate is decreased to 6.019 kmol/s and we observe more periods

with zero flows. This is explained by the integration of the renewable energy becoming

more apparent in 2050s.

This implies that the idea of oversizing the pipelines for CO2 transport may

not be necessary, as even with increased CCS capacity deployed in the future,

the co-deployment of iRE will act to reduce the average CO2 flowrate directed

to the transport network. Putting this another way, a pipeline which is sized105
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for the installed capacity in 2030 with an average flow of 8.6 kmol/s is already

oversized relative to what would be required in the 2050s where the average flow

is 6.019 kmol/s-or approximately 30% lower than in the 2030s.

3. Description of the pipeline design process

In this section we present the approach we followed to design the CO2110

pipeline. In order to do so, a cost optimisation model has been combined with

one-dimension steady flow model (ODSF) in order to ensure that the cost opti-

mal solution of the pipeline design is safe and operable, as illustrated in Figure 3.

The optimisation model calculates the pipeline diameter based on a set of avail-

able diameters and CO2 flowrate and sends this value to the pipeline ODSF flow115

model. The ODSF model, taking into account the detailed characteristics of the

pipeline and transport fluid, then recalculates the safe and operable diameter

(final diameter).
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Figure 3: This figure illustrates the flow diagram which describes the interaction

between the two models. The optimisation model calculates the pipeline diameter

based on the available dimaters and CO2 flowrate and sends this value to the pipeline

ODSF flow. The ODSF model taking into account the detailed characteristics of

the pipeline and transport fluid, re-calculates the safe and operable diameter (final

diameter).

3.1. CO2 properties for pipeline transport

CO2 can be transported through pipelines as a liquid, gas or supercritical120

fluid. It is generally recommended, to transport the CO2 in a dense or supercrit-

ical phase, where the viscosity is low and the density is high, leading to the most

economical and efficient method of transport. Specifically, the CO2 transport

as a subcooled liquid state is more economical and increases the energy effi-

ciency of the process [20]. When impurities such as as N2, H2, CO, water, SO2125

and NO2 are present, the thermophysical properties of the CO2 stream, such as
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the density, the specific pressure drop and the critical point change. This will

change the pipeline design such as the diameter, wall thickness, minimum al-

lowable operating pressure (MAOP) and the distance between booster stations,

leading to higher transport costs [21]. In this work, the CO2 stream after the130

compression train is assumed to have a pressure of 110 bar and a temperature

of 25◦C (dense phase) without impurities, however in the EU the recommended

CO2 stream for transport can allow a range of impurities [22].

3.2. Pipeline design

One of the first stages in the design of a pipeline is to calculate the required135

internal diameter for the anticipated flowrate. In the literature, there are sev-

eral models to calculate the pipeline diameter. The velocity based models [7],

[23], [24],[25] are used for an initial estimation of the diameter and not for a

detailed design. In this equation, the only parameters used are the velocity,

mass flowrate and density. The velocity changes with respect to the pressure140

losses and flowrate and therefore cannot be used with confidence as an initial

parameter [26]. The hydraulic equations can be used for pipelines with fluid

transportation [27], [28], in case no accurate Manning coefficients are available

in order to use the extensive hydraulic equation [26]. The models of McCoy and

Rubin [29] and Ogden[30] can be used both for gas and liquid transport.145

In this work, we have used the hydraulic equation which is based on Darcy-

Weisbach fluid mechanics principles as presented in Equation 1.

di = (
8 · fD ·m2

π2 · ρ · ∆P
L

)
1

5 (1)

where fD is the Darcy friction factor, m is the mass flowrate of the fluid

(kg/s), ρ is the density of the fluid (kg/m3), L is the length of the pipeline (m)

and ∆P is the overall pressure drop (Pa).150

The Darcy friction factor fD is calculated by Equation 2 ,where fF is the

Fanning friction factor.

fD = 4 · fF (2)
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The Fanning friction factor is calculated from the Colebrook-White equation

3.

1

2 ·
√
fF

= −2.0 · log(
ε
di

3.7
− 5.02

Re
· log[

ε
di

3.7
− 5.02

Re
· log(

ε
di

3.7
+

13

Re
)]) (3)

where ε is the roughness (ε=4.57·10−5 m) for a carbon steel pipe [29] and

Re is the Reynolds number which is calculated by Equation 4.

Re =
4 ·m

µ · π ·Di

(4)

where µ is the absolute dynamic viscosity of the fluid which can be assumed

to be 6.06 · 10−5 [Pa·s] [27] .

As can be observed from Equation 4, the internal diameter is required as155

an input to the calculation of Re. Therefore the pipeline diameter is calculated

through an iterative process with an initial guess.

Pipelines are available in so-called nominal pipe sizes (NPS), which are re-

lated to the outer diameter other than the inlet diameter [31]. In order to relate

the outer diameter to the inlet, the wall thickness can be determined using160

Equation 5.

t =
PMOP ·Do

2 · SMY S · E ·D.F.
(5)

where E is the longitudinal joint factor which varies with the type of joint

used in manufacturing the pipe (assumed to be equal to 1 for seamless pipe),

Do is the outer diameter (m) which is calculated by Equation 6, SMYS is the

specified minimum yield stress of the pipe material, PMOP is the maximum165

operating pressure equal to 12.5 MPa [32] and D.F. is the design factor based

on the governing code and operator specifications for the CO2 pipeline. The

SMYS depends on the pipeline material and increases as the cost of the steel

pipe increases. We have chosen a value of 414 MPa which is for an X60 steel

pipe [33]. The design factor, D.F, for steel pipe is a construction derating factor170

dependent upon the location class unit, which is an area that extends 220 yards

on either side of the centerline of any continuous 1-mile length of pipeline. It
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was assumed that the pipeline would be located in a Class 1 location (a Class 1

location is any 1-mile section of pipeline that has 10 or fewer buildings intended

for human occupancy) and a design factor of 0.72 was used [21]. Lastly, the175

outer diameter, Do, is given by Equation 6 as follows:

Do = Di + 2 · t (6)

3.3. Cost calculation process

In the literature there are several models which describe the costs for CO2

pipelines, divided into five categories: linear models [27], [23], [28], models based

on the weight of the pipeline [26], [34], quadratic equations [35], [36], the CMU180

model [29] and models based on flowrates [30], [7], [5]. All of these models

are based on natural gas pipelines cost calculations and assume that the only

pure CO2 will be transported, i.e., the models do not account for the impact of

impurities in the CO2 stream. With the presence of impurities, the material used

for the pipeline has to be more expensive to increase the corrosion allowance.185

It is therefore preferable to transport CO2 in as pure a form as possible using

the carbon maganese steel pipelines, since other materials would be significantly

more expensive. The pipeline cost models include various assumptions and are

developed for different regions. For our study, we have used the quadratic model

developed by the IEA GHG 2005/2, since this model has different equations for190

calculating onshore and offshore pipeline costs, is world oriented by including

regional factors and also includes terrain factors [25].

The onshore and offshore pipeline capital costs are calculated via Equations

7 and 8. The operational and maintenance cost are assumed to be 3% of the

total capital costs [25].195

CCAPEX
onshore = FL · FT · 106 · [(0.057 · Lonshore + 1.8663)

+(0.00129 · Lonshore) ·Do + (0.000486 · Lonshore − 0.000007) ·D2
o]

(7)
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CCAPEX
offshore = FL · FT · 106 · [(0.4048 · Loffshore + 4.6946)

−(0.00153 · Loffshore + 0.0113) ·Do + (0.000511 · Loffshore + 0.00024) ·D2
o]

(8)

3.4. Formulation of the optimisation problem

When considering the design of a CO2 pipeline, the baseline method of

assessment would choose the maximum or average flowrate from the CO2 profiles

as presented in Section 2 and follow the cost calculation process as described in

Section 3.3. However, this approach was developed where a steady fluid flow was200

anticipated. In the scenarios considered here, characterised by a declining CO2

flow despite a increase in CCS generation capacity, this conventional approach

would result in oversized infrastructure, leading to an increased cost of CCS

electricity. In this study, we consider the design of pipeline with onshore and

offshore segments which transports the CO2 captured from one (and in later205

cases three) 500 MW unit(s) located in Selby through the Yorkshire and Humber

CCS Cross Country pipeline for storage in the North Sea [37]. The onshore and

offshore pipeline segments are 75km and 90km long, respectively. This case

study is illustrated in Figure 4 for clarity.
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Figure 4: This figure illustrates the pipeline route from the power station to the

geological storage site at the North Sea. The onshore pipeline is 75km long and the

offshore pipeline is 90km long. [37]

The objective function of the model is to minimise the total capital and210

operational costs of the pipeline by selecting the optimal outlet diameter avail-

able from the database of the nominal pipe sizes [31]. The objective function is

formulated as follows:

minCTOTAL =
∑

d

Yd · (CCAPEX
onshore + CCAPEX

offshore + CO&M
onshore + CO&M

offshore) (9)

When designing the pipeline by selecting the optimal diameter and thickness,

we need to ensure that the erosion is not a threat to the pipe. This is the215

constraint to the optimisation problem and is expressed by Equation 10.

∑

d

vh,d · Yd ≤ ve ∀h (10)

where vh is the velocity of the CO2 for different hours during the optimisation
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period, Yd is a binary variable and the subscript d are the different available

diameters.

The erosional velocity is calculated by Equation 11 [38]:220

ve =

√
8 · τw√
fD · √ρ

(11)

where τw is the shear on the pipe (40 N/m2), ρ is the density of the fluid

in kg/m3 and fD is the average value of the friction factor (0.013), which is

calculated by Equation2 using the different available diameters based on our

case studies. The value of the friction factor is a very important parameter in

the optimisation problem since it contributes to the calculation of the erosional225

velocity which is the constraint on the optimisation problem. Higher values of

the fD will result in lower values of ve in turn affecting the selection of the

optimal diameter. In our case, we have defined the region of diameters in which

the solution would be based on the flowrate variations and we have calculated

the average value of fD.230

The velocity of the CO2 through the pipeline is calculated by the continuity

equation as described in Equation 12.

vh =
4 ·mh

π · ρ ·D2
o

∀h (12)

where mh is the mass flowrate of the CO2 for different hours h during the

optimisation period.

Finally, one only diameter can be selected:

∑

d

Yd = 1 (13)

The problem described above results in an MINLP model which is modelled235

and solved in GAMS using the CONOPT solver [39].

3.5. Rigorous steady-state calculations

The approach as described above allows the selection of the optimal pipeline

diameter and thickness, however the assumption of incompressible flow within
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the hydraulic model may result in errors close to the critical point [18]. The240

analysis of Martynov et al. [18] shows that for the feed pressure assumed in this

study this error may be significant, in order that a viable diameter and thickness

are selected the optimised configuration is simulated using a rigorous steady-

state flow model [10, 18]. To describe the compressible flow and heat transfer

of a single-phase fluid in long pipelines the one-dimensional steady-state flow245

(ODSF) model describes employs the following equations for mass, momentum

and energy conservation respectively:

dρv

dx
= 0 (14)

dρv2 + P

dx
= −2fF

ρv2

Di

(15)

dρv
(

h+ 1
2
u2

)

dx
=

4qw
Di

− 2fF
ρv3

Di

. (16)

where x is the local coordinate along the pipeline, fF is the Fanning friction

factor and qw is the heat flux at the pipewall. qw is defined via:

qw = α (Tf − Ta) (17)

where Tf and Ta are the temperatures of the fluid and the ambient soil, the

definition of an overall heat transfer coefficient, α [18].

3.6. Operability of the pipelines250

Once the thickness of the pipeline has been determined using the steady

state analysis detailed in the previous section, the transient fluid flows arising

from the dynamic source profiles are analysed to ensure that in these cases no

unwanted behaviour, such as phase transition, is encountered. Such analysis is

performed by applying the time-dependent variant of the system of equations255

14-16 [40, 41]:
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∂ρ

∂t
+

∂ρv

∂x
= 0 (18)

∂ρv

∂t
+

∂ρv2 + P

∂x
= −2fF

ρv2

Di

(19)

∂E

∂t
+

∂ρv
(

h+ 1
2
u2

)

∂x
=

4qw
Di

− 2fF
ρv3

Di

. (20)

To solve equations 18-20 numerically, a finite volume method is used [42],

where following Brown et al. [10], the conservative left-hand-side of equations

18-20 are solved using the AUSM-+ flux vector splitting scheme [43].

4. Results and discussion260

4.1. Results of the optimisation problem

The optimisation problem described in the previous section has been solved

taking into account the varying CO2 flowrates for one and three units charac-

teristic of the 2030s, 2040s and 2050s as described in section 2. The results for

the one and three units are presented in Table 1.265

Table 1: In this table we present the results of the optimisation problem compared

to designing the pipeline for the maximum flowrate as it evaluated for the 2030s. We

observe 39% savings for the one unit and 52.9% savings for the three units.

Unit 1 CTOTAL (£) Do (m) Savings

(%)

Optimisation 59,691,140 0.2191 39

Maximum flow 97,954,965 0.559 -

3 Units CTOTAL (£) Do (m) Savings

(%)

Optimisation 69,709,420 0.3556 52.9

Maximum flow 148,000,000 0.813 -
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In figure , the outside diameters Do and wall thicknesses t are given based on

API available sizes [31]. The red stars are the results of the optimisation while

the blue crosses are the results calculated based on the maximum flowrate.

Figure 5: This figure illustrates the available combinations of external diameters and

wall thicknesses for steel pipelines for CO2 transport. The red star presents the opti-

misation results while the blue crosses are the results based on maximum (or average)

flowrate. Significant decrease of the pipeline diameter which leads to decrease of costs.

Following the same procedure for sizing for the 2040s and 2050s, we arrive

at the same results since the maximum flowrate remains the same while the270

average flowrate decrease throughout the years does not lead to a different
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diameter selection from the available sizes.

4.2. Steady state problem

Following the calculation of the optimal pipeline design as described in the

previous section, the rigorous ODSF was applied to more accurately calculate275

the pressure drop, analysis is presented for the one unit scenario. It was found

that for the external diameters selected at the maximum flowrate the pressure

drop was such that the CO2 would change phase; to correct the design for this,

the external diameter was increased while keeping the wall thickness constant

until an acceptable pressure drop was obtained. A pipeline with a diameter of280

0.4064m with the same thickness gives a 10bar cushion from the critical point.

A similar analysis for the three unit case showed that a diameter of 0.610m pro-

vided the same level of conservativeness. Furthermore, given the impact of heat

transfer close to conditions of interest here shown in the analysis of Martynov

et al. [18], the temperature of the surrounding soil was varied to temperatures285

representative of winter and summer (the maximum and minimum) as well as

a yearly average, which were obtained by an a priori calculation of the steady

heat conduction in the soil using real ambient temperature data [44]. These are

based on sandy soil and data taken for the whole of the UK. For the sake of

brevity, only the results for the one unit case are presented below.290

Figures 6 (a) and (b) show the predicted variation of the pressure along the

length of the pipeline for the various soil temperatures tested for the minimum

and maximum flowrates observed for the 2030s scenario. As can be seen, the

pressure drop is linear in both cases with that calculated for the maximum

flowrate being approximately three times that of the minimum, while the exter-295

nal temperature is seen to have a minimal impact on the pressure drop in either

case.
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Figure 6: This figure presents the variation of pressure along the pipeline length for

the (a) minimum and (b) maximum flowrates, assuming soil temperatures indicative

of winter, summer and a yearly average (275.25, 288.85 and 283.45 K respectively)

Similarly, Figures 7 (a) and (b) show the predictions of the fluid temperature,

also along the length of the pipe for the various external soil conditions, for

the minimum and maximum flowrates respectively. Unlike the pressure, the300

temperature is markedly affected by the external temperature with the delivery

temperature in each case approaching that assumed for the surrounding soil. In

neither case is this sufficient to induce phase change, however.

19



280

282

284

286

288

290

292

294

296

298

300

0 10 20 30 40 50 60 70 80

Te
m

p
e

ra
tu

re
 (

K
)

Distance (km)

Winter

Summer

Average

(a)

280

282

284

286

288

290

292

294

296

298

300

0 10 20 30 40 50 60 70 80

Te
m

p
e

ra
tu

re
 (

K
)

Distance (km)

Winter

Summer

Average

(b)

Figure 7: This figure presents the variation of pressure along the pipeline length for

the (a) minimum and (b) maximum flowrates, assuming soil temperatures indicative

of winter, summer and a yearly average (275.25, 288.85 and 283.45 K respectively)

4.3. Transient flow model

While the analysis presented above focuses on the design of the pipeline305

under steady loads, it is essential that the final system design is appropriate

for the transient conditions during the predicted load changes over all of the

periods under consideration. As such, for the production profile for the one

unit scenario in the 2030s as presented in Figure 1 the first 48 hours of flow is

simulated using the transient flow model presented in the Section 3.6. It should310

be observed that this time period contains the same load change seen in the later

periods but does not contain a cessation of the flow; as this latter operation lies

outside of normal use of the pipe it is not studied here in detail.
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In addition to the pipeline characteristics presented, for the purposes of the

simulations, 200 computational cells were used and an ambient temperature un-315

dergoing a diurnal change is applied. As with the steady state simulations, am-

bient temperatures representing summer, winter and a yearly average (293.15,

277.15 and 285.15K respectively) are used .

Figures 8 and 9 present the variation of the temperature and pressure at the

delivery end of the pipeline respectively. As may be observed from Figure 8,320

a slight drop in the temperature occurs where the ramp-down can be observed

at ca. 37 h; in each of the cases studied the diurnal temperature change is far

greater than observed during the load change. Likewise in Figure 9 the pressure

is observed to drop during the load change, the degree of this is in this case

much larger than that induced by the diurnal variation; however, this change is325

small relative to the drop along the length of the pipeline. Importantly, given

the design selected, the transients do not result in unwanted behaviour such as

phase change.
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Figure 8: This figure presents the variation of temperature at the delivery end of

the pipeline. A slight drop in the temperature occurs where the ramp-down can be

observed at ca. 37 h; in each of the cases studied the diurnal temperature change is

far greater than observed during the load change.
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Figure 9: This figure presents the variation of pressure at the delivery end of the

pipeline. The pressure is observed to drop during the load change, the degree of this

is in this case much larger than that induced by the diurnal variation; however, this

change is small relative to the drop along the length of the pipeline.

4.4. A trade-off between safety and cost

The updated results based on the two combined models for one unit and330

three units in the 2030s are presented in Figure 10. The updated results which

take into consideration the safety and operability of the pipeline, according to

the methodology laid out in Section 3.6 suggest a pipeline of 0.406m with 0.005m

thickness compared to the result of the optimisation problem of 0.219m with the

same thickness for the one unit. This leads to reduction of the cost savings from335

39% to 22% compared to the base case. For the three units, the results of the

combined ODSF and optimisation model lead to a 28.3 % reduction compared

to a 52.9 % reduction as a result of the optimisation problem. This combination

of the detailed transport model and high level optimisation model, can therefore

ensure the cost optimal and safe design and operation of a CO2 pipeline.340
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(a) One Unit in 2030s. (b) Three Units in 2030s.

Figure 10: This figure illustrates the updated results on right-sizing the CO2 pipeline

combining the optimisation and ODSF model for one and three units in 2030s. The red

star is the result of the optimisation problem, the blue cross is the diameter calculated

based on maximum and average flowrate and the yellow star is the result of the ODSF

model. In order to have a safe and operable pipeline the cost saving is reduced to 22

% and 28.3 % for one and three units respectively, but still remains significant.

5. Conclusions

We have presented a new approach on designing the CO2 transport pipeline.

An optimisation problem for the optimal design of the CO2 transport pipeline

has been solved combined with a detailed transport model (ODSF-One dimen-

sion steady flow model) to ensure the safe operation of the selected pipeline345

during transient flows. We have solved this problem for the 2030s for the UK.

The algorithm’s solution showed that even cost reduction up to 53% can be

achieved with optimal pipeline sizing. Checking the solution with the detailed

ODSF model led to increased pressure drop occured by the selected diameter

inducing two phase flow and therefore a larger pipeline has been selected. The350

same results have been obtained for the 2040s and 2050s due to the same max-

imum and decreased average flowrates for the three decades showing that the
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pipeline design selected for the 2030s can be used to accommodate the CO2

flowrates for the future. The final cost reduction is 22 % and 28.3 % for one and

three units respectively. In this way, we have challenged the conventional as-355

sumption that initial oversizing CO2 transport infrastructure is key to achieving

a least-cost system over the longer term. Whilst it true to say that infrastruc-

ture must be deployed with an eye to the future, accounting for the CCS plants

that will subsequently be deployed, it is equally true that the likely operation of

these plants within the kind of energy system that is likely to exist should also be360

taken into account. In this study, we have demonstrated that where CCS plants

are deployed in an energy system characterised by extensive deployment of in-

termittent renewable energy (iRE), the resulting displacement of CCS power

plant generation by iRE generation leads to a decade-on-decade declining flow

of CO2 through the transport infrastructure, despite a concurrent increase in365

the quantity of CCS capacity deployed. This means that the right-sizing of CO2

transport infrastructure via the approach set out in this study can lead to non-

negligible reductions in infrastructure cost without compromising the ability to

accommodate future capacity or safety. We therefore suggest that when CCS

infrastructure is being designed for deployment at a national or supra-national370

scale, with the associated deployment of CO2 transport networks, as distinct to

the point-to-point lines discussed in this work, a similar approach of combining

energy system simulations with engineering modelling and optimisation should

become the norm. We contend that this novel approach has the potential to

lead to appreciable cost reductions in the deployment of a truly fit for purpose375

infrastructure.
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