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Abstract—The advent of ultrafast ultrasound imaging proved
beneficial for capturing transient flow patterns which was never
readily achievable before. Velocity estimation methods based
on 2D block-matching outperform Doppler based methods by
offering higher frame rate with the cost of increased uncertainty
in presence of out-of-plane motion as a result of turbulent flow.

Local median filtering can partially address the estimation
error reduction in stenosis areas at the risk of higher inaccuracy,
since neighboring values may be also outliers. In this study, a
correlation correction method is proposed, where the out-of-plane
motion is eliminated by means of multiplying correlation maps
from a same area but in two adjacent pairs of RF images.

Experimental investigations were performed on a wall-less flow
phantom, and proposed method achieved an error reduction of
66% in turbulent flow regions.

I. INTRODUCTION

Ultrasonic imaging underpins quantifications of blood flow

for many cardiovascular diseases which manifest strong flow

abnormalities. Conventional color flow Doppler prevails in

real-time imaging but confined by fundamental limitations

such as angle-dependence, aliasing [1] and low frame rate.

Angle dependence and aliasing can be partially approached by

angle correction and shifting the Doppler frequency baseline

respectively [2], but the following-up monitoring of disease

progression is hampered due to large inter-operator velocity

fluctuations.

More intuitive and accurate angle-independent 2D diag-

nosis modalities have been suggested varying from vector

Doppler [3], transverse oscillation [4] to directional beamform-

ing [5], speckle tracking [6] and echo particle image velocime-

try [7]. Ultrafast imaging especially plane wave imaging (PWI)

[8], in which thousands of frames per second can be achievable

by sacrificing the transmit focusing where the resolution

is recovered later by receive beamforming techniques, has

attracted renewed attention in color Doppler imaging [9], and

particularly 2D vector flow mapping techniques [10]–[12].

Speckle tracking based methods enable aliasing-free flow

imaging with higher frame rate which potentially provide good

insight into diagnosing diseases showing transient abnormal

flow patterns. But it’s still very challenging to portray turbulent

flow over narrowed blood vessels during 2D blood flow mea-

surements as a result of strong out-of-plane motion, and block-

matching based techniques are prone to inaccurate results due

to speckle pattern decorrelation between adjacent frames.

Fig. 1. Basic principle of 2D block-matching methods based on frame-to-
frame cross-correlation.

Out-of-plane motion artefacts imposed by turbulent flow in

block-matching based methods have been seldom addressed.

This manuscript investigates the feasibility of adopting a

correlation correction method in conjunction with ultrafast

PWI to reduce velocity estimation outliers in stenotic regions

which permits more accurate velocity estimations.

II. METHODOLOGY

A. Contrast Enhanced PWI

Acquisition of thousands of frames real time by using PWI

could potentially improve the vascular disease diagnosis and

give great insight into progression monitoring of vascular

stenosis. The high frame rate comes with a cost of lower

penetration depth and poor signal to noise ratio (SNR) due to

the lack of transmitting focus in ultrafast imaging. However,

when contrast agents are introduced into the blood stream the

image SNR becomes high enough to detect microbubbles [12].



Fig. 2. Demonstration of correlation-correction method.

B. Signal Processing

1) Correlation Based Velocity Estimation: The principle of

velocity estimation basically relies on displacement compu-

tation with two same-size interrogation windows in adjacent

frames as depicted in Figure 1, with the assumption that par-

ticles follow the true stream and PWI enables small displace-

ments in successive frames. Given the highest correlation peak

position and the time interval between neighboring frames, the

averaged velocity is obtained. For the sake of computational

efficiency, direct cross correlation given by (1) or (2) can be

replaced by FFT based cross correlation ((3), (4)) in frequency

domain so as to display hundreds of vectors in a reasonable

time-scale.

Φ(m,n) =
∑

i

∑

j

f(i,j)g(i+m,j+n) (1)

Φ(m,n) =

∑

i

∑

j[f(i,j) − f ][g(i+m,j+n) − g]
√

∑

i

∑

j[f(i,j) − f ]2[g(i+m,j+n) − g]2
(2)

Where Φ denotes the cross correlation coefficient map, f and

g two kernels in two frames, m and n the integer pixel offset

(both zero in this study), f and g the averaged distribution

value.

Φ(m,n) = f⋆(−m,−n) ∗ g (3)

Based on the convolution theorem, (3) can be deduced to:

Φ(m,n) = iFFT(F⋆(f)F(g)) (4)

Fig. 3. Experimental setup: a wall-less tissue mimicking flow phantom with
varying vessel diameters.

Where ⋆ indicates complex conjugate, ∗ the convolution,

and F denotes the Fourier transform, iFFT the inverse Fourier

transform.

2) Sub-pixel Peak Finding in Cross-Correlation Maps:

Integer pixel displacements are not guaranteed, an Gaussian

interpolation method is introduced into post processing as

given by [13] and illustrated as (5) and (6).

∆i =

ln[Φ(i, j − 1)]− ln[Φ(i, j + 1)]

2 ln[Φ(i, j − 1)]− 4 ln[Φ(i, j)] + 2 ln[Φ(i, j + 1)]
(5)

∆j =

ln[Φ(i− 1, j)]− ln[Φ(i+ 1, j)]

2 ln[Φ(i− 1, j)]− 4 ln[Φ(i, j)] + 2 ln[Φ(i+ 1, j)]
(6)

Where i and j are integer pixel coordinates at which the

maximum cross correlation coefficient is reached, ∆i and ∆j,

the sub-pixel estimations.

3) Correlation Correction: Regarding merits of PWI, in-

plane flow patterns within small kernels during several plane

wave insonifications can be assumed relatively constant com-

pared with out-of-plane motion. The elimination of this motion

artefact is achieved by multiplying correlation maps from a

same area but in two neighbouring pairs of RF images, as only

the in-plane motion both in each of the map can be enhanced.

Reduced mainlobe width and sidelobe levels in 2D correlation

maps are also beneficial for sub-pixel peak finding (Figure 2).

C. Materials and Experiments

A wall-less gel tissue mimicking flow phantom was built

with varying vessel diameters to generate turbulent flow at the

vessel inlet (Figure 3). Diluted SonoVue R© microbubble solu-

tion with a clinically relevant concentration was driven by a

syringe pump (Aladdin AL-1000, World Precision Instruments)

with a constant volume rate of 24 ml/minute.



TABLE I
PARAMETERS OF TRANSDUCER SETUP AND DATA ACQUISITION

Parameter Value

Number of elements 128
Pitch 0.3048 mm
Center Frequency (fc) 5 MHz
Bandwidth (B) 3-8 MHz
Excitation signal Negative pulse
UARP II channels 128
Sampling Frequency (fs) 80 MHz
Imaging depth 45 mm
Receive apodization Hann window

A L3-8/40EP medical transducer (Prosonic.co, Ltd, Korea)

was connected to the in-house built ultrasound array research

platform II (UARP II) [14], [15] which is capable of providing

arbitrary excitation schemes, and ultrafast PWI at 500 Hz was

acquired by firing all the 128 elements of the linear transducer

array with negative excitation pulse controlled by the Leeds

UARP II.

The time gain compensation together with the frequency

based attenuation compensation were carried out. RF raw data

with imaging depth up to 45 mm was sampled with 80 MHz

sampling frequency and saved into local memory of a desktop

computer followed by delay-and-sum beamformation [16].

Also from the perspective of clinical practice, hemodynamic

information was superimposed on anatomic B-mode images

which were presented with 40 dB dynamic range. Details

of transducer setup and acquisition parameters are listed in

Table I.

D. Experimental Results

A binary mask was adopted to define the region of in-

terest, and totally a batch of one hundred RF frames after

delay-and-sum beamformer underwent velocity estimation and

evaluation. With the flow phantom geometry and volume

rate, the Reynold number was estimated to be 105 which is

smaller than 1817 for turbulence formation according to the

formula (7) [12]. The flow inside the vessel ought to feature a

turbulent pattern at the inlet while keeps an constant manner

later on (Figure 4 and Figure 5). Entrance length for laminar

flow is calculated to be around 21 mm following formula (8)

demonstrated in [12].

Re = vdp/u (7)

L = 0.04dRe (8)

Where Re denotes the Reynolds number, v the mean velocity

in the vessel, d the vessel diameter, p the solution density, u

refers to the viscosity and L being the inlet length for laminar

flow generation.

A correlation signal-to-noise ratio (SNR) threshold of 0.7

was used to separate estimation anomalies (green arrows in

Figure 5) from valid ones. Those vectors derived from correla-

tion maps with lower correlation SNR than the threshold were

Fig. 4. Schematic diagram of flow patterns in the phantom.

marked as outliers. The proposed method reduced inaccurate

vectors with a mean percentage of 66% as can be clearly seen

in Figure 5 (b).

Estimation evaluation along three lines within laminar flow

area described in Figure 4 was explained in Figure 6 with em-

phasis on fluctuations before and after correlation correction.

Mean bias is nearly same at all locations but the correlation

correction method prevails in smaller deviation in some cases.

III. DISCUSSION AND CONCLUSIONS

Few methods have been suggested to reduce out-of-plane

motion artefacts in 2D ultrasonic velocity mapping. Post-

processing algorithms, such as local median filtering, fail to

reduce estimation errors in stenotic regions since vectors in

adjacent sub-windows may be also outliers due to turbulent

flow.

While the lack of ground truth in turbulent flow is still an

obstacle for accurate evaluation of the proposed method, and

incapability of portraying 3D information indicates a second

drawback. The proposed correlation correction method has

proven beneficial for error reduction in turbulent flow area

with a percentage of 66% in terms of a SNR threshold in

correlation maps and additional benefits of smaller fluctuations

for laminar flow are also recognized.

The introduction of microbubbles further makes it possible

to enhance contrast to noise ratio and enable more accurate

estimations by means of contrast pulse sequences [17] or

subharmonic imaging [18].
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Fig. 5. A pair of experimental examples: velocity estimations (a) without
correlation correction and (b) after correlation correction. Error arrows are
highlighted in green.
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Fig. 6. Lateral and axial velocity estimations with and without correlation
correction along three lines located at lateral distance 6.4160 mm, 8.2488 mm
and 10.736 mm in the constant flow field detailed in Figure 4.
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