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Abstract: This paper introduces a perpetual type-2 Neuro-Fuzzy modelling structure for continuous 

learning and its application to the complex thermo-mechanical metal process of steel Friction Stir 

Welding (FSW). The ‘perpetual’ property refers to the capability of the proposed system to continuously 

learn from new process data, in an incremental learning fashion. This is particularly important in 

industrial/manufacturing processes, as it eliminates the need to retrain the model in the presence of new 

data, or in the case of any process drift. The proposed structure evolves through incremental, hybrid 

(supervised/unsupervised) learning, and accommodates new sample data in a continuous fashion. The 

human-like information capture paradigm of granular computing is used along with an interval type-2 

neural-fuzzy system to develop a modelling structure that is tolerant to the uncertainty in the 

manufacturing data (common challenge in industrial/manufacturing data). The proposed method relies on 

the creation of new fuzzy rules which are updated and optimised during the incremental learning process. 

An iterative pruning strategy in the model is then employed to remove any redundant rules, as a result of 

the incremental learning process. The rule growing/pruning strategy is used to guarantee that the 

proposed structure can be used in a perpetual learning mode. It is demonstrated that the proposed 

structure can effectively learn complex dynamics of input-output data in an adaptive way and maintain 

good predictive performance in the metal processing case study of steel FSW using real manufacturing 

data. 

Keywords: perpetual learning, incremental learning, fuzzy neural networks, granular computing, type-2 

fuzzy systems, friction stir welding, metal processing. 



1. INTRODUCTION 

Data-driven computational intelligence (DDCI) models have 

gathered much pace and popularity due to the rapid growth in 

computing power and the availability of extensive data and 

information in modern industrial processes.  Common DDCI 

paradigms that are often employed to describe complex 

processes and solve engineering problems include, but not 

limited to, neural networks (NN) (Bishop, 2006), fuzzy rule-

based systems (FRBS) (Jang and Sun, 1996), and 

evolutionary and genetic algorithms (GAs) (Yang et al., 

2003).  In contrast to other DDCI methodologies, fuzzy rule-

based systems offer good level of transparency and simplicity 

in their structure. Recently, studies on type-2 fuzzy logic 

systems (FLSs) have attracted much attention (Bustince Sola 

et al., 2015; Mendel, 2015) due to their capacity to capture 

uncertainty in the input linguistic variables (an extra degree 

of freedom compared to Type-1 sets). In addition, Type-2 

FLSs appear to be more promising compared to their type-1 

counterparts in handling uncertainties such as those 

associated with noisy data and different word meanings. 

Thus, type-2 fuzzy sets allow for better capture of 

uncertainties in rule-based systems.  

The development of a type-2 FLS generally involves two 

learning phases, the structure learning phase and the 

parameter learning phase. These two phases are often carried 

out sequentially; the structure learning phase is used to 

construct the initial structure of fuzzy rules and then the 

parameter learning phase is used to tune the parameters of 

each rule. One characteristic of this modelling scheme is that 

it is suitable when sufficient amount of data is collected and 

used to train the model. From the two learning phases, the 

constructed rule-based system has a fixed structure with the 

desired accuracy. However, the model with a fixed structure 

cannot always perform well each time new data become 

available due to different characteristics of a complex system 

under different input conditions. This is often found in 

industrial/manufacturing processes, where when new data are 

available one has to redevelop and retrain the model, to 

accommodate the new data/information. To improve the 

performance of a model when new data are available, there 

are two general strategies. The first strategy is to develop an 

entirely new modelling paradigm considering the specific 

features of the new data, which are not considered by the 

‘old’ model.  In this case, it is required to develop a new 

model by following the two learning phases in order to cover 

the new input data patterns, which have not seen by the 

original model. However, in reality, developing a new model 

often requires significant effort and it is over-dependent on 

expert knowledge.  The second strategy relates to modifying 

(adapting) the existing model. This is usually achieved via a 



 

 

     

 

two-step strategy: expanding the structure of the existing 

model by generating new rules to accommodate the new data 

without significantly disrupting the existing model and in the 

second step further fine-tune and/or prune the model.  

In this paper, the research study is focused on the idea of 

offline incremental learning in which additional knowledge is 

added to the model based on the second strategy. In the 

proposed learning strategy, the modelling structure is 

designed to learn from an initial database (via an appropriate 

learning/optimisation algorithm) but at the same time 

incrementally adapt to new data when these are available 

without deteriorating the core model knowledge acquired 

from the initial database. Additional system’s features 
include the system’s ability to interact with the environment 

in a perpetual mode and having an open structure in which 

the system has the ability to add and remove rules 

(knowledge maintenance).  Several methods have been 

developed so far to demonstrate some of the aspects of 

incremental learning (Kasabov, 2015; Kasabov and Song, 

2002; Panoutsos and Mahfouf, 2008). However, all of them 

use type-1 fuzzy logic systems. In the field of type-2 fuzzy 

logic systems, several models have been proposed to 

incrementally optimise the parameters of the model (Juang 

and Chen, 2014; Juang and Tsao, 2008; Lin et al., 2014). 

However, all these models are used for online structure 

learning for time varying data. To our knowledge, no 

pervious incremental type-2 neural fuzzy systems for offline 

learning have been reported.  In this study, we present a new 

perpetual (incremental) learning framework that is based on 

granular computing interval type-2 neural fuzzy systems 

(GrC-IT2-FLSs). By using such a modelling framework, it is 

possible to achieve good modelling performance and at the 

same time good system transparency (interpretability). An 

iterative rule pruning mechanism is used as the main feature 

that removes the redundant fuzzy rules after each incremental 

step, which allows the model to be used in a lifelong learning 

mode. The proposed methodology is tested against a real-

industrial problem. The prediction of spindle peak torque of 

Friction Stir Welding of steel is investigated. Such 

manufacturing process involves highly complex databases, 

containing data with high uncertainty (measurement noise, 

operator errors, etc.) and non-linear dynamics (complex 

thermo-mechanical behaviour) as well as sparse data (due to 

constraints on the process conditions). 

The rest of the paper is organised as follows: Section 2 

presents the theoretical background of the systematic 

modelling framework of Interval type-2 Neural-Fuzzy (NF) 

systems developed via an information granulation process, 

and the process under investigation. Section 3, the main 

contribution of this paper: the perpetual learning framework 

based on rule growing and pruning strategies that are 

proposed to be used in the learning architecture. In Section 4, 

a case study is presented based on the complex 

manufacturing process of FSW. Finally, conclusions with 

respect to the whole research study are drawn in Section 5. 

 

 

 

2. BACKGROUND THEORY AND PROCESS UNDER 

INVESTIGATION 

2.1 Interval Type-2 Radial Basis Function Neural Network 

Type2-Fuzzy Logic System (T2-FLSs) are similar to a 

Type1-Fuzzy Logic Systems (T1-FLSs), which are 

characterised by linguistic IF…THEN rules, however their 

premise and consequent sets are Type-2 Fuzzy Sets. A type-2 

fuzzy set (T2-FSs) has a membership function (MF) that is 

itself a fuzzy set in [0, 1], unlike a normal fuzzy set (T1-FS) 

where the membership function includes a crisp number in 

[0, 1]. T2-FLSs take advantage of the extra degree of 

freedom to better handle uncertainties associated in the input 

space (Mendel, 2007). In this paper, we use IT2-FLSs to 

minimise the computational effort and produce a real-time 

capable system (Mendel, 2001).  

The Interval Type-2 Radial Basis Function Neural Network 

(IT2-RBF-NN) proposed in this study has a similar structure 

to the structure used in  (Baraka et al., 2015; Rubio-Solis and 

Panoutsos, 2015) (as shown in Fig. 1), however, the initial 

structure of the network is taken from type-2 fuzzy Gaussian 

mixture model (Zeng et al., 2008). The consequent part of 

each fuzzy rule is of the Mamdani type model, each of which 

has the following linguistic IF...THEN form:  

ሚଵܣ ݏ݅ ଵݔ ࡲࡵ ǣࢋ࢛ࡾ   ܽ݊݀ǡ ǥ ǡ ௗݔ ݀݊ܽ ሚௗܣ ݏ݅  ǡ ෨ଵܤ ݏ݅ ݕ ࡺࡱࡴࢀ    ሺͳሻ 

 

Where ݔଵǡ ǥ ǡ ሚଵܣ ,ௗ, are the input vectorsݔ ǡ ǥ ǡ ሚௗܣ  are the 

interval type-2 fuzzy sets, ݅ ൌ ͳǡ ǥ ǡ  is the number of ܯ ,ܯ

rules, ݅ is the index of the rules. The mathematical description 

of the IT2-RBF-NN is provided below: 

 

Fig.  1. IT2-RBF-NN general structure 

The first layer only transmits the current input values ݔԦ ൌሾݔଵǡ ǥ ǡ ௗሿݔ א ܴௗ, to the next layer directly without 

performing any computation. The second layer uses an 

interval type-2 MF to perform the fuzzification process in 

order to produce the upper and lower intervals ሾߤ෨ೕ   ǡ ෨ೕߤ ሿ. 
With the choice of a Gaussian primary MF having fixed 

mean ݉ and uncertain standard deviation that the value in 

the interval ߪ א ሾߪଵ ǡ ଶߪ ሿ can be stated as 



 

 

     

 

൯ݔሚ൫ܣ ൌ ݔ݁ െ ͳʹ ቆݔ െ ݉ߪ ቇଶ൩ǡ   ߪ א ሾߪଵ ǡ ଶߪ ሿ                ሺʹሻ 

 

Where ܣሚ൫ݔ൯ is the ݄݅ݐ fuzzy set in input variable ݔ . It is 

clear that the IT2-FS is bounded by the upper MF ߤ෨ೕ  and 

lower MF ߤ෨ೕ   (footprint of uncertainty - FOU). The third 

layer performs an algebraic operation to acquire the firing 

strength of each rule. The fourth layer defines the 

consequences of the rule nodes. In the fifth layer, the outputs ݕ  and ݕ are calculated via the Karnik-Mendel iterative type-

reduction algorithm (Karnik and Mendel, 2001) and finally 

the sixth layer computes the defuzzified output by the 

average of ݕ  and ݕ. The parameters ݉ and ߪ associated 

with the Gaussian membership functions are to be determined 

by process data. In this study, the heuristic method described 

in (Zeng et al., 2008) was used to define the parameters of the 

lower ߪଵ  and upper ߪଶ  membership functions. 

Here a hybrid approach is applied, which combines  IT2-

RBF-NN, a human-like information capture in Granular 

Computing (GrC) (Bargiela and Pedrycz, 2003) for the 

structural optimisation of the system and adaptive error 

propagation (EP) for the parametric optimisation. The 

proposed modelling framework applies the GrC algorithm to 

initialise the IT2-RBF structure (i.e. initial data granulation 

for the estimation of membership functions). Its parameters 

are subsequently optimised using adaptive error-propagation 

as detailed in (Mendel, 2004).   In manufacturing systems, 

such as the ones involving steel processing, one of the 

challenges is the identification of new process behaviours 

resulting in unexpected process performance (such as process 

drift). This involves the identification of new behaviours that 

have not been previously encountered (‘seen’) by the model. 

In such case, the model cannot adapt itself to include the new 

dataset (new knowledge), hence model retraining is needed to 

avoid large errors in the model’s forecasting performance. 
The general framework of the proposed GrC-IT2-RBF-NN 

modelling approach is summarised in the flow chart shown in 

Fig. 2.  

 

 

Fig.  2.  IT2-RBF modelling framework based on granular 

computing 

2.2 Steel Friction Stir Welding  

Friction Stir Welding (FSW) is a solid-state joining technique 

that is recognised in manufacturing for its versatility, for 

being environmentally friendly, energy and time efficient, 

and most importantly provides very good performance for 

metals such as aluminium alloys (Mishra and Ma, 2005). The 

FSW process consists of a non-consumable rotating tool with 

a pin and a shoulder, the tool is inserted into butting edges of 

two rigidly clamped plates of the material being welded (He 

et al., 2014). The joining of steel using FSW is more 

challenging, compared to aluminium, due to the complex 

thermo-mechanical behaviour of steel and associated phase 

transformations of its microstructure. Hence process 

modelling in steel FSW would help the optimisation of the 

process. Steel FSW is a multi-input multi-output process that 

is very challenging to model for the following reasons: 

(a) The process is characterised by the presence of 

uncertainty (measurement noise, operator errors, 

complex thermo-mechanical behaviour); 

(b) Constraints on the quality and quantity of real 

industrial data (mainly due to cost and or weldability 

issues); 

(c) A number of factors that influence the process 

cannot be measured for practical reasons (for 

example continuous tool tip temperature).  

For the FSW of steel, three main process parameters are 

utilised to control the welding process: the tool rotational 

speed, welding speed along the joint line, and the tool plunge 

depth into the parent material. In order to design a practical 

and safe FSW of steel, it is vital to establish relationships 

between the main process parameters and internal process 

variables such as torque, traverse force, downwards force and 

internal process temperatures. Knowledge and ability to 

predict such parameters in real time is paramount in avoiding 

overheating problems and issues related to tool wear leading 

to poor weld quality. The use of NF modelling techniques 

have been recently applied to describe the performance of the 

process and predict its behaviour in (Baraka et al., 2014). In 

the following section, we describe the creation of an 

incremental learning framework that identifies novelty in the 

FSW data and expands the model structure to capture and 

learn the new data/information. 

3. METHODOLOGY 

In this section, the perpetual learning framework based on 

interval type-2 fuzzy radial basis function is presented in 

detail. Perpetual learning is the ability of the model to modify 

its existing structure to accommodate the new data without 

compromising already existing learned patterns. Fig. 3 

illustrates the overall perpetual learning methodology. 

When new data are available to the model, they pass through 

a novelty detection filter before they are fed to the 

incremental learning process. Novelty detection is the process 

of identifying new or partially new or unknown data that are 

not included in the model’s existing rule-base. Several 

statistical and neural network-based approaches can be used 

to estimate whether test samples comes from the same 
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distribution or not (Markou and Singh, 2003). In this study, 

we use a simple novelty detection approach based on 

multidimensional Euclidean distance where the novelty is 

assessed by measuring the distance of each data sample from 

the cluster centres of a previously elicited model (Webb, 

2003). The new data are then further categorised into two 

subsets (namely: ‘new data’ and ‘partially new’ data) based 

on a predefined threshold.  The new data consist of datasets 

that belong to a new input space compared to the original 

data, while the partially new data consist of datasets that have 

some similarity to the original dataset, however are not fully 

covered by the existing knowledgebase; this includes data 

that have large similarity to the exiting knowledgebase (not 

new data). 

 

Fig.  3. Perpetual learning framework 

Depending on the type of novelty in the data, the proposed 

perpetual learning framework has two different incremental 

learning algorithms as shown in Fig. 3.  The performance of 

the existing model, following a computer simulation using 

the partially new data is assessed; if the model’s performance 

on the partially new data is acceptable, then the existing 

model structure is not modified. Otherwise, the existing rule-

base is fine-tuned without disturbing the existing structure 

(constrained optimisation) aiming to improve the 

performance of the model on the partially new data. Since the 

input space of the partially new/not new data is mostly 

covered by the existing rule-base (by one or more rules), 

there is no need to generate new rules and fine-tuning the 

existing structure is sufficient. The dataset classed as ‘new 
data’ is utilised to generate a number of new rules to cover 

the input space of the new knowledge; this is achieved using 

the GrC-IT2-RBF knowledge capture and modelling 

procedure. The new set of rules is added to the existing rule-

base to form a new IT2-RBF-NN model. 

Following the incremental learning process (new knowledge 

is added to the existing one) the new model structure includes 

rules to be able to predict both new and old datasets. 

However, each time the incremental learning process is 

repeated the model structure expands, which is not 

sustainable towards a perpetual learning mechanism. An 

ever-expanding rule-base may result in an unnecessary 

complex system that is difficult to optimise, and its predictive 

performance may deteriorate.  To address this issue, we 

propose the use of an iterative rule pruning mechanism in 

order to identify and remove insignificant and redundant 

rules, thus resulting in a self-maintaining system structure. 

The rule-pruning task can be achieved using a four-stage 

operation, including: 1) removing redundant fuzzy sets, 2) 

merging similar fuzzy sets, 3) removing redundant fuzzy 

rules, and 4) merging similar fuzzy rules. These four stages 

are controlled by 4 threshold parameters. To measure the 

degree of overlap between two fuzzy sets, a similarity 

measure is generally used. Although  quite extensive research 

has been carried out in the area of type-1 fuzzy sets similarity 

measures (Cross and Sudkamp, 2002), only a few similarity 

measures for type-2 fuzzy sets have appeared to date (Wu 

and Mendel, 2009). For two interval type-2 fuzzy sets ܣ ෩ and ܤ෨ , computation of their similarity degree is much more 

complex than for that of type-1 fuzzy sets counterparts, 

particularly for those with primary Gaussian MFs. In this 

study, the Jaccard’s similarity measure is used to measure the 
similarity between two type-2 FSs. More details about how to 

calculate the Jaccards’s similarity measure can be found in 

(Wu and Mendel, 2009). Finally,  the updated NF model is 

fine-tuned via the gradient descent method (Mendel, 2004). 

4. SIMULATION RESULTS 

A number of experimental trials for FSW of steel DH 36 

were conducted at TWI Ltd. (South Yorkshire, UK) to obtain 

the optimum welding parameters by varying the levels of the 

rotational speed and welding speed. The proposed modelling 

framework is applied to predict the spindle peak torque of the 

process. The process dataset (in total 55 data samples) has 

been split as follows for the purpose of modelling:  

a) Initial dataset (36 data points) which has been 

divided into 36 (75%) data points for training the 

model and 9 (25%) data points for testing the 

generalisation capability of the trained modelling 

structure; 

b) New dataset (19 data points), which has been used 

to test the incremental modelling structure. 

4.1 Initial Model Performance 

The initial training data set is compressed into 5 information 

granules by using the Granular Computing (GrC) process. 

The extracted information granules are mapped into linguistic 

IT2-FL rules that form the initial rule-base of the system. 

After obtaining the initial structure of the IT2-FL rule-base (5 

fuzzy rules), the neural-fuzzy structure is optimised using the 

adaptive error-propagation algorithm.  

The rule-base in a linguistic format can be used to describe 

the non-linear relationships between the process conditions 

and internal process variables (with peak torque being an 

example) and to help the process operator find the optimal 

process conditions. The prediction performance achieved by 

the 5-rule model is: Mean Absolute Error (MAE) = 7.51% 

and 8.04% for training and testing respectively. Fig. 4 



 

 

     

 

illustrates the measured/ predicted fitness plots within the 

10% error band for the training and testing performance 

respectively. 

 

Fig.  4. Performance of the initial model 

4.2 Incremental Learning Model Performance  

The new data set (19 data points) is divided into two subsets 

(training and testing). The new training set is then presented 

to the incremental learning structure. The IL structure 

classifies the training data into novel and partially novel data 

set. The latter is used to fine-tune the initial model via the 

adaptive error-propagation algorithm and the former is used 

to generate new fuzzy rules that represent the new dataset. 4 

new rules are obtained from the granular computing 

algorithm (i.e. optimal number of rules to cover the new 

dataset).  The new fuzzy rules are trained via the same 

algorithmic procedure as the initial IT2-RBF model. 

Subsequently, the newly generated fuzzy rules are combined 

with the rest of the fuzzy rules in the modelling structure.  

Following the rule-pruning process, two rules are removed 

based on a pre-defined similarity threshold; the resulting rule-

base is further optimised (fine-tuned) as described in Section 

3. 

The resulting model is tested for its performance on the initial 

dataset as well as new dataset (training and testing). The 

results are shown in Fig. 5. The prediction performance 

achieved by the 7-rule model is: Mean Absolute Error (MAE) 

= 8.61% and 9.84% for training and testing respectively. As 

illustrated in the model fit plot for the training data set, the IL 

structure is able to maintain a good performance, in fact it is 

able to correctly construct input-output mappings similar to 

the original model. Similar behaviour is observed for the 

testing data set for old and new data sets. The model is able 

to predict correctly the new – unseen – input patterns. 

 

Fig.  5. Performance of the incrementally updated model on 

the old/new data 

5. CONCLUSION  

In this paper, a perpetual learning framework for data-driven 

modelling is presented, based on Granular Computing and 

Interval Type-2 Neural-Fuzzy system structure, with 

continuous rule growing and pruning. The proposed IL 

framework is successfully applied for the first time to a 

manufacturing case study related to the predication of peak 

toque in Friction Stir Welding of steel; this is a 

manufacturing process that is known for its highly non-linear 

behaviour, and often complex but limited data. The 

modelling simulation results show an achieved predictive 

performance of more than 90% in predicting the spindle 

torque based on the process conditions (inputs) of welding 

speed and tool rotational speed. Inherent system 

interpretability exists in the form of the system’s Fuzzy Logic 

rule-base; this can be beneficial to the process expert who 

may use the linguistic rules to gain a better understanding of 

the effects of the process conditions on the internal process 

variables as well as help the process operators in making 

effective decisions on the optimal process conditions. It was 

also shown that the proposed structure incrementally updates 

the model by adding and removing rules in the model to 

accommodate new data/knowledge. Crucially, the 

performance of the new model on the original dataset is 

maintained; the performance of the incrementally updated 

model on the new data set is comparable to the overall 

original performance.  
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