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Abstract 

The principle that the 3D shape of crystals that grow from a solution can be characterised in 

real-time using stereo imaging has been demonstrated previously. It uses the 2D images of a 

crystal that are obtained from two or more cameras arranged in defined angles as well as a 

mathematical reconstruction algorithm. Here attention is given to the development of a new 

and more robust 3D shape reconstruction method for complicated crystal structures. The 

proposed stereo imaging camera model for 3D crystal shape reconstruction firstly rotates a 

digitised crystal in the three-dimensional space and varies the size dimensions in all face 

directions. At each size and orientation, 2D projections of the crystal, according to the angles 

between the 2D cameras, are recorded. The contour information of the 2D images is 

processed to calculate Fourier descriptors and radius-based signature that are stored in a 

database. When the stereo imaging instrument mounted on a crystalliser captures 2D images, 

the images are segmented to obtain the contour information and processed to obtain Fourier 

descriptors and radius-based information. The calculated Fourier descriptors and radius-based 

signature are used to find the best matching in the database. The corresponding 3D crystal 

shape is thus found. Potash alum crystals that each has 26 habit faces were used as a case 

study. The result shows that the new approach for 3D shape reconstruction is more accurate 

and significantly robust than previous methods. In addition, the growth rates of {111}, {110} 

and {100} faces were correlated with relative supersaturation to derive models of facet 

growth kinetics. 

 

Keywords: Online stereo imaging, Camera model, Crystal shape reconstruction, Potash 

alum, Crystal Facet growth kinetics 

 

Nomenclature 
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A    projection area 
ATR FTIR attenuated total reflectance Fourier transform infrared 

spectroscopy 
a, b, c    unit cell parameters (length) (Å) 
C    solute concentration (g/L) 
C*    solubility (g/L) 
f    the distance from camera centre to the image plane 
F    the Fourier coefficients 
FDs    the Fourier descriptors 
FDi    Fourier descriptors 
FD1,i    the ith Fourier descriptor of the images 1 
FD2,i    the ith Fourier descriptor of the images 2 
H    normal distances of feature faces 
ki    the pixel point 
K    number of sampled boundary pixels 
j    the imaginary unit 
s    solute mole fraction 
SD    the similarity distance 
m    the value of sin () 
nj    the number of vertices in the convex hull 
n    the sample point in Fourier transform 
nx,y,z    the number of selected size in each database 
n    the number of rotation angle in each database 
N    matrix of face normal 
Pi    vector of the projected crystal vertices 
ri    centroid to boundary distance 
T    temperature (oC) 
t    time (s) 
v    the 3×1 vector of coordinates on a plane 
V    coordinates of crystal vertex 
v{111}    growth rate of face {111} (m/s) 
v{110}    growth rate of face {110} (m/s) 
v{100}    growth rate of face {100} (m/s) 
w    the number of the featured faces of a crystal 
x    the mapped point on a plane 
X i, Yi    the vertex coordinates of projection 
Xc, Yc    the centroid of projection 
x, y, z    Cartesian coordinates (m) 
 
Greek letters 
 
    unit cell parameters (angle) (o) 
, ,     Euler angles 
    centroid to boundary angle
    relative supersaturation 
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1. Introduction 

Engineering crystal shape and crystal shape distribution (CShD) is an important direction of 

research in solution crystallisation (Lovette et al., 2008), and advances in measurement, 

modelling and closed-loop control of crystal shape and CShD were recently reviewed (Ma et 

al., 2016). On measurement, on-line microscopic imaging and image analysis for real-time 

characterisation of the shape and CShD of crystals in a crystalliser has attracted much 

attention in recent years (Barrett and Glennon, 2002; Calderon de Anda et al., 2005a; 

Calderon De Anda et al., 2005b; Huo et al., 2016; Larsen and Rawlings, 2009; Larsen et al., 

2006; Patience and Rawlings, 2001; Wang et al., 2007; Zhang et al., 2015; Zhao et al., 2013; 

Zhou et al., 2011; Zhou et al., 2009). There are also readily available products on the market 

such as Mettler Toledo's PVM̍MessTechnik's PIA , PharmaVision (Qingdao) Ltd's 2D 

Process Vision Probe. The current research is motivated by the observation that previous 

work has focused on 2D imaging. Since crystals in a stirred tank crystalliser undergo 

continuous rotation and motion, crystal size estimation using 2D imaging could lead to large 

errors compared to 3D imaging method. In a recent study (Zhang et al., 2015), it was found 

that for needle-like crystals, 2D imaging significantly underestimated the size of crystals. 

Methods alternative to 2D imaging were investigated for the purpose of more accurate 

estimation of crystal shape and size. Li et al. (Li et al., 2006) made probably the first attempt 

to obtain 3D crystal shape information based on on-line obtained 2D crystal images taken 

from a crystalliser, and the method was named a camera model. The camera model rotates a 

digital 3D crystal and at every position and projects it onto a 2D plane, hence generating a 

library of 2D images corresponding to different rotation angles of the rotating 3D crystal. In 

real crystallisation monitoring, the on-line obtained 2D images try to match the stored 2D 

images, the 3D sizes of a real crystal is estimated as the digital 3D crystal corresponding to 

the matched 2D crystal stored in the library. (Wang et al., 2008) proposed to use two or more 
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synchronised cameras to firstly obtain two or three 2D images of the same moving crystal 

from different angles and then reconstruct its 3D shape from the 2D images using a 3D 

reconstruction algorithm. Bujak et al (Bujak and Bottlinger, 2008) used three orthogonal-

configurated cameras to measure particle’s real 3D shape, though the system was designed 

for measuring dry particles of iregular shape rather than crystals in a slurry. Borchert et al. 

(Borchert et al., 2014) developed a method similar in principle to the camera model. It 

reconstructed the 3D crystal shape by comparing Fourier descriptors of the 2D crystal 

projections in pre-computed database with the Fourier descriptors of on-line measured 2D 

images. Mazzotti and co-workers (Kempkes et al., 2010; Schorsch et al., 2012) developed a 

clever method for measuring the 3D shape of crystals in slurry that passes a flow-through cell 

(though not directly in a stirred crystalliser): it uses a single camera but two mirrors to obtain 

two projections of the same particle. However, later, they improved the design by replacing 

the two mirrors with a second camera (Schorsch et al., 2014).  

In our previous work, (Ma et al., 2015) presented a proof of concept study using stereo 

imaging for measuring crystal 3D shape. It employed two cameras that are fixed in an 

optimum angle and synchronised to take images and used a triangulation algorithm for 3D 

reconstruction. Based on a study on crystallisation of needle-shape crystals, -form L-

glutamic acid crystals, (Zhang et al., 2015) compared the performance of the stereo imaging 

technique with 2D imaging. It was found that 2D imaging greatly underestimated the crystal 

length. The triangulation algorithm for crystal 3D shape reconstruction has shown pretty 

robust performance for needle, plate and rod shaped crystals, but for crystals of more 

complicated structures, it can only correctly reconstruct 3D shape for a small proportion of 

crystals. The steps involved in stereo imaging based on a triangulation algorithm for 3D 

reconstruction are shown in Fig. 1. 
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All other steps in Fig. 1 are well established, but the fourth step in Fig. 1, i.e., the 

triangulation 3D shape reconstruction algorithm, requires identification of all the corners of a 

crystal on each of its 2D image, proving to be the weakest link. The images obtained on-line 

are often not perfect, as a result to identify all the corners of a crystal on its 2D projected 

image proved to be difficult. Therefore, a more robust reconstruction method, ideally not 

having to relying on full identification of all corners of a crystal in its 2D projections, needs 

to be developed.  

In this paper, a new crystal 3D shape reconstruction method, a stereo imaging camera 

model, is presented. The main advantage is its robustness especially for crystals of 

complicated structures. In contrast to the above mentioned triangulation algorithm for 3D 

shape reconstruction that requires all the corners of a crystal to be identified on the 2D 

images, the stereo imaging camera model only requires the external boundaries of 2D images 

of a crystal. The method will be introduced by reference to potash alum crystallisation that 

produces crystals having 26 faces. The main difference from the camera model of Li et al (Li 

et al., 2006) and the work of (Borchert et al., 2014) lies in the fact that our model is based on 

stereo imaging while the early work was based on single camera 2D imaging. Stereo imaging 

camera model has a major advantage over the camera model based on 2D imaging, because 

the former captures the 3D shape information of an object while the later misses much of it. 

The principle of stereo imaging in here is similar to our 3D vision of human eyes. Our two 

eyes are separated by about 7cm. When looking at an object, the left and right eyes see 

slightly different images. Our brain calculates the real 3D image with these different left and 

right images. A 3D movie is made based on a similar principle, i.e., placing two cameras 

separating about the distance of two eyes, taking photographs at the same time. In the theatre, 

the left image of the movie and the right image are projected to the same screen by each 

projector with polarizing filters. 3D glasses that people wear when watching a 3D movie have 
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polarizing filters and allow movie projected from left projector to go into the left eye, and the 

movie projected from right projector to go into the right eye. In other words, the images 

taking by stereo imaging, in this work by two synchronised cameras arranged at an optimum 

angle, contains the 3D information of the object (here a crystal). 

Details of the camera model based on stereo imaging for crystal 3D shape reconstruction 

will be presented in the next two sections. Application of the method to crystallisation of 

potash alum will be presented in section 4. Fig. 2 shows the morphology of a potash alum 

crystal. It has 26 faces, i.e. eight {111}, six {100}, and twelve {110} faces. If symmetrical 

faces are treated as having identical characteristic dimensions, there will be three 

characteristic size dimensions, (x, y and z), representing the normal distances to {111}, {100} 

and {110} from the centre of the crystal.  

 

2. The Stereo Imaging Camera Model for 3D Crystal Shape Reconstruction 

Suppose we have a database about crystals of varied shape and size, for each crystal its 

shape and size is known. When a snapshot of a crystal (of unknown shape and size) in a real 

crystallizer is taken by a camera, we can compare this crystal with all the crystals in the 

database to find the most similar match in the database in terms of shape and size. Then the 

shape and size of the crystal in the database (we call it the matched crystal) is regarded as an 

estimate of the shape and size of the real crystal. This is the principle for crystal shape 

reconstruction based on a camera model. In the stereo imaging camera model two cameras 

are used. In the method, the key issues are: how the database of crystals of varied but known 

shape and size is created, and after a real crystal’s photos are taken, how to find a crystal in 

the database that has the most similar shape and size. The database of crystals of varied but 

known shape and size is created on computer by rotating a digitised crystal in the three-

dimensional space and varies the size dimensions in all face directions. At each size and 
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orientation, 2D projections of the crystal, according to the angles between the 2D cameras of 

the real stereo imaging instrument, are recorded. In order to describe the shape and size of a 

crystal, its contour information of the 2D images is processed to calculate Fourier descriptors 

and radius-based signature. The Fourier descriptors and radius-based signature are stored in 

the database. When the stereo imaging instrument captures 2D images of a real crystal during 

crystallization, the images are segmented to obtain the contour information and processed to 

obtain Fourier descriptors and radius-based information. To compare the real crystal with 

crystals in the database in terms of their similarity in shape and size, it is based on calculating 

a similarity measure called similarity distance (to be introduced later) using the Fourier 

descriptors. Below we introduce the details of the stereo imaging camera model. 

The camera model, also called pinhole camera model by Li et al (Li et al., 2006), will be 

firstly introduced briefly before the camera model based on stereo imaging is described. In 

the pinhole camera model, a point in the object space with coordinates X = (X, Y, Z)T is 

mapped to a point x with coordinates (fX/Z, fY/Z, f)T on the image plane. If the points from 

the object and image are represented by homogeneous vectors, the above projection can be 

simply expressed as a linear mapping between their homogeneous coordinates. The matrix 

multiplication relating the two sets of coordinates can be given as 

൮ܼܻܺ
ͳ൲ ׂ ൭݂݂ܻܼܺ൱ ൌ ൥݂              Ͳ       ݂       Ͳ            ͳ  Ͳ൩൮

ܼܻܺ
ͳ൲        (1) 

where f is the distance from camera centre to the image plane. 

However, in the real situation, the relationship between the point in the 3D world and the 

corresponding point on an image can become much more complex than the above linear 

mapping. The general expression of the camera model can then be written as 



9 

 

൭ܺᇱܻᇱܼᇱ൱ ൌ ൭݌ଵଵ݌ଵଶ݌ଵଷ݌ଵସ݌ଶଵ݌ଶଶ݌ଶଷ݌ଶସ݌ଷଵ݌ଷଶ݌ଷଷ݌ଷସ൱൮ܼܻܺ
ͳ൲ ൌ ܲ൮ܼܻܺ

ͳ൲       (2) 

where the matrix p is called calibration matrix of the camera, which includes the internal and 

external parameters of the camera. In our system, the original camera model was used only to 

project a 3D crystal to its 2D images. In this case, we are only concerned with the 2D 

projections obtaining via projecting the 3D polyhedral shape onto a plane. Therefore, a 

camera system is designed to ensure that the origin of the image coordinate system is the 

principal point so that the object coordinate system is the same as the camera coordinates, and 

distortion of camera lens can be ignored. Thus, Eq. (1) can be directly used as the camera 

model. The parameter f in Eq. (1) can be freely chosen because it only affects the size of the 

transformed image not its shape. It is worth noting that all coordinates should be transformed 

to a Cartesian coordinate system first. In this work we used such a camera system where the 

coordinates of a crystal can be obtained by rotating the crystal. The principle of the pinhole 

camera model will not be discussed in more detail here, since full details can be found in 

literatures (Hartley and Zisserman, 2003; Li et al., 2006).  

The projection of an object (here a crystal) from a three-dimensional space onto a two-

dimensional plane is a process in which one dimensional information of the object is lost 

(Hartley and Zisserman, 2003). In this study, the camera model based on stereo imaging was 

used to generate two 2D projections mimicking two cameras to capture two images with an 

angle. In this case, there is an extra constraint parameter, that is, the angle between two 

cameras. For the same object, real images and computed projections from different angles in 

database could be correspondent to each other. Compared to a single camera model, more 

shape information from projections can be captured, which is beneficial to minimising errors 

in identifying the 3D shape and size of a crystal. The detailed algorithm of the method will be 

described in the following sections. 
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3. 2D Projection Contour 

Digitised 3D Crystal Shape 

The morphology of a crystal can be estimated in advance according to its crystallography and 

morphology. The morphology of a crystal can be defined by the locations of all planes, i.e., 

normal distances from the faces to the crystal centre, and the interfacial angles between the 

planes, (see Fig. 2). In a 3D coordinate space, a crystal face can be represented by Miller 

indices (hkl), the unit cell axes a, b and c, and the angles between them. The 3D shape of a 

polyhedral convex crystal is described by a group of linear inequalities: 

Nv ≤ H           (3) 

where v is the 3×1 vector of coordinates on a plane, N is a w×3 matrix with the unit normal 

of the w faces. The unit normal N to the plane is oriented from the centre to the plane and can 

be calculated by the crystallographic axes and the Miller indices of the crystal system 

(Borchert et al., 2014; Schwarzenbach, 1997; Zhang et al., 2006). H is also a w×1 matrix, 

which contains the normal distance of each face.  

The convex hull of the polyhedron is composed of faces, edges and vertices. The edges and 

vertices on the crystal surface are made up of faces, more specifically, the intersection of two 

faces generates edge, and the junction of three or more faces produces vertex. In this study, 

only 3D size of crystal evolution was studied without considering the variation of crystal 

habit, that is, there is no appearance or disappearance of crystal faces. Therefore, we will 

focus on the vertices. Actually, the shape of a crystal is known when the coordinates of all 

vertices are obtained, because the vertices are composed of convex combinations, called V-

representation (Borchert and Sundmacher, 2012; Ziegler, 1995). Based on Eq. (3), the 

coordinates of a vertex can be defined by the corresponding equalities. 

V=N-1H           (4) 
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where V stands for the crystal vertices.  

 

Crystal Rotation 

When all coordinates are transformed into a Cartesian coordinate system, the method of 

rotating a 3D crystal in a camera model is essentially the same as the rotation of the reference 

system along the Euler angles ,  and . The two dimensional projection matrix can be 

obtained through the following matrix multiplication (Borchert et al., 2014; Eggers, 2008; 

Korn and Korn, 2000). 

௜ܲ ൌ ܸܲ           (5) ܲ ൌ ଵܲ ଶܲ ൌ
ቂͳ    Ͳ    ͲͲ    ͳ    Ͳቃ ൈ ൥ܿݏ݋ ߜ െ݊݅ݏ ߜ Ͳ݊݅ݏ ߜ ݏ݋ܿ ߜ ͲͲ Ͳ ͳ൩ ൈ ൥ͳ Ͳ ͲͲ ݏ݋ܿ ߠ െ ݊݅ݏ Ͳߠ ݊݅ݏ ߠ ݏ݋ܿ ߠ ൩ ൈ ൥ܿݏ݋ ߮ െ ߮݊݅ݏ Ͳ݊݅ݏ ߮ ݏ݋ܿ ߮ ͲͲ Ͳ ͳ൩ (6) 

where Pi (i = 1, 2, …) are vertices of a crystal projection on the 2D plane. To include as many 

orientations as possible during the rotation operation, the values of  and  are selected 

randomly from a uniform distribution between 0 and 2, i.e.: 

Ͳ ൑ ߜ ൏ Ͳ (7)           ߨʹ ൑ ߮ ൏  (8)           ߨʹ

However, in order to ensure an equal probability for all directions,  is taken as the arcsine of 

a number m, which is randomly distributed in the range between -1 to 1, i.e.: ߠ ൌ ሺ݉ሻ݊݅ݏܿݎܽ ǡെͳ ൑ ݉ ൏ ͳ        (9) 

In this study, the value of  was chosen randomly from 0 to . The same crystal can 

generate many different 2D projections with different random combinations of the angles ,  

and Moreover, the number of rotation depends on the interval of two neighbouring angles. 

The 2D shape of the projections may only change very little at a very small step, and the 
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generation process of 2D projections is time-consuming and costly. On the other hand, the 

large rotation step may cause loss of accuracy. It is worth mentioning that the minimum 

degree at which the crystal needs to be rotated is dependent on the complexity of the 3D 

crystal and the initial position of the rotation. In the current study, the rotating step for three 

Euler angles was selected to be 10o. There are two cameras that are fixed at an optimum angle 

in the on-line stereovision imaging system, thus two databases could be generated 

corresponding to the two cameras in order to conveniently compare with on-line images. The 

number of total orientations in each database based on the above rotation steps is 36×18×36, 

which leads to 2×36×18×36 2D projections being generated in the database library. To better 

match projections (images) in the database with on-line images obtained from on-line 

imaging instrument, the same angle as the optimum angle between two real-cameras was 

used for the generation of two databases for the two virtual cameras using the camera model. 

In addition, the particle is observed from the Z–axis of the rotated coordinates. Therefore, 

when two databases have the same  and the difference of rotation angle between two 

databases is from the Z-axis direction, i.e., .  

To obtain the information of the 2D projection boundary, some properties of the projection 

should be computed according to the vertices of the projected crystal. The area A and the 

coordinates of the centroid (Xc, Yc) can be calculated busing the coordinates of the nj vertices 

in the convex hull with the equations below. The vertices are ordered in a counter clockwise 

direction (Bockman, 1989; Borchert et al., 2014; Burger, 2008; Eggers, 2008): 

ܣ ൌ ଵଶσ ሺ ௜ܺ௡ೕ௜ୀଵ ௜ܻାଵ െ ܺ௜ାଵ ௜ܻሻ         (10) 

ܺ௖ ൌ ଵ଺஺σ ሺܺ௜ ൅ ܺ௜ାଵሻሺ ୧ ୧ାଵ െ  ୧ାଵ ୧ሻ௡ೕ௜ୀଵ        (11) 

 ୡ ൌ ଵ଺୅σ ሺ ୧ ൅  ୧ାଵሻሺ ୧ ୧ାଵ െ  ୧ାଵ ୧ሻ୬ౠ୧ୀଵ        (12) 
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where ൫ ୬౟ାଵǢ  ୬౟ାଵ൯ ൌ ሺ ଵǢ  ଵሻ, the linear connection of between the neighbouring vertices 

forms the contour of the projection. 

 

Shape Descriptors 

Signature of a 2D Projection 

Shape descriptors are often used to capture the shape characteristics of an object, some types 

have physical meanings such as aspect ratio and roundness, some are latent such as principal 

component analysis (PCA) based shape descriptors (Zhang and Lu, 2004; Zhang et al., 2016). 

In this work, shape Fourier descriptors (FDs) were used. FDs can be calculated from shape 

boundary signatures, either curvature, or radius, or boundary coordinates. It was found in 

literature that the three methods for calculating the signatures do not show meaningful 

differences in shape classification (Lu and Sajjanhar, 1999). In this study, radius-based 

signature was chosen as index for FDs. 

Radius-based signature consists of a number of ordered distances from the shape centroid 

to the boundary points (called radii), which can be expressed by the following equation (Li et 

al., 2006):  ୧ ൌ ඥሺ ୧ െ  ୡሻଶ ൅ ሺ ୧ െ  ୡሻଶ     ሺ ൌ Ͳǡͳǡʹǥ െ ͳሻ     (13) 

where ri is the distance from the shape centroid (Xc, Yc) to the ith boundary signature point (Xi, 

Y i), K is the number of the sampling points. In our system, 128 uniformly sampled boundary 

points were taken in the range from 0 to 2 Thus 128 radii ordered in an anticlockwise 

orientation were used as the shape signature. Additionally, the starting and end points on the 

boundary are the radii corresponding to 0 and 2 of the angle, respectively. It is difficult to 

obtain the radii of sampling points if Eq. (13) is directly used, as the Cartesian coordinates 

(X i, Yi) were unknown except for the vertices of the convex polygon. However, we can 

transform a linear equation (Eq. (14)) which can be deduced by coordinates of two points ((X i, 
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Y i) and (Xi+1, Yi+1)) determined by the coordinates of the successive vertices to a polar 

expression (Eq. (16)) based on the relationship between the Cartesian and the polar 

coordinate system (Eq. (15)).   െ  ୧ ൌ ଢ଼౟శభିଢ଼౟ଡ଼౟శభିଡ଼౟ ሺ െ  ୧ሻ         (14)  ൌ     ɂǢ  ൌ     ɂ                ሺͲ ൑ ɂ ൑ ʹɎሻ      (15)  ሺɂሻ ൌ ଡ଼౟శభଢ଼౟ିଡ଼౟ଢ଼౟శభሺଡ଼౟శభିଡ଼౟ሻୱ୧୬கିሺଢ଼౟శభିଢ଼౟ሻୡ୭ୱக        (16) 

where is the angle between the ray that linearly connects the origin and point, and X-axis. 

Because these sampled signatures were uniformly distributed between two neighbouring 

vertices on the projection boundary, Eq. (16) can be used to calculate the radii based on 

known angle corresponding to sampling points.  

 

Signature of Real Images 

For the signature of the projection boundary, details have been discussed in the above section. 

However, in the real situation, the image from an imaging system can be recorded only at a 

finite resolution on a CCD-chip, which means that the boundary is composed of a set of mean 

discretized pixel coordinates (see Fig. 3). In Fig. 3, X and Y represent the axes in the pixel 

coordinate system, and xc is the centre of a particle's projection. The distance r() (from the 

centre to a point on the boundary, see Eq. (16)) and the angle  (in the range from 0 to 2) are 

the polar coordinates of a point A (the intersection between the ray from the centre (line 2) 

and the linear connecting line of neighboring pixel points (line 1)). ki-1, ki, ki+1, ki+2, ki+3 are 

the pixel points on the boundary of the particle's projection. As shown in Fig. 3, point A is on 

the connecting lines between two continuous pixel points (ki, ki+1). In order to calculate the 

distance (r()), these pixel points on the boundary were assumed as the vertices of the convex 

polygon. In this way, when there existed some sampled points locating between the two 
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neighbouring pixel points, Eq. (16) can be used to evaluate the distance from the centre of the 

image to these points. It is worth noting that the pixel coordinates should be transformed into 

a Cartesian system beforehand. Therefore, for point A, the coordinates (Xi+1, Yi+1; X i, Yi) in 

Eq. (16) represent the pixel points (ki+1, ki) corresponding to Cartesian coordinates. While 

when the points were just pixel points on the boundary, the distances from the centre to these 

points can be directly obtained using Eq. (13). To reduce the error in the comparison process 

at a later stage, the 128 sampled points were also equally distributed in the interval between 0 

to 2as well as the predefined signatures on the boundary of the projections. 

 

Fourier Transform 

The radius-based signature can be a good representation index of the object shape. It can 

precisely describe the size of an object. This method may be effective in terms of the objects 

with the same shape. Because the objects with different shapes may have similar radius 

signature, it is difficult to recognise them in this case. Therefore, alternative methods are 

needed to represent and distinguish the properties of objects, especially size and shape. For 

instance, a potash alum crystal having 26 faces can project different convex polygons during 

rotation, such as hexagon, octagon, and dodecagon. Obviously, only relying on the radius 

signature may not fulfil the requirements of discriminating them. Generally, the crystal shape 

is not growing uniformly due to the influence of external factors. Moreover, the images 

recorded by a camera may have finite resolution, and in some cases, they are blurring, hence 

the contour of an image may not represent the features of real crystals. 

The Fourier descriptors as a general method are most extensively applied in the description 

and discrimination of boundary curves. Fourier descriptors have some important properties, 

such as translation invariance, scale and rotation invariant. Therefore, FDs have been 

employed for pattern recognition, shape discrimination and hand print character recognition 
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of plane closed curves due to these advantages (Borchert et al., 2014; Granlund, 1972; Li et 

al., 2006; Persoon and King-Sun, 1977; Zahn and Roskies, 1972). The Fourier descriptors 

based on the shape radii are given by (Gonzalez and Woods, 2008) 

 ୬ ൌ σ  ୧    ሺെ ଶ஠୨୬୧୏୏ିଵ୧ୀ଴ ሻǡ            ൌ Ͳǡͳǡ ǥ ǡ  െ ͳ     (17) 

The FDs acquired in this way is translation invariant due to the translation invariance of the 

shape radii. To achieve the orientation invariance of the shape description, only the 

magnitude of the Fourier coefficients is taken into account (Borchert et al., 2014):  

ȁ ୧ȁ ൌ ඥ ୣሺ ୧ሻଶ ൅  ୫ሺ ୧ሻଶǡ          ൌ ͳǡǥ ǡ  െ ͳ     (18) 

In order to obtain scale invariance, the Fourier coefficients are resized by the division of the 

largest one (max(Fi)). The final Fourier descriptors can be expressed as  

  ୧ ൌ ȁ୊౟ȁ୫ୟ୶ ሺ୊౟ሻ          (19) 

In the descriptors, the information of the general shape is in the low frequency descriptors 

while the information about smaller details is in the higher frequency descriptors. In here, we 

define a similarity distance (SD), calculated by Eq. (20), to quantify the closeness of a 

matching between two images.  

  ൌ ൫σ ሺ  ଵǡ୧ െ   ଶǡ୧ሻଶ୏୧ୀଵ ൯ଵȀଶ       (20) 

where FD1,i and FD2,i stand for the ith Fourier descriptor of the images 1 and 2, respectively, 

K is the number of the Fourier descriptors used to represent the shape. The smaller the 

similarity distance SD, the more similar the two images are.  

 

Database Size 

Accurate estimation of a crystal's multidimensional sizes by the matching method depends 

not only on the quality of the captured images, but also on the discretisation steps of the 
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orientation angles and crystal sizes during the generation of the database, and the later 

decides the size of the database. The smaller the discretisation steps, the higher the matching 

accuracy, but the bigger the size of the database, hence longer CPU time to generate the 

database. In this study, three size characteristic parameters of the potash alum crystals were 

chosen to be from 50 m to 500 m with the step size being 10 m. As we known, the potash 

alum crystal has 26 faces. The disappearance of one or two of the three faces {111}, {100} 

and {110} may result in seven possible morphological forms (Wan et al., 2009). In the 

simulations to generate the database, to ensure that all the crystals have 26 faces, there are 

additional constraints based on the area of the feature faces, i.e., their areas should not be zero 

when calculating with the equations from the previous paper (Ma et al., 2008). Overall, there 

are 8325 combinations of three characteristic parameters (x, y, z) using the selected size 

range and step size for the database. The choice of orientation and sampling points were 

discussed in sections Crystal Rotation and Shape Descriptors. Therefore, the database was 

generated based on the following settings: nx,y,z=8325, n=23328 and K=128. 

Furthermore, the combination of two cameras with a stereo angle can also improve the 

accuracy of matching result, the details will be discussed in later sections. 

 

Shape Estimation Principle 

Fig. 4 demonstrates the scheme of crystal shape estimation (matching). Each 3D crystal with 

the 23328 orientations was projected as 23328 2D shapes using the camera model, hence 

23328 computer-generated 2D images. This corresponds to the same number of Fourier 

descriptors in each database for future matching with real images. In the database, each set of 

FDs represents a 2D shape of the crystal under one orientation. Once on-line images are 

available, their FDs will be first calculated. Then the most similar 2D shape in the database 
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will be found through comparing the similarity distance values, calculated by Eq. (20), 

between the image acquired on-line and the computer-generated images in the database.  

Sometimes the 2D projections of a crystal in the database may be very similar from two 

successive steps. This is challenging in finding the matching result between the database and 

the on-line images by the instrument. To solve this issue, we can firstly choose the top five of 

2D shape with the highest similarity (i.e. smallest SD values) as targets in each matching 

process. With the identification of the top five marked 2D shapes in the database, the 

corresponding normal distances of individual faces can be obtained from the records when 

generating the database. It is noted that the normal distances obtained in here were not the 

final 3D size of crystal but a rough estimate. 

The experimental set up is shown in Fig. 5. Crystals lie at the bottom of the reactor and 

grow under the observation of the stereo imaging instrument. Fig. 6 shows an example, in 

which Fig. 6 (a) and Fig. 6 (b) are real images taken by camera 1 and camera 2 at time 1s, and 

the white areas of (c) and (d) are their image segmentation results. Figs. 6 (e) and (f) are real 

images taken by cameras 1 and 2 at time 3600s, and the gray areas in (c) and (d) are their 

image segmentation results. The real images were processed using the multi-scale image 

analysis software of PharmaVision Ltd, SHAPE, which was reported in (Calderon De Anda 

et al., 2005b) and (Wan et al., 2008). The edge detection is based on gradient change of 

intensity of an image. After edge detection, morphological closing is the next step to close the 

breaks in features. In terms of the continuity of borders, these continuous pixel points on the 

boundaries of particles’ projection in the images were kept, while discontinuous pixel points 

were removed in the image process. In this particular experiment, the crystal remained having 

twelve edges, and crystal growth mainly changed the size, and the shape change - the relative 

size of each edge, is very small. Since FDs with scale invariant mainly discriminate shape 

difference of objects, the radii data that captures size information is combined with FDs. 
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Because the crystal is static, the 2D shape in real images can be captured at a specific 

orientation. Based on this concept, it is assumed that the radii of 2D shapes from a crystal are 

proportional to 3D size of the crystal. Actually, two stages were used to reconstruct the 3D 

shape of a crystal in this process: 1) the SD between the Fourier descriptors of real images 

and 2D projections in the data base is calculated so that we can find the most similar 

projections from the database with the shape in the real image. Meanwhile, the initial 3D size 

of the crystal corresponding to the most similar projections can be obtained, which may be 

not unique; 2) the radii ratio between of the most similar projections obtained in the first step 

and real images were then employed to determine the final 3D size of the crystal. Hence, the 

initial 3D size of a crystal may not be the final size. Only when the radii ratio is close to one, 

the initial 3D size can be considered as the final size of the crystal. 

 

4. Experiments 

Materials 

Potassium (potash alum), KAl(SO4)2Ɣ12H2O, has four molecules in the cubic unit cell with a 

space group of Pa͵ത and cell parameters of a = b = c = 12.517Å and = = = 90o. Potash 

alum crystals can be easily grown from aqueous solutions and the morphology (see Fig. 2) is 

dominated by the large octahedron face {111} and two essential but considerably smaller 

faces, the cubic face {100}, and the rhomb-dodecahedron face {110} (Klapper et al., 2002; 

Ma et al., 2008; Ristic et al., 1996; Ristic et al., 1997). Three minor faces, {221}, {112} and 

{012}, that exist only at early stages during crystallisation and disappear quickly, hence, have 

not been frequently observed. These three primary growth forms are manifested in the 

external morphology through the multiplicities associated with the cubic symmetry which 

yields a total of 26 crystal growth surfaces, i.e., eight {111}, six {100} and twelve {110} 
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faces as three feature faces. As shown in Fig. 2, x, y and z stand for the normal distances 

from geometric centre to three feature faces, respectively.  

The solubility of potash alum crystals can be estimated by Eq. (21) (Barrett and Glennon, 

2002; Nollet et al., 2006), and the relative supersaturation can be calculated by Eq. (22). 

ln(s)=12.1/T+10.47ln(T)-65.73       (21) 

= C/C*-1          (22) 

where s is solute mole fraction,  is the relative supersaturation, T is the temperature in 

Celsius, C is the concentration and C* is the solubility in g/L. The solid potash alum crystals 

were purchased from Sigma-Aldrich International Ltd.  

 

Calibration Experiments and Models  

Attenuated total reflectance-Fourier transform infrared (ATR FTIR) instrument, ReactIR 

4000 from Mettler Toledo Ltd was employed to monitor the solution concentration in real 

time in the cooling crystallization process. Calibration experiments were carried out to collect 

data for predictive model development. The data contains 30 spectra (Table 1), corresponding 

to solutions at temperatures of 10, 20, 30, 40 and 50oC, and concentration range from 2 to 24 

g/100g water. The peaks at the wave numbers of 1100 cm-1 and 1640 cm-1 are associated with 

potash alum sulphate (SO4
2-) and the H-O-H in water. 

Partial least square regression (PLS) (Ma and Wang, 2012a; Ma and Wang, 2012b; Wold 

et al., 2001) was used to develop the concentration predictive model. The calibration data, as 

shown in Table 1, comprises the input variables, i.e. the wave numbers in the range between 

800 cm-1 to 1800 cm-1 at 4 cm-1 interval (The IR spectra peak of potash alum is known to be 

at the wave numbers of 1100 cm-1and 1640 cm-1) and temperature, and the output variable i.e. 

the solution concentration. Although it was found the influence of temperature on spectra 

absorbance is not as obvious as solution concentration, temperature was still used as an input 
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variable. The data was divided into two sets, the training dataset (18 spectra) for calibration 

model development and the test dataset (12 spectra) for model verification. The model was 

built using PLS (partial least squares). R2 and RMSEP (root mean square of prediction) for 

the training data are R2=0.9965, RMSEP = 0.091 g/100g water. For the test data, R2=0.9987, 

RMSEP = 0.088 g/100g water.  

Crystallisation Experiments 

The 200mL reactor used for the cooling crystallisation experiments is shown in Fig. 5. A 

Julabo FP50-HE thermostatic bath controls temperature by manipulating the water 

circulation. The temperature was measured using a platinum resistance thermometer (PT100). 

Solution concentration was measured using the ATR FTIR instrument (ReactIR 4000).  

The on-line imaging system depicted in Fig. 5 is the  non-invasive on-line 3D imaging 

instrument StereovisionNI of (PharmaVision (Qingdao) Ltd). It consists of two Basler 

avA1000-120km CCD cameras (camera 1 and camera 2) and two 2x optic lenses. The camera 

fitted with Truesense Imaging sensor has a field of view with 2.82 mm×2.82 mm and can 

carry out image acquisition with a pixel resolution of 1024×1024 under a maximum 

frequency of up to 120 images per second. In this study, the imaging speed was selected as 

one image per second. A ring LED light source was used to provide illumination. The 

StereovisionNI acquisition software was used for acquisition, storage and management of the 

images. The relative measurement error is less than 2%.  

Saturated solution at 30oC was prepared with 32.8 g of potash alum and 200 mL of fresh 

distilled water. The solution was heated quickly to 40oC and held at the temperature for an 

hour until the solid was completely dissolved. The solution was then cooled down to 30oC at 

a relatively fast cooling rate of 1oC/min and maintained at 30oC for half hour. Next, the 

solution was cooled down to 28oC at a slow cooling rate of 0.05oC/min. At the temperature of 

28oC, 0.6 g of seeds (2% of the solute (Chung et al., 1999; Kubota et al., 2001)) were added 
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to the supersaturated solution. After that, the solution was cooled down at a cooling rate of 

0.05oC/min for one hour. The addition of seeds in the cooling crystallisation process is to 

inhibit the secondary nucleation and the formation of tiny crystals. Observation and recording 

of process operation conditions (concentration and supersaturation) were conducted in real-

time, as shown in Fig. 7. Obviously, the growth of potash alum crystals happened with the 

decrease of the solute temperature during the cooling crystallisation. For the estimation of 

crystal shape, the temperature range used was from 28 to 25oC and the corresponding relative 

supersaturation range was from 0.12 to 0.26. 

 

5. Results and Discussion 

Image Analysis 

The multi-scale image analysis software of PharmaVision Ltd, SHAPE, was used to extract 

crystals from the image background. Key part of the image segmentation algorithms was 

published in (Calderon De Anda et al., 2005b; Wan et al., 2008) so will not be repeated here. 

The segmented images were stored in the format of pixel coordinates, i.e., all the points on 

the images including sampling signature were the pixel coordinates, which cannot be used to 

directly calculate the FDs. The pixel coordinates were then transformed to the Cartesian 

coordinates based on the magnification (2x) and the size of each pixel (pixelated images with 

a resolution of 5.5 m/pixel).  

 

Reconstruction of Crystal 3D Shape 

The potash alum crystallisation experiment lasted for one hour, one image was taken every 

second, so 3600 images in total were recorded. The SD (similarity distance, defined by 

equation (20)) values calculated based on single cameras and stereo imaging at different 

times are plotted in Fig. 8. It needs to point out that a SD value describes how similar it is 
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between the crystal matched in the database and the imaged real crystal, the smaller the SD 

value, the more similar. Ideally, the SD is calculated with the real 3D shape of the crystal, 

unfortunately the real 3D shape is unknown in a real crystallisation experiment.  

Fig.8 shows that SD values using stereo imaging camera model are well below 0.02 while 

the SD value obtained by a single camera (camera 1 or camera 2) is almost above 0.03.   

 Table 2 shows at three time points, 0, 1800 and 3200 seconds, the 2D images captured by 

the two cameras and the reconstructed 3D shape of a crystal. It can be seen from Table 2 that 

the accuracy of shape estimation is higher using stereo camera to match the online images 

with database images. Furthermore, the SD is about 50% smaller when stereo camera was 

employed. Taking a pair of images at the 1800th s as an example, the SD are 0.0403 and 

0.0398 using single camera 1 and single camera 2, respectively. However, the SD is only 

0.0297 using stereo camera.  

Fig. 9 shows the normal distances of face {111} reconstructed. It can be seen that the 

variation of the normal distances obtained using stereo imaging (blue triangles) with time is 

more stable. In contrast, the curves (red circles (camera 1) and black squares (camera 2)) 

using a single camera showed strong oscillations.  

In Fig.9, at sampling time 3400th second, there is a noticeable drop in the red curve 

(camera 1).  Every step involved in calculating this point is examined. The steps involved are: 

(1) camera 1 took an image of the crystal at 3400s, (2) the image was processed for 

segmentation of the crystal from the image background, (3) Fourier descriptors were 

calculated, (4) Use equation (20) to calculate a similarity distance (SD) characterising the 

similarity of the real crystal with each crystal of known shape and size in the database, the 

crystal in the database that gives the smallest similarity distance is the matched crystal, (5) 

the corresponding 3D shape and size of the matched crystal is considered as the 3D shape and 

size of the real crystal. 
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It needs to bear in mind that the shape of the real crystal, and the shape of a crystal in the 

database is described by Fourier descriptors (FDs), and FDs of a crystal’s shape is not 100% 

the real shape of the crystal, it is an approximate description of the crystal’s shape. Now it is 

clear that the approach does not guarantee that the crystal in the database that has the closest 

shape and size with the real crystal be found. In the case of the abnormal point of 3400th 

second in Fig. 9, based on SD values, the method of using camera 1 only did not match the 

right crystal ̢  it matched a much smaller crystal than the right one. But how did we know 

which is the right crystal in the database? We knew it because we were continuously 

monitoring the crystal’s growth, we knew its size and shape before 3400th second and after 

3400th second, so were pretty sure what should be the right shape and size at the 3400th 

second. We examined the image captured at 3400s  by camera 1 and the image segmentation, 

there were no abnormalitieśDespite no abnormalities in steps 1 (imaging taking) and 2 

(image segmentation), it still the matched a very small crystal that gives the smallest SD, 

0.0312. But at the 3400s, the stereo imaging camera model, found the most likely correct 

crystal, further demonstrating the advantage of the stereo imaging camera model in this 

paper. For the most likely correct crystal in the database, camera 1 calculated a SD value of 

0.0365, larger than 0.0312. Actually 0.0365 is the second smallest SD.  

  

Estimation of Facet Growth Kinetics 

Fig. 10 shows the distributions of normal distances (x, y, and z) of three individual faces, 

{111}, {100} and {110}, given by Eqs. (23), (24) and (25). As can be seen from Fig. 10 (a), 

the normal distances of individual faces increase with time, t, and a second order polynomial 

function was used to curve-fit them with R2 being over 0.99: 

x= 82.01+0.00989t+2.2072×10-6t2      (23) 

y= 65.12+0.00529t+2.4571×10-6t2      (24) 
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z=100.49+0.01021t+3.6191×10-6t2      (25) 

The growth rates of three characteristic faces were calculated using Eqs. (23)-(25) as 

negative values of growth rates may be produced when the estimated data were directly 

applied. The obtained growth rates have a linear relationship with time as shown in Fig. 10 

(b). Fig. 11 shows the 3D shape evolution of a potash alum crystal based on the normal 

distances of three individual faces in Fig. 10 (a). 

The solution concentration, solubility and the relative supersaturation are illustrated in Fig. 

7. Based on Eqs. (23)-(25) and the relationship between the relative supersaturation and 

crystallisation time, the crystal growth rates of three individual faces against the relative 

supersaturation (Fig. 12) can be expressed by the following equations: 

v{111}=(0.1822-0.0168) ×10-6       (26) 

v{100}=(0.2029-0.0244) ×10-6       (27) 

v{110}=(0.2988-0.0335) ×10-6       (28) 

where v represents the growth rate of individual faces in m/s. It is clear from Fig. 12 that the 

growth rates of three individual faces have a linear relationship with the relative 

supersaturation in the range from 0.12 to 0.26. In addition, when the relative supersaturation 

is less than 0.15, the growth of face {111} is the fastest. However, once the relative 

supersaturation is over 0.15, the growth rate of face {110} is the largest with the growth rates 

of face {111} and face {100}, slowly approaching each other with the further increase of the 

relative supersaturation. In the current study, growth rates of potash alum crystals in three 

individual face directions obtained at the relative supersaturation between 0.12 and 0.26 have 

the similar trend to and the same order of magnitude with the literatures (Hilgers and Urai, 

2002; Nollet et al., 2006). Although the growth rates of three individual faces have been 

presented in previous experiments, there did not provide reliable experimental data for {110} 

and {100} faces in literature. Normally, the growth rates of these two faces were estimated 
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based on ratios with the growth rate of face {111} (Klapper et al., 2002) or predicted using 

the morphological population balance (Ma et al., 2008) with the effect of growth rate 

dispersion. It is worth noting that the method presented in this study can be used to estimate 

not only the growth rate of face {111} of potash alum crystals, but also the growth rates of 

other two faces, {100} and {110}, which are much more difficult to obtain. Furthermore, the 

solution concentration was directly measured using on-line ATR FTIR instrument in the 

crystallisation process, thus the relationship between growth rates of individual faces and the 

relative supersaturation was obtained. 

 

6. Conclusion 

A stereo imaging camera model approach for 3D shape reconstruction of complex crystal 

structures was introduced. Compared to a previous approach for crystal 3D shape 

reconstruction - the triangulation algorithm that requires all the corners of a crystal to be 

found on its 2D projections, the current method only requires the external boundaries of the 

2D projected image of the crystal. Application of the new method to the crystallisation of 

potash alum showed that it is more accurate than the previously reported camera model based 

on a single 2D camera. The work also demonstrated that combined use of 3D imaging and 

ATR FTIR can derive crystal facet growth kinetics.  
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Fig.1. The steps involved in stereo imaging of crystallisation processes based on a triangulation algorithm 
for 3D crystal shape reconstruction 

 

 

 

Fig.2. The morphology of a potash alum crystal and the three characteristic sizes (x, y, z) for the three 
independent faces. 
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Fig. 3. An example of signature in the pixel coordinate system. X and Y represent the axes in the pixel 
coordinate system, and xc is the centre of a particle’s projection. The distance r() and the angle  are the 
polar coordinates of point A on the boundary. Lines 1 and 2 are the linearly connecting lines of 
neighbouring pixel points and the ray from the centre respectively. ki-1, ki, ki+1, ki+2, ki+3 are the pixel points 
on the boundary of the particle’s projection. 

 

 

 

Fig.4. The framework for the integration of polyhedral shape model and online stereovision imaging system  
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Fig.5. Schematic of the experimental set-up equipped with the stereovision imaging system. 
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Fig.6. (a) and (b) are real images taken by camera 1 and camera 2 at time 1s, and the white areas of (c) and (d) 
are their image segmentation results. (e) and (f) are real images taken by cameras 1 and 2 at time 3600s, and the 
gray areas in (c) and (d) are their image segmentation results. 
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Fig.7. Evolution of solution concentration (Ɣ), solubility (Ÿ) and the relative supersaturation (ی) with time. 
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Fig.8. The comparison of SD using single camera and stereo camera 
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Fig.9. The comparison of the estimated normal distance of {111} using single camera and stereo camera. 
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(b) 
Fig.10. The normal distances (a) and the corresponding growth rates (b) of three individual faces, estimated by 
stereo imaging technique 
 
 
 
 
 
 
 
 
 
 

 

Fig.11. Crystal shape evolution of potash alum 

 



37 

 

0.10 0.15 0.20 0.25 0.30
0

1E-8

2E-8

3E-8

4E-8

5E-8

 

 

 {111}
 {100}
 {110}

G
ro

w
th

 r
at

e 
(m

/s
)


 

Fig.12. Crystal growth rates of three individual faces plotted against the relative supersaturation (solid triangles-
{110} face; solid circles-{100} face; solid squares-{111} face).  

 

 

 
 

Table 1 Experimental matrix for ATR FTIR calibration data collection at different potash alum concentration 

and temperatures*  

Concentration (g/100g water)\temp(oC) 10 20 30 40 50 
2      
4 s     
6  s  s  
8   s   
10  s  s s 
12   s   
14    s  
16     s 
18    s  
20      
24     s 

Solubility (g/100g water) 7.5 11.41 16.4 23.48 36.02 

* cells marked with label ‘s’ were the spectra used for model validation; the rest for model training 

 

 
Table 2 Application to potash alum crystallisation*  

Time 
(s) 

Real images Processed images Single Camera StereoCamera 3D 
reconstructed 
morphology 

of crystal C1 C2 C1 C2 
SD 

(×10-2) 
Estimated size 
(x, y, z (m)) 

SD 
(×10-2) 

Estimated size 
(x, y, z (m)) 
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0 

    

C1: 3.21 
C2: 3.09 

C1 (79.63, 64.70, 97.88) 
C2 (81.81, 60.33, 101.2) 

2.05 (81.52, 63.17, 99.86) 
 

1800 

    

C1: 4.03 
C2: 3.89 

C1 (105.4, 84.61, 129.3) 
C2 (108.2, 82.53, 133.9) 

2.97 (107.8, 83.58, 132.1) 
 

3200 

    

C1: 3.38 
C2: 2.95 

C1 (143.9, 126.6, 166.3) 
C2 (142.5, 105.9, 175.3) 

2.14 (135.5, 107.6, 171.4) 

 

* C1, C2 – camera 1, camera 2; SD – similarity distance, calculated by equation (20) 

 

Highlights 

 A stereo imaging camera model is proposed for reconstruction of 3D crystals shape. 

 The new method is more robust than the previous triangulation algorithm, in  particular 
for complex crystal shape 

 On-line 3D crystal shape imaging is also used to derive crystal faced growth kinetics   

 

 


