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Abstract.

The Tactile Helmet is designed to augment a wearer's senses wgthataye
touch. Tactile specialist animals e.g. rats are capable of rapidly iaggdetailed
environmental information from their whiskers using task-sensitizegies. Prodr
ing similar irformation about the environment, in tactile form, to a human operato
could prove invaluable for search and rescugatially-sighted people. Key aspects
of the Tactile Helmet are sensory augmentation, and active seAshaptic display
is used to provide users with ultrasonic randermation. This can be interpreted in
addition to visual or auditory information. Active sensing systames ‘purposive,
information-seeking sensory systems, involving task-specific dasftsensory apa-
ratus" [1]. The integration of an accelerometer allows the devieetieely gate the
delivery of sensory information to the user, dependinghair movement. We ed
scribe the hardware, sensory transduction and characterisatibe dhctile Helmet
device, outlining use cases and benefits of the system.

Keywords: Tactile devices and displauman-computer interactipRerce-

tion and psychophysicsTactile and hand based interfaces, Mixed/augmented
reality, Accessibility technologies, People with disabilities, Senand acta-
tors, Sensor applications and deployments, Arduino.

1 Introduction

Touch is a richly informative sensory modality that can proudermation about
both the identity and location of objects. However, touch sgrisifundamentally
local in humans, and distal environmental information must be gathgredhbr
senses. In certain environments and situations a person’s ability to acquire infor-
mation about the distal environment, and objects within it, using vicaudition
may be impaired, such as when a fire-fighter is searching a sfillgd building.
Such environments are usually noisy, often dark, and visualfgsiog. In such ¢t
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cumstances rescue worker’s vision and hearing may already be stretched trying to
make out shapes and structures through the smoke, or to distefor the cries of
trapped people above the background noise. The inspiraticthi$ project comes
from our past research on tactile sensing in rodents, whose idigilers give early
and rapid warning of potential hazards or nearby objects of shtémeugh a purely
haptic channeland the active direction and focusing of the whiskers to prduide
ther information. We have recently shown that robots can leetigffly controlled
using information about their environment from arrays of wdndike sensors [2]
Here we propose to use artificial distance detectors to prgadple with a similar
controllable sense of distal space.

Various technologies have been developed to providenmafibon about the world
to assist navigation and exploration, usually through sensory tstilbbsti Sensory
substitution involves presenting the characteristics of one sensory modalitiye
‘substiuting modality — in the form of another sensory modalitythe ‘substituted
modalty’ Examples of sensory substitutions include presenting hmo (a chaa
teristic of visual perception) in the form of a grid of vibratiagtile elements [3] or
as a auditory landscape [4]he translation from a characteristic of one modality to
arother in sensory substitution devices is usually fixed, and qoesdly the function
of these devices is likewise inflexible. Another approach sistige technology is
sensory augmentation, where the device extends perceptualildgsbrhis iscon-
trasted withsensory substitution, where the sensory experience provigetthe ab-
vice is relucible to an eisting modality [5] As a sensory augmentation device is not
designed to merely translate a scene, different patterns of adtaitybe used to
communicate different types of information from moment to momaitdwing for
greater functional flexibility compared to sensory substitutii@vices. In sensory
augmentation, the aim is to produce the function of a sensory modality as a way of
interading with the world, rather than translate the form of omelatfity into the form
of another [6]. Sensory augmentation can also include the creztian additional
‘sense’ by presenting information about the aspects of the world that are otitside
man perceptual capabilities, such as aguion of magnetic north [7]. As this sense
would be novelits presentation cannot be a translation of its form into anatbnse
and thus devices doing so cannot bes@ered to perform sensory substitutiait-(
hough they might be more specifically called sensory enhancemsnes [8]). Extra
senses provided by sensory augmentation can be inesipetl used to guide behka
ior [8] and aid those with impaired senses, such as provitimgisually impaired
with spatial sensory information thus aiding movement [7]

The beneficiaries of sensory augmentation are not limited tcetisosly impaired.
Personnel working in environments that temporarily restrict theirosgrspabilities
may also benefit from sensory assistance. Fire-fighters in sfillekkebuildings are
often unable to visually locate important objects such as peapewdys, furniture,
etc Although details vary between countries, the universal best-prantteod en-
ployed by fire-fighters traversing smoke-filled environmentprimarily haptic, and
involves maintaining contact with a wall or guide-rope and @ the interior of
the room by moving with an extended hand or tool (e.g109). This practice has
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been used for most of the past century and has not so farsbpplanted by more
technologicdl sophisticated approaches.

Attempts have been made to provide the kind of augmented spatignassrthat
may be useful in such circumstances. For instance, the Haptic Radlais[a mod-
lar electronic device that allows users to perceive real-time sp#taiation from
multiple sources using haptic stimulach module of this wearable “haptic radar”
acts as a narrow-field range detector capable of sensing obstaeksuyring their
approximate distance from the user and transducing tlusniation as a vibro-tactile
cue on the skin directly beneath the module. The systerbdesshown to be effe
tive and intuitive in allowing the wearto avoid collisions, and the authors discuss
the possibility of presenting multiple layers of information at midtigesolutions.
However, the functioning of the system is insensitive to tasiondition, and cores
quently there is a risk that the information is not specific or im&tive enough when
it is needed or desired. At times, such a system could alstbage¢he user withxe
cessive or irrelevant information that could be distracting akemt harder to achieve
goals.An ‘augmented white cane’ device has also been demonstrated recently [12].
Ultrasonic sensors and vibro-tactile elements were mounted on ahblhdevice,
allowing the user to infer the spatial configuration of an environimgsweeping the
device like a search light. The downside to this approach is thas¢henly receives
information from a small portion of the environment at any tome, and that ite-
stricts the use of the user’s hand for other tasksAn objective of the Tactile Helmet project
is to provide a system that overcomes these limitations okihfliy and impraci
cality, or at least mitigates their worst effects, by providing a aldarassistive et
vice capable of providing useful information through consensitive function.

I

Fig. 1. The Tactile Helmet outside (left) showing the ultrasound seriaside (centre) shwe-
ing actuators mounted around the headband, and a clafeanactuator (right)

The Tactle Helmet device (shown in Figureid)a wearable sensory augmentation
device, comprising an array of ultrasonic sensors mounted oouthile of a fie-
fighter’s helmet to detect objects in the nearby environment, and a tactile display
composed of actuators vibro-tactile elementso physically engage the user’s head.

The translation of information from the sensory array to the ¢adtgplay is co-
trolled by a context sensitive algorithm. In the current implementatfon tactile
display communicates object distance and warns the wearer of imminent cwlisio
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when moving. The function of the device is undergoing developregpanding its
functioning, but with the aim of optimising the delivery of fusénformation to the
weager (see section 2.2).

In addition to drawing inspiration from the vibrissal systemoafents, who nav
gate extremely efficiently using distal tactile signals obtained throughvthékers,
we consider that there are further good reasons to ensplmwad-mounted tactile
display. First, experiments have demonstrated that while peopmlatfuifficult to
process additional information through an already busy channel, ssahasr aud
tion, they will often still have ‘bandwidth’ for information signals provided through
the surface of the skin [13]. Second, there is also evidiratgpeople may process
touch stimuli preferentially (compared to signals in other modglitiggen attention
is divided [14]. Finally, we previously compared the sensititityeshold and e-
sponse times at five candidate locations: the hand, the oufside thigh, the ten-
ples, the forehead and the back of the head 8] found comparable levels ofrse
sitivity in the fingertips and temples, but quicker speed of response folstion
sites on the head. In other words, the skin around thedadetind temples provides a
sensitive and rapidly responsive site to transmit tactile informatitwich we take
advantage of with the Tactile Helmet device.

A key component of the philosophy behind the Tactile Helmeicdes the idea
of active sensing, whereby the information presented taislee about an object is
selected based on task-related demands. Previous approachék jaye proposed
fixed-function devices, for example translating light levels andegming them as
‘haptic images’ to the user, allowing the user to ‘see’ the environment through the
sense of touch. In contrast, the display of the Tactile Helleste could potentially
communicate information about a range of properties: rate of ehaingosition of
the object with respect to the user; the physical attributes afbfleet; the time since
first detection of the object by the sensory array; and themusituation or obe
tives of the user. Importantly, the Tactile Helmet device aomsommunicate only
the information most relevant to the present situation and will bibl§exontrolled to
do so. In this way the device should provide rich, takvaat information when it is
most required without being unduly distracting.

This flexible approach to functionality will be achieved through anaitigortant
feature of this device: the low bandwidth nature of the haptic disjaprevious
research, some laboratories have tested pixellated haptic djspldysnany closely
packed elements, in order to translate a visual scene into a taetile sith reascan
ble resolution [16} this is sensory substitutioin contrast, the present device uses
only a handful of display elements, and seeks to use changesvity (e.g. freque-
cy or amplitude modulation of the tactile stimulation from the tetpts, or patterns
of stimulation) to communicate information. This approach has emefiis— first, it
can take advantage of hyperacuity to allow users to interpnedtaneous variable
low-resolution stimulation at a higher perceived resolution. iS#kcas the system is
not designed solely to translate a scene different patterns wtyacan be used to
communicate different types of information from moment to mamenis flexibility
of function is a strong benefit of sensory augmentation ouestisution devices. The
possibility also exists that several overlapping channels of activitg teupresented
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simultaneously, although more complex signals would necesseglyre more time
to master, and potentially take more cognitive load to process.

The remainder of this paper describes the hardware and seft@mponents of
the Tactile Helmet device, before characterising the serigbdyof the system anded
tailing some preliminary experimental work designed to explore tiigy wof the
device in an exploration task. Finally, we will consider some futireetibns for the
project, including improvements and experimental evaluations.

2 M ethods

2.1 HardwareOverview

i : Helmet

' | Sensors

: (MU :

"(20) Actuator Driver

: il Board '

"'-—/Sensor, MU 'Sensor, IMU /

data commands
Sensor, IMU,
data

Computation Sensor-Actuator
; USB .
Unit , & Bridge ' (UART)
Sensor, IMU,
Actuator

commands

Commands,

Fig. 2. Main: A diagram of the control process of the current embodiofehe Tactile Helmet
device. Dashed inset: A schematic representation of the twmemodiment of the helmet,
corresponding to the dashed region ‘Helmet’ in the main figure. The helmet (yellow ellipse) is
fitted with eight ultrasound sensors (gradated blue trianglesamamelU, connected to a shared
I12C bus (connection shown in blue)the Sensor-Actuator Bridge (main figure). Inside the
helmet is an adjustable headband (black circle) fitted with foturators (small red circles)
connected to the Actuator Driver Board (main figure)iclhs in turn is connected to thersSe
sor-Actuator Bridge (connection shown in red). The Senstusior Bridge then connects to
the Computation Unit (connection shown in green).

Figure 2 shows the configuration of present embodiment of thpleterunit, divided
into two main parts: computational and control aspects (main figureframstucers
and environmental sensors fitted to a firefighter’s helmet (figure inset). The helmet
shell is fitted with an array of eight Sensers ring of ultrasonic range finding rse
sorg, which scan the local environment of the wearer, and communicatenatfon

1 Eight Devantech SRF08, frequency: 40 kHz, range: up tprébmt-electronics.co.uk
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about the environment through four Actuafordransformation of the ultrasound
sensor signal to the actuator output is governed by measurefr@nmtan intertial
management unit (IM). The transformation is performed by the Computation Unit
(a small netbook running Matlab in a Windows 7 environment).chngoutation unit
also controls the system as a wheleading sensor data, executing algorithmsgsen
ing actuation commands to the actuators. Sensor and IMU data is femcompd-
tion unit via a Sensor-Actuator Bridgen an 12C bus (4-line serial bus with 7-bit
addressing). The bridge also acts as an interface betweemtha cmit and the 4-
tuator Driver Boards (in-house design including PIC micrtcder
(dsPIC30F2011), amplifier, and other necessary circuiliyg¢ PIC receives the ast
ation commands via a UART bus, interprets the commands, preparestput wag-
form and drives the amplifiers. The amplifiers then sieir output to the actuators.
All sensors, and the IMU, are connected to the Sensor-ActuatoreBridghe above
mentioned 12C bus (a single four-core umbilical). Power to thglifiers is provided
from a 12V battery via separate cabling. From the amplifiersacheator signal tra
els on separate lines for each actuator.

2.2  Context sensitive sensory transformation algorithms

The helmet is abléo perform context sensitive selection of one of two general
modes of function dependent on acceleration measurements fdith At walk-
ing speeds or higher, the helmet functiémsexplore’ mode as a unidirectional prox-
imity warning systemThe signal amplitude of each of the four actuators is calculated
from the pairwise average of the signal from two adjacent setsdise actuator,
which was initially scaled according to a cubic function (see Equadio

3
X
a=|1-— 1)
m
Where a is the amplitude of the signal sent to the actuatothe irwise average
of the distance measurement from the two sensors adjacent tduawgcand m is
the maximum distance to which the sensors are set to meakick we chose to be

200 cm Following pilot testing, the transformation was changed to eepiise finc-
tion wherea = 1if x < 100, and according to an adjusted version of Equétioinc-

tion (see Equation 2) if x 100.
X 3
a=21-— 2
m

TactileLabs Haptuators, model TLOQ2-A, frequency range: 50-500 Hz, peak voltage: 3.0
V, acceleration at 3.0V, 125 Hz, 15 g load: 3.0 G; tactilelabs.c

9-dof SensorStick; sparkfun.com

Arduino Mega (arduino.cc) board with an ATmega microcdletrounning at 16MHz
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The intention of the cubic scaling was to account for the WebearhRen law,
whereby as stimulus intensity increases, a greater absolute incretiseulus inte-
sity is necessary to produce the same increase in pergeigadity [17, 18]. Further,
frequency of stimulation follows a stepwise function such thgabs closer than 50
cm trigger a shift to a lower frequency (80 Hgarning’ signal to indicate immanent
collision from the normal stimulation frequency (150 Hz).

At slower speeds, the helmet currently gates the activity chichetors such that
they are not active when the user is still. An alternative mode forithéisn is ke-
ing developed, where the helmet will switchatdorward focused ‘scanning’ mode,
intended to provide more detailed spatial information about the aredioh the user
is focusing. The rear two actuators continue to function as colksingsors according
to equation 1, but the front two actuators respond such th#&t id x> 100 and calau-
lated according to equation 3 if x < 100, to produce fine résalwf distance at
shorter ranges (note that the warning signal is not presetiidse actuators in this
mode).

3
X
a=|1-— 3
( 0.5mj )

Further, the frequency of the signal now also varies to indicatditference b-
tween the signals of the two sensors to which it responds, witér lfrequencies
indicating a relatively smaller signal, and thus an object relativekeclto the more
lateral sensor, and higher frequencies indicating the same fareti@al sensor, thus
providing the user with more spatial information. This IMU-baseitching between
exploration and scanning encourages the wearer to actively emgtugr enviram-
ment which may result in the user acquiring richer environmentalnafiton, anad-
gous to exploration in active touch sensing [1].

3 Device characterization

A protocol was developed to measure the sensory rangexéert of the helmeted
vice to determine whether there are any significant blind spots/erlaps between
sensorsThe helmet was placed on a level surface atop a tripod, with tRersetm
from the ground. A modification was made to sensing codetbathhe computation
unit (the netbook) would output a sound if a particular sengecids an object whit
in its range. At approximately regular angular intervals arounld sewsor, a rubber
balloon inflated to around 15 cm in diameter and held at 1 rthefground wasni
crementally moved away from the helmet until it was out of raBgeecording the
closest locations that did not elicit a sound from the netbook at dtéfsdegrees, it
was possible to map out the extent of each sefib@r process was repeated with the
balloon at heights of 145, 135, 80 and 60 cm to get an estirhtte vertical extent
of the range of the sensor. Figure 3 displays a map eftiséty of the helmet based
on this signal characterization, where the shape represents the ameatiénballoon
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would be detected, and is constructed from averaging acrassdosors and ori¢n
ing it according the location of the sensors on the helmet.

200
150k
o0k

a0k

S0
ook

ABO fe e

200 i i i i i i H i
-200 -180 -100 -50 0 a0 100 180 200

Fig. 3. Sensory extent of the Tactile Helmet device. (above) Fromealstowing the horize
tal extent of the sensory field. Sensors overlap to ensure #gratdhe no blind spots. (below)
From the side, showing the vertical extent of the sensory field

4  Preliminary Experiments

After construction and characterisation of the helmet, a preliminargriexgnt was
conducted to determine whether the distal spatial information ceukltcessfully
interpreted and used. A 4 m long corridor was constructdd exits on the left and
right side 1 m before the end. Participawere tested in both “helmet on” condition,
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where the helmet worked as described above, and “helmet off” condition, where the
actuators were disabled. On each trial a randomly selected exit wasethso that it
was too small to exit through. Participants were blindfolded instructetvimate
along the corridof‘using all means available to them” (including their hands in both
conditions) until they found the exits, to determine which ofekies was passable,
and to exit the corridor. Participants were able to navigate wudssfully locate the
exit with little contact or collision with the wall. Video inspection bé ttrials sg-
gests that, although participants used their hands in both conditiegsyere relying
on their hands much less in the helmet on condition than whenformation was
available from the helmet Some preliminary data from the expetins shown in
Figure 4. Although participants were slower to complete the task in theethen
condition, experience with the helmet was limited, and performenkkely to im-
prove with practice. Within each condition, performance incrkdise. time to exit
through a gap decreased) across trials, suggesting a learmiciy eff

Time to gap: median time for helmet on (blue) vs off (red). Error bars: 0.5*IQR (n = 12)
70 T T T T T T

60 - b

al - b

o 40} T -
&
g \
s a0 S .
i) T 4
g | 1
= ot .
1
\\\_;_f
f - T | .
D L -
_1D 1 1 1 1 1 1
1 2 3 4 5 E
Trial #

Fig. 4. Time taken for participants to navigate along a corridor, find,thed exit through a
gap.

5 Conclusion

This paper presents a proof of concept of the Tactile Helmétedelhe device is
contrasted with previous devices in several ways: it provides seaggmentation,
rather than sensory substitution by providing the functionalita afovel sense of
distal spatial awareness rather than translating the form of existing distas;séns
makes use of the spare ‘bandwidth’ of tactile stimulation to convey information,
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which may be of particular use in confusing visual and auditory@ments such as
those which may be encountered by fire-fighters; it is head taduwhich provides
a balance of sensitivity and response time to tactile stimulation whilskealging the

hands-free for other tasks including direct haptic exploration éhes; and finally

the device is developed within a philosophy of active sensihgrermthe behaviour of
the system changes depending on the task and the behavioarusieth Preliminary
experiments have demonstrated that the helmet can be used in theeaifsésion to

assist users in navigating along and exiting a constructed corridor

The on-going goal of the project is to work towards an ideal transftion of the
distance information provided by the sensenmnore generally into a sense of space
but more specifically into a task related account of the environrmedtpbjects and
affordances within itAs ‘ideal’ is probably best defined as most useful for a user, this
transformation would likely be high bandwidth, highly specitwey latency, and low
in intrusiveness. At present, the device represents a first stapdothese goals.

Initial psychophysics experiments [15] suggested that the besindiati scaling
for the transformation of distance to vibro-tactile haptuator sigaal a hyperbolic
function, as tts would counteract the effects of the Weber-Fechner law. However,
when this signal was used in pilot navigational tasks, participants founstithatus
amplitude at long distances was too low, and too hard to deteet ob bse. As a
compromise, scaling for distances outside of arms range waseselecthe navig-
tion experiments described here. Further psychophysics experimvéhtsrovide
information for improving the scaling further.

The intrusiveness of the transformation is minimised by clinfygahe flow of in-
formation according to thresholds of rotational and/or linear aeteler However,
this is currently quite imprecise due to the nature efI MU and also quite coarse
the device is switched on or off, or between states dependiagfi@ed acceleration
threshold. Future implementations could use the IMU more igeeitly, for example
by dynamically compensating for the potential risk of increased spegdobiding
more intense stimulation or initiating stimulation sooner in a ptap@l manner.

The bandwidth and specificity Ysaonly been briefly touched on with the current
incarnation of the device. The function of the helmet is basiccangequently the
function hasn’t been tailored to one or more specific functions or to make use &
high bandwidth signal. The near-term goal of the projemiyaver, is to develop a
‘language’ of signals that is able to communicate information with more depth than
simply scaling as a function of range, while potentially commnaimnig information
about several aspects of the environment simultaneously. This could include ‘special
case’ signals to indicate the presence of particular salient features in the world, for
example trip or collision hazards, or task affordances. Asthélgeneral functioning
of the helmet, the detection of particular special cases could besthtmiparticular
situations or tasks.

A long-term goal is to develop a system to coordinate infoomdietween muk
ple helmets about the environment and other users, which coukkddo aid navay
tion and provide additional support. This could take the fdroonstructing a map of
a building by synthesising information from multiple helmets ssrsimove through
it,, or providing information about the location and status of otle®ice users, both
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to each other, and to a centralised command unit that coyddsugmordinated trae
ing.

The current direction of development for the Tactile Helmet devasebleen as a
navigation aid to fire-fighters and other emergency personnel. Howes noted
earlier, sensory substitution and augmentation devices have alsa gotential for
use in aiding those with restricted senses, such as provigingsually impaired. For
this kind of dayto-day usage, developing a lightweight version of the Tactile Helmet
deviceis a priority. This could be achieved by replacing the safety étetirat the
device is currently mounted in with a lightweight cap or headbanthdtuonce a set
of functions has been settled upon, the computer notebookekatdd hardware that
is required to run flexible calculation software could beaegdl with a self-contained
piece of specifically constructed hardware, which would also reducétweig

Finally, as well as a technological development, the Tactile Helmet device also
represents an opportunity to investigate the nature sbsgmperception and the e
gration of additional senses provided by sensory augmentation. A ‘ladder of integra-
tion’ has been proposed [15], which suggests that a series of tests could be used to
determine the extent to which an extra sense provided by gesmnsgmentation has
become integrated into a users ‘cognitive core’. The Tactile Helmet device already
satisfies the lower steps of the laddethe stimulation provided by the device is-d
tectable and users can respond to it i.e. use it to navigate iheso evidence that it
reaches the middle stepsusers of the device are able to use the device to explore
their environment without instruction, and participants in preliminary éxeats
made spontaneous statements about the nature of the task that thansetigation
from the device in distal terms, e.g. a participant who felt “a wall had appeared from
nowhere”, rather than reporting a sudden onset of tactile stimulation. Further experi-
mentation could explore the nature of perception of the devise,perception and
performance of tasks using the device change over time, agtthevla change in the
nature of the percept is related to changes in task performaftee satisfying the
middle steps, investigating whether the perception providdtedgevice is subject to
sensory illusions would indicate whether the novel, artificial sdrase been truly
integrated; an effective combination of man, machine, and.dslthough this kind of
work is removed from the practical applications of the technologwsittine possibi
ity to be greatly informative. A sensory augmentation deviaeithinterpreted in an
integrated, heuristic manner would have a smaller cognitive |laad dhe that e-
quired attention and intentional processing. Implementing a frametgorkeasure
this aspect of using a sensory augmentation device, rather thainfpounsperfe-
mance rates could help improve product development for tlieaféea whole.
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