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† School of Mathematics, Statistics & Actuarial Science, 
University of Kent, UK 

Abstract 
In this paper we derive new two-component integrable differential 

difference and partial difference systems by applying a Lax-Darboux 

scheme to an operator formed from an 5l3(C)-based automorphic Lie 

algebra. The integrability of the found systems is demonstrated via 

Lax pairs and generalised symmetries. 

1  I n tr o du c t ion  

Most interesting and useful integrable systems in ap plications are often the 
result of a reduction of a generic system. A system atic study of reductions 
originating from the works [1 –4] led to the concept of the reduction group. It 
had been realised that reductions of the Lax struct ures can be associated with 
its invariance with respect to a group of automorph isms ( a reduction group), 
which include a fractional linear transformation of  the spectral parameter and 
simultaneous Lie algebra automorphisms. Subalgebras  of the generalised 
loop Lie algebra, which are invariant with respect to reduction groups were 
introduced in [4]. These subalgebras have been furt her studied in [5] where 
they acquired the name automorphic Lie algebras. In this setup the problem 
of classification of (algebraic) reductions can be reduced to the problem of 
classification of the reduction groups, or more pre cisely to the problem of 
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classification of automorphic Lie algebras. 



In the case of a Lax operator which is rational wit h respect to the spectral 
parameter, a reduction group is finite and isomorph ic to one of the following 
list: a cyclic group, a dihedral group, a symmetry group of a Platonic solid or a 
direct product of a finite number of those. There i s a good progress in the 
problem of classification of automorphic Lie algebr as corresponding to finite 
reduction groups acting by inner automorphisms on t he base Lie algebra [5 –
12]. In particular, it has been shown that in the c ase of sl2 based algebras it is 
sufficient to consider reduction groups isomorphic to Z2 and Z2 × Z2 ؄ D2 

(other finite reduction groups result in the same s et of automorphic Lie 
algebras). The Lax structures and integrable partia l differential equations, 
corresponding to automorphic Lie algebras, have bee n studied in [1 –3,6,8,9]. 
Having a Lax structure we can construct Darboux tra nsformations which lead 
us to associated differential-difference and finite  difference integrable 
systems, i.e. extend it to a Lax-Darboux scheme. 

Recently we extended the reduction group method to the Lax-Darboux 
schemes of Nonlinear Schrödinger type, associated w ith all sl2 based automor-
phic Lie algebras [13]. We constructed reduction gr oup invariant Darboux 
matrices and corresponding differential-difference and finite difference inte-
grable systems. For slN, N > 2, the irreducible faithful projective repres entations 
of finite reduction groups are possible only in the  cases N = 3, 4, 5, 6. In this 
paper we construct the extension of the Lax Darboux  scheme for the case N = 
3 with the tetrahedral reduction group and the pole s of the Lax operator 
located at the points of the most degenerate orbit (the vertices of the 
tetrahedron). The hyperbolic and parabolic partial differential equations 
associated with such Lax operator have been studied  in [2] and [14] 
respectively. Here we construct their corresponding  Darboux matrices and 
Bäcklund transformations. We interpret the Darboux matrices as defining 
shifts on the lattice and the corresponding Bäcklun d transformations as non 
evolutionary differential-difference equations. In this interpretation we also 
derive new systems of differential-difference equat ions, as well as new 
systems of difference equations. Moreover, we prese nt reductions, 
potentiations and Miura transformations which relat e our discrete systems to 
Bogoyavlensky lattices and some new six-point diffe rence equations. 

It can be shown that for the N = 3 case, with the m ost degenerate orbit, Lax 
pairs corresponding to automorphic Lie algebras wit h tetrahedral, octahedral 
and icosahedral reduction group produce integrable PDEs which are related by 
point transformation [9]. This is consistent with t he recent results published in 
[12] where good progress in the problem of classifi cation 
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of automorphic Lie algebras with inner automorphisms has been 
achieved. Hence the case we study can be considered as representative of 
Lax pairs with finite reduction group and such an orbit. 

The paper is organised as follows. The next section  contains all the neces-
sary background material on the tetrahedral reducti on group. In Section 3 we 
consider Lax operators invariant under this reducti on group and derive cor-
responding Darboux transformations along with integ rable non evolutionary 
differential difference equations. In Section 4 we employ the Darboux trans-
formations and systematically construct evolutionar y differential-difference 
systems. Section 5 deals with the derivation of som e new fully discrete sys-
tems and the next one contains related integrable s ystems, obtained via re-
ductions, potentiations and Miura transformations. The last section presents 
an overall evaluation of the results obtained in th e main body of the paper. 

2 Tetrahedral reduction group and corresponding 
automorphic Lie algebra 

The tetrahedral reduction group was introduced and studied in [2] and [14] 
in the context of integrable partial differential equations and their La x rep-
resentations. 

The group of orientation-preserving symmetries of a regular tetrahedron, 
known as the tetrahedral group has 12 elements and it is isomorphic to the 
alternating group A 4, which can be generated by two elements r, s satis fying 
relations 

 A4 =< r, s | r2 = s3 = (rs) 3 = e > . (2.1) 

We consider two projective faithful representations of the tetrahedral 
group. It is sufficient to define the representation for the generators of the 
group. The first one ı : A4 7ĺ PSL2(C) we realise by fractional linear 
transformations 

~2ʌi ) 
Ȝ + 2 

ıs : Ȝ 7ĺ ȦȜ, ır : Ȝ 7ĺ Ȝ − 1, Ȧ = exp  _____  . (2.2) 
3 

The second representation ȡ : χ4 7ĺ PSL3(C) is given by inner automor-
phisms of the algebra [3(C) 

ȡs : a 7ĺ QsaQ−1 s , ȡr : a 7ĺ Q raQ−1  
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r , a E [3(C), 



 

where 
Ȧ 0 0 −1 2 2 

Q s  =  (  0  Ȧ 2  0  )  ,  Q r  =  (  2  −1  2  

) −1 0 0 1 2 2 

It is easy to verify that representations ı and ȡ are faithful and irreducible. 
The group of linear fractional transformations generated by ıs, ır is a sub-
group of the group of automorphisms of the field of rational functions C(ȜΨ 
of variable Ȝ, while the group generated by ȡr, ȡs is a subgroup of inner 
automorphisms of the Lie algebra sl3(C). 

We consider a generalised loop algebra sl3(C(ȜΨΨ and transformations 

g r : a(ȜΨ 7ĺ Qr(a(ır
1(ȜΨΨΨQr

1, g s : a(ȜΨ 7ĺ Qs(a(ıc1(ȜΨΨΨQ ,;1, a(ȜΨ א 

sl3(C(ȜΨΨ. 

This group T generated by g r, gs is isomorphic to the alternating group A 4 

and is a subgroup of the group of automorphisms of the algebra sl3(C(ȜΨΨ. 
Following [2], [14] we shall refer to T as the tetrahedral reduction group. 
The T invariant subalgebra 

sl3(C(ȜΨΨT = {a(ȜΨ א sl3(C(ȜΨΨ | gs(a(ȜΨΨ = gr(a(ȜΨΨ = a(ȜΨ} 

is called a tetrahedral automorphic Lie algebra. 
The group of fractional linear transformations generated by ır, ıs (2.2) 

has three degenerate orbits corresponding to fixed points. Two of them are 
vertices of the tetrahedron and the dual tetrahedron 

T(∞) = {∞, 1, Ȧ, Ȧ2}, T(0) = {0, −2, −2Ȧ, −2Ȧ2} 

and one orbit corresponds to the middles of the edg es 

T(1 + √3) = {Ȝ א C | Ȝ6 − 20Ȝ3 − 8 = 0} . 

Let us define the automorphic subalgebra A(∞) ؿ sl3(C(ȜΨΨT 
corresponding to the orbit T(∞). Let R(T(∞)) denote the set of all rational 
functions which may have poles at the points of the orbit T(∞) and are 
regular elsewhere. Obviousl y R(T(∞)) is a ring with automorphisms 
generated by ır, ıs (2.2). Then 
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A(∞) = {a(ȜΨ א R(T(∞)) Osl3(C) | gs(a(ȜΨΨ = gr(a(ȜΨΨ = a(ȜΨ}. 



 

 

oo 

IED 
k=1 

A(F) = 
Ak, [.4n, d 

— C An+m ®An+m-1. 

(a(ȜΨ)T = 11 2 E 

gET 

g(a(ȜΨΨ. (2.4) 
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In fact it can be shown that A(F) possesses a quasi graded structure 

Similarly one can define subalgebras A(F) C sl3(C(ȜΨΨT, where F C C is any 
finite set of points 

A(F) = 7?,(T(F)) sl3(C) nsl3(C(ȜΨΨT. 

The generators of A(00) can be constructed as 

e1 = (ȜE13)T, e2 = (ȜE21)T, e3 = (ȜE32)T, (2.3) 

where Eij is the matrix with elements [ Ei,j]kl = įikįil and (a(ȜΨ)T denotes the 
group average operator 

These are given explicitly as 



and J is the automorphic function of Ȝ 

Ȝ3 (Ȝ3 + 8)3 
J =  _________  

4 (Ȝ3 − 1)3 . 

An automorphic Lie algebra can also be regarded as a finite dimensional C[J] 
module with Lie product, which is a special degener ate case of polynomial 
Lie algebras introduced in [15]. This proved to be convenient in the problem 
of classification of automorphic Lie algebras [8, 9 , 11, 12]. 

It is also useful to define an automorphic associat ive algebra ( ∞) as the 
algebra generated by matrices e1, . . . , e8 and the identity matrix I. Indeed, we 
can take products enem with usual matrix multiplication and the result ca n be 
represented as a linear combination of ek, k = 1, . . . , 8 and the identity matrix 
with coefficients from C[J] 

8 

enem = Bk
nm(J)ek + Dnm(J)I, 

k=1 

where the structure constants B n
k
m(J) are linear functions of J and D nm(J) = 

Dmn(J) are quadratic polynomials of the automorphic fu nction J. Thus, algebra 
(∞) can be regarded either as a finitely generated C[J] module with 
associative multiplication, or as an infinite dimen sional quasi-graded 
associative algebra 

∞ 
(∞) = IED Bk, BnBm ؿ Bn+m+1IEDBn+mIEDBn+m-1, 

k=1 

where 
Bk = Jk-1span C(I, e1, e2, . . . , e8). 

In the next Section we will use the following Lemma . 

Lemma 2.1. The basis elements ei, i = 1, 2, 3, satisfy the product relations, 
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1 1 1 1 

9I + 3 (e1 + e2) , e2e1 = e5 − 9I + 3 (e1 + 

e2) , 
1 1 1 1 

e2e3 = −9I + 3 (e2 + e3) , e3e2 = e6 − 9I + 3 (e2 + e3) , 

e3e1 = − 
1 1 1 1 
9I + (e3 + e1) , e1e3 = e4 − 9I + 3 (e3 + e1). 3  

All structure constants can be easily found by dire ct computation. 
Having them we can determine the structure constant s of the 
automorphic Lie algebra 2(∞) 

8 

[en, em] = X (Bk
nm(J) − Bk

mn(J))ek. k=1 

3 Derivat ion of  Darboux transformations  

In this section Darboux transformations are constru cted for a Lax operator 
L invariant with respect to the tetrahedral reducti on group T. L is one of a 
pair of operators, the compatibility of which produ ces an integrable system 
of partial differential equations (PDEs). To be exp licit 

L = ∂x + ue1 + ve2 + we3 

where uvw = 1. The second operator A is given by 

A = ∂t + Ue1 + V e2 + We3 + uw e4 + vu e5 + wv e6 , 

where 

~ 
u −u + 2v + 2w + ux u + 2wx ~ 

U = , (3.1a) 
3 w 

V = 
v 

2 1 

I − 
e ie i  = 

9  3 

e1e2 = − 

ei, 

(−v + 2w + 2u + vx + 2 ux , (3.1b) 3 v u 
w 

W = 



~ w + 2vx ~ 
−w + 2u + 2v + wx   , __________________ (3.1c) 3 v 



The compatibility condition [L, A] = 0 yields the i ntegrable system 

ut = ∂xU, vt = ∂xV, wt = ∂xW. (3.2) 

Note that due to the relation uvw = 1 only two of the abov e equations 
are independent. Using an invertible point transformati on this system 
can rewritten in the form 

iȥt = ȥxx + (ȥڅ
 x)2 + i(e−Ǔ−Ǔڅ + Ȧe−ǔǓ−ǔڅǓڅ + Ȧכe−ǔڅǓ−ǔǓڅΨȥ1 כ, Ȧ = e2πi  

3  ,  

which coinsides with equation (u3) in [14] where the ab ove Lax pair 
was also presented. 

We search for Darboux transformations of L. Recall that the 
corresponding Darboux matrix M must satisfy 

MLM−1 = L 1, 

where L 1 has the same form as L but with the “updated” functions u1, 
v1 and w 1. Equivalently 

Mx = M (ue1 + ve2 + we3) − (u1e1 + v1e2 + w1e3) M (3.3) 
for M invertible. By inspection it is clear that (3 .2) is invariant with respect to 
cyclic permutations of the functions u, v and w. He nce given a solution (u, 
v, w), one can generate a new solution by simple pe rmutation. This property 
is expressed at the level of the Lax structure by t he existence of the 
following Darboux matrix  

M (0 )  = 
/ 

 

0 
1 
0 

0 
0 
1 

1 
0 
0 

 

 .  
 
A short computation demonstrates that 

M(0)e1M−1 ( 0 )  = e2 ,  M ( 0 )e2M− 1  ( 0 )  = e3 ,  M ( 0 )e3M− 1  
(0) = e1. 

Thus we see that application of M(0) results in the updated functions 

u 1  = v,  v 1  = w,  w 1  = u.  

Whereas applying M 2 (0) results in the updated functions 

u 1  = w,  v 1  = u ,  w 1  = v.  
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Let us construct the simplest Ȝ–dependent Darboux transformations. 
As a simplifying assumption it is natural to consid er the matrix M to be in-
variant with respect to the reduction group. The si mplest such M will have 
simple poles belonging to a degenerate orbit. In pa rticular we choose these 
poles to belong to the orbit T(oo). Hence we represent M in the form 

M = fI + ae1 + be2 + ce3. (3.4) 

Theorem 3.1. Suppose M as given in (3.4) is a Darboux matrix for the operator 
L = ∂x + ue1 + ve2 + we3, where uvw = 1 , then 

av1 — bu = 0, bw 1 — cv = 0, cu 1 — aw = 0, (3.5) 
3 

 ax + 1 ((b + c — a + 3f)(u1 — u) + a(v1 + w1 — v — w)) = 0 (3.6a) 

 bx + 13 ((c + a — b + 3f)(v 1 — v) + b(w 1 + u1 — w — u)) = 0 (3.6b) 
cx + 

and 

 1 ((a + b — c+ 3f)(w 1 — w) + c(u 1 + v1— u — v)) = 0. (3.6c) 3  

1 
fx+9 [(2a — b — c)(u 1 — u) + (2b — a — c)(v 1 — v) + (2c — a — b)(w 1 — w)] = 0 

(3.7) 

Proof. The compatibility condition implies that M satisfie s the equation 

Mx = M (ue1 + ve2 + we3) — (u1e1 + v1e2 + w1e3) M. 

Upon substitution of the ansatz (3.4) and an applic ation of Lemma 2.1, we 
arrive at the stated equations. From the coefficien ts of e4, e5 and e6 we obtain 
the system of equations (3.5). From the coefficient s of e1, e2 and e3 we have 
the equations (3.6). Finally the coefficient of I yields (3.7). 

In what follows we consider reductions of the above  general 
system. In particular we will make use of first int egrals of the system to 
reduce it to two components. Towards this aim we make  use of the 
following lemma. 

Lemma 3.2. For M as given in (3.4), the determinant of M is constant with 
respect to x and is an automorphic function of Ȝ. 
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Proof. For any invertible matrix M the following identity hold s due to Ja-
cobi’s formula 

∂x lndet(M) = Tr (M−1Mx ). 
Moreover as M is a Darboux matrix for L it follows t hat 

M−1Mx = (ue1 + ve2 + we3) − M−1 (u1e1 + v1e2 + w1e3) M. 
The right hand side of the above equation consists of the difference of 
traceless matrices and so is necessarily traceless, he nce combining the 
above two relations we conclude that 

∂x det(M) = 0. 

The fact that det(MΨ is an automorphic function of Ȝ is a consequence of 
its form. By construction M is invariant with respect to T. That is for all 
g א T QgM(ıg(ȜΨΨQ−1 

g  =  M( Ȝ Ψ  

where Q g and ıg are the automorphisms of [3(C) and the Riemann sphere 
respectively, corresponding to the group element g.  Taking the determinant 
of the above relation provides the equality 

det(M(ıg(ȜΨΨΨ = det(M(ȜΨΨ. 

This simply states that det(M(ȜΨΨ is invariant with respect to the Möbius 
transformation corresponding to g. As g was an arbi trary element of T it 
follows that det(MΨ is an automorphic function of Ȝ. 

In light of the above lemma, we express the 
determinant of M in terms of an automorphic functio n. This will allow a 
number of the unknown functions f, a, b and c to be  expressed in terms of 
the remaining ones. The Darboux matrix M is constru cted using the 
automorphic Lie algebra generators e1, e2 and e3, so it has poles at the T(∞)-
orbit. This means that we can expect det(M) to have  poles on this particular 
orbit also. In what follows we will write det(M) in  terms of the following 
automorphic function 

Ȝ3 (Ȝ3 + 8)3
 

J(ȜΨ = 4 (Ȝ3 − 1)3 . (3.8) 

J(Ȝ) has the correct pole structure and has zeros at the orbi t of zero. 
Using this function we arrive at the following lemma. 
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Lemma 3.3. The determinant of M, as given in (3.4), can be expressed in the 
form 

det M = F 1J(ȜΨ + F2 , 

for F1 and F2 constant with respect to x and given by 

abc 
F1 =  ____  

16 , 

 
Proof. Result follows by direct computation and the use of  Lemma 3.2. 

As F1 and F2 are constants, they can be used to determine two of  
the unknown functions f, a, b and c in terms of the  remaining functions. 
Towards this aim we may view F 1 and F2 as elements of the ring C[a, b, c, f], 
then determining (a, b, c, f) is equivalent to find ing elements of the algebraic 
variety V (F 1 — Į, F2 — ȕΨ = V (F1 — ĮΨ n V (F2 — ȕΨ where Į and ȕ are constants in 
C. The variety V (F 1 — ĮΨ is irreducible for Į =6 0, the case Į = 0 implies at 
least one of a, b or c is zero, which from (3.5) im plies a = b = c = 0, hence 
leading to trivial M. Thus we require Į =6 0. For simplicity we may take 

Į = 116, then 1 

c = ab . 

For general ȕ one finds that V (F2 — ȕΨ is irreducible. Hence to determine f in 
terms of a, b and c one would have to solve a cubic  equation. However it can 
be seen directly that for ȕ = 0 the variety V (F2 — ȕΨ becomes the union of 
three irreducible components 

V (F2) = V (3f — 2a+ b + c) U V (3f + a — 2b + c) U V (3f + a + b — 2c). (3.10) 

Hence three distinct Darboux transformations can be  obtained by choosing f 
= f1, f2, f3 such that (a, b, c, f i) E Vi where the V i are the irreducible com-
ponents given above. As the components are linear, f is expressed rationally 
in terms of a, b and c. 

For ȕ = —abc = —1 one finds that 

V (F2—ȕΨ = V (3f+a+b+cΨUV (9f2—3f(a+b+c) —2(a2+b2+c2)+5(ab+bc+ca)) 
(3.11) 

By choosing f such that (a, b, c, f) E V (3f + a + b + c) we obtain a further 
way to express f rationally in terms of a, b and c. 

11 

F 2  =  
1 
27 (3f — 2a + b + c)(3f + a — 2b + c)(3f + a + b — 2c). 

 
 



√ 

J 2 = J(ȜΨ −  J(1 + 3Ψ = 4 (Ȝ3  −  1)3  

one finds that det(M) = (F 1 + abc) + F2J2. Setting (F1 + abc) = 0 leads to (3.11). 

Focusing on the irreducible components in (3.10), maki ng each 
choice of f gives the following forms for M 

2a − b − c 
M(1) = I + ae1 + be2 + ce3 

3 
2b − a − c 

M(2) = I + ae1 + be2 + ce3 
3 

2c − a − b 
M(3) = I + ae1 + be2 + ce3 

3 

where c = 1/ab and a and b are determined as in Theor em 3.1. However 
it becomes clear from (3.9a) that the permutation 

ʌ : (a, b, cΨ 7ĺ (b, c, aΨ, ʌ3 = id 

maps one factor of F 2 into another. Letting T denote the Lie algebra 
automorphism, 

T : A 7ĺ M(0)AM−1  
(0) 

it is easy to see that 

M(2) = ʌ (T(M(1))) , M(3) = ʌ (T(M(2))) , M(1) = ʌ (T(M(3))) . (3.12) 

Thus M (1), M(2) and
 M(3) are related by conjugation by M(0) and a cyclic 

relabelling of the functions a, b and c. 
Turning attention to the irreducible components in (3.11) we see that 

each component is invariant with respect to ʌ, so in particular denoting 

a + b + c 
M(4) = −  3 I + ae1 + be2 + ce3 (3.13) 

it follows that 
ʌ (T(M(4))) = M(4). 

Remark 3.4. Expressing det(M) in terms of J2, an automorphic function 
which has poles in the orbit of infinity and zeros in the orbit of 1 + √3 

(Ȝ6 − 20Ȝ3 − 8)2 
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By expressing f and c in terms of the remaining fun ctions using F 1 and F2 

as described above, their presence can be removed f rom Theorem 3.1. First 
integrals were used to determine f and c, therefore  the reduction is compatible 
with the original system. In order to separate the d ifferent cases, we use 
different indices for the updated functions corresp onding to each Darboux 
transformation. In particular, u i and v i denote the updated functions 
corresponding to M(i), i = 1,••• , 4. This separation is also convenient for later 
use when we discuss fully discrete systems. 

Theorem 3.5. M(i) for i = 1, . . . , 4, is a Darboux transformation for L 
provided 

a = cuu iv, b = cu ivv i, c3uu2 i v2vi = 16 (3.14) 

and the following relations hold: 

+ u + v — v1 = 0 

 
u + u2 + v2 = 0 (3.16a) 

 

u + u4 + v — v4 = 0 (3.18a) 

 
Proof. The theorem follows from Theorem 3.1 by making the previously described 
reductions. 

v1,x ux uv 
v 1  u  v 1  

v x  u 1 , x  
+ ____________________  

v  u 1  

ux 
+ 

u 

1 uv 1 
+ u1 = 0  + 

v1 
 

uv u1v1  

v 2 , x  u x  u 2 v 2  

v 2  u  u  
v x  u 2 , x  

+ _____________________  
v  u 2  

ux 
+ 

u 
u2v2 

u + u2 + v2 = 0 (3.16b
u  

v3,x 

v3 

ux 1 2 1 
u + u3 + v — v3 = 0 (3.17a+ 

uv 
  

u u3v u3v3  
v x u 3 ,x  

+ ___  
v  u 3  

+ u — u3 = 0 (3.17b
ux 

+ + uv u 

1 1 

u3v 

v4,x ux 

 v4 u 
v x  u 4 , x  

+ ____________  
v  u 4  

ux 
+ 

u 

1 1 
+ u — u4 = 0 (3.18b) + 

uv 
 u4v4  
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Remark 3.6. As previously stated, the above Darboux transformations are 
related via (3.12), this relation can be seen at the level of the systems above. In 
particular the systems corresponding to M(1) and M(2) are related by the point 
transformation 

(u, v) 7ĺ (v, u −1v−1) (3.19) 
and a relabelling of index. The same is true for the pairs of systems corre-
sponding to M(2) and M(3), also for M(3) and M(1). 

4 Darboux Lax representation for local sym-
metries 

The derived Darboux matrices may be regarded as def ining shifts on a 
lattice. To make it clear, we may impose that the f unctions u and v depend 
on a set of discrete variables k i, i = 1, . . . , 4, and interpret the updated 
functions u i and v i as shifts in the corresponding lattice direction. I n this 
interpretation, the Lax operator and its Darboux tr ansformations define 
DarbouxLax representations (semi-discrete Lax pairs ) of the corresponding 
systems in Theorem (3.5). These systems are then vi ewed as differential 
difference equations. Here and in what follows, let  Si denote the shift 
operator in the i-th direction, i.e. Sj i (f) = f(k i + j). Then explicitly, the 
differential difference relations corresponding to M(i) are equivalent to the 
compatibility of the following system 

Si(ȌΨ = M(i)Ȍ, Ȍx = − (ue1 + ve2 + we3Ψ Ȍ. 
From this viewpoint equations in (3.5) are integrable. Ho wever they are 
not evolutionary. 

We now turn our attention to deriving evolutionary differential difference 
equations associated with each M(i). The problem then becomes to find 
continuous flows ȌĲi = ȍ(i)Ȍ such that the compatibility condition 

∂ĲiM(i) = Si (ȍ(i)  (4.1) 
) M(i) − M(i)ȍ(i) , 

is equivalent to an evolutionary system of differen tial difference equations. 
We tackle this problem by taking an ansatz for ȍ(i) of the following form 
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ȍ(i) = M−1 
(i) (gI + pe1 + qe2 + re3). (4.2) 



 

This ansatz is based upon the observations that som etimes the Lax 
operator corresponding to a local symmetry can be w ritten in this form 
[16]. To reduce the number of unknown functions in ȍ(i) we make use of the 
following lemma. Lemma 4.1. We may assume ȍ(i) has constant trace with respect 

to Ĳi. Proof. Due to the choice of F 1 and F2 taken when deriving each M(i), it 
follows that det (M(i)) is constant with respect to Ĳi. This fact along with 
Jacobi’s identity yields (Si — I) (Tr(ȍ(i)) = 0. Hence Tr(ȍi) is constant with 
respect to Si. Now consider the transformation ˜ȍ(i) H ȍ(i) — 

(Tr(ȍi) — ĮΨ I 
3 

where Į is constant with respect to Ĳi and the shift operator Si. If ȍ(i) satisfies 
(4.1), then as Tr(ȍ(i)) is constant with respect to Si it follows that ˜ȍi also 
satisfies (4.1). Hence we may replace ȍ(i) by ȍ 
with constant trace. Moreover for constant k ȍ(i) — 

kI = M−1 

(i) (gI + p e1 + qe2 + re3) — kI  

= M(i)1(gI + p e1 + qe2 + re3) — kI 
= M−1  

(i) (gI + p e1 + qe2 + re3) — kM (i)1M(i) 
= M−1  

(i) ((g — fk)I + (p — ka)e1 + (q — kb)e2 + (r — kc)e2). where a, 
b, c and f are as in Theorem 3.5. Hence by relabell ing appropriately ˜ȍ(i) 

is of the form (4.2). 

Armed with the 
previous lemma we proceed to solve the compatibility  condition for ȍ(i). 
This leads to the following result. Note that negat ive indices denote 
backward shifts, i.e. u −i = u(k i — 1), v−i = v(k i — 1). 

Theorem 4.2. ȍ(1) is determined by the relations 

 
1 uu1v 2v1 uv + (u−1 — 2v)v1 

3 u —  v 1 uu 1v —  1 (u −1uv −1 —  1)(u −1 —  v)  
1 u1vv1 2uv — (u−1 + v)v1 v1  

3 u — v1(u−1uv−1 — 1)(u−1 — v) uu 1v — 1 

(i) to obtain an operator 

 

u1vv1 , g = 
uu 1vv 1  (uu 1v 

—  1)(u —  v1) + 

p 
r = 

uu1v 

q 2p — q — r 
3 , 

p =  

q =  
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The corresponding differential difference system is given by 

v 

uĲ1 = u(S1 − I) (v − u_1) (uu_1v_1 − 1) (4.3a) 
v u_ (4.3b) 

i 

Proof. Lemma 4.1 gives that Tr(ȍ(i)) is constant. Moreover from the form of 
ȍ(i) it follows that its trace is an automorphic function of Ȝ. ψearing this 

in mind we find that Tr(ȍ(i)) = ۠1 J(Ǌ) + ۠2 where J(ȜΨ is 
given in (3.8), while ۠1 and ۠2 are as follows 

16 (uu1v − 1) (u − v1) (3g − 2p + q + r) 
3uu1vv1 

p + r. 
uu1v u1vv1 

The above relations allow g and r to determined. Movi ng on to the 
compatibility condition we find that u and v must satisfy the differential 
difference equations 

u1,

Ĳ u1 

uĲ vĲ  q1 r = 0 
 v  u u 1 v  u1u2v1 u2v1 v2  

 uĲ 2p  2q1 
r = 0. 

v1  uu 1v u 1u2v1 u2 v1 v2  

This system implies the following condition on u, 

 (I + S1 + S2
1)u Ĳ = (I +S i  +8?) (Pv i  q 

u 
u ) 

uu ivv i  j  

The operator (I + S1 + S2
1Ψ has kernel Ȧk1 where Ȧ is a cube root of unity, so 

in general from the above relation we can determine  uĲ up to the addition 
of a constant multiple of Ȧk1u. However this corresponds to the addition of 
a point symmetry. We are primarily concerned with g eneralised 
symmetries and so in the following analysis we shal l omit the kernel. 
Inverting the operator (I + S1 + S2

1) we obtain the equation 

pv1 − qu = ______  uĲ 
vv1 

= (S 
 I )  1 

− −

۠1 = 

۠2 = 

(I + S1 + S2
1 ) uuĲ= +q2 

u2 v1 v2 u3v2 v3 

2q1 2p p2 r + r1. 
uu 1v u 2u3 v2 

16 

. 



 

Then the corresponding equation for v is obtained as 

p 2q 
vĲ = v۠2     uu1  

. 
u1v1  

Now returning to the compatibility condition we can solve the remaining 
equations to determine p and q. Doing so we find that 

48 (u_1uv _1 − 1) (u_1 − v) (u − v1) 

uu1v۠1 (uv + u _1v1 − 2v1v) +  

uu1v (8۠2 (uu1v − 1) (u − v1) − v1۠1) 
24 (uu1v − 1) (u − v1) 

−u1vv1۠1 (2uv − u_1v1 − v1v) 
q =  + 

48 (u_1uv_1 − 1) (u_1 − v) (u − v1) 

u1vv1 (16۠2 (uu1v − 1) (u − v1) + v1 ۠1)  
48 (uu1v − 1) (u − v1) . 

 

Finally, eliminating p and q from the differential difference equations 
above, we arrive at 
 
uĲ = 

−۠1 v −۠1v u_1 

16u (S−I) (v − u_1) (uu _1v_1 − 1), vĲ = 16 (uu _1v_1 − 1) (S−I) (u_1 − v) .  

The compatibility condition is now completely satisfied. Note that ۠1 can be an 
arbitrary non zero constant, in particular take ۠1 = −16. Moreover ۠2 can be set to 
zero without affecting the computed 
flow. Making these choices leads to the 
expressions in the theorem. 

Corollary 4.3. The differential difference equations corresponding to C2(2) and 
C2 (3) are given by 

 
u_2 

vĲ2 = v(S2 − I) (uv _2v − 1) (u_2 − v 

 

vĲ3 = 
uu3v2 

1 
, (S3 − I) uv_3v − 1, uu3v − 1  

respectively. 

Proof. The result follows from (4.3) using the transformat ion (3.19) and re-
labelling the indices. 

p=  

 

 
u Ĳ2 = 

u v 
(u2vv 2 − 1) (S2 − I) , 

0) - u_2 ), 

 
), 

and 

u2v_3v 1 
 , (S3 − I) __________  
 uv_3v − 1 u_3uv_3 − 1, 

u Ĳ3 = 

17 

 



Following the same procedure as in the proof of Theorem 4.2 we derive 
the corresponding result for M (4). 

Theorem 4.4. ȍ(4) is determined by the relations 

p q uu4vv4 p + q + r 

 
uu4v 
3 (S4 − I)  u−4 + 2v 

u−4uv −4v + u−4 + v 
u4vv4  

3 (S4 − I)  u−4 − v 
u−4uv −4v + u−4 + v 

The corresponding differential 
difference system is given by 

v 
uĲ4 = u(S4 − I)  (4.4a) 

u
−
4
u
v
v−4 + u−4 + v 

u−4 
vĲ4 = v(S4 − I) 

5 Darboux pairs  and ful ly  d iscrete systems  

Viewing Darboux transformations as shifts on a lattice allowed differenti al-
difference equations to be derived via a Darboux-Lax pair (semi-discrete 
Lax pair). We now derive fully discrete equations as the compatibility 
condition of two separate Darboux transformations. The transformations 
act as a Darboux pair, more commonly referred to as a fully discrete Lax 
pair. For the system 

S i  (ȌΨ = M ( i )Ȍ , S j  (ȌΨ = M ( j )Ȍ , i  =6 j ,  

it follows that the compatibility condition is given by 

Sj(M ( i ))M (j )  − S i(M (j ))M ( i )  = 0 .  

We shall see that the last relation yields a system  of partial difference equa-
tions which we denote as Q(i,j). So in fact the consistency of the Darboux pair is 
equivalent to a system of partial difference equati ons. Requiring that the 
Darboux transformations derived in the previous sec tion are compatible leads 
to the following theorem. We note that here we have  considered only systems 
Q(1,2)

 and
 Q(1,4). This is because we may employ the point transforma tions 

r =    ,  g  =      
uu4v  u4vv4 uu4vv4 + u + v4  3

  
p =  

q =  

, 

. 
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(4.4b) . 
u−4uvv −4 + u−4 + v 



described in (3.6) to map system Q(1,2) to systems Q(2,3)
 and Q(3,1), respectively. In 

the same fashion, system Q(1,4) can be mapped to systems Q (2,4) and
 Q(3,4), 

respectively. 



Theorem 5.1. The Darboux pairs (M(1), M(2)) and (M(1), M(4)) are compatible 
provided the following systems hold. 

u2v2 [u1v (v1 − u) + u12v1 (u1 − v12)] + u 2v2 − u1v1 = 0, (5.1a) 

uv 12 − u2v2 = 0. (5.1b) 

uv 14 − u4v4 + v14v4 − v1v14 = 0, (5.2a) 
uv 1 1  + 0. (5.2b) u14 = 

v1 u1v1 u4v4   

It should be noted that in the above systems, double indices denote shifts by 

one step in both lattice directions, i.e. u ij = u(k i + 1, k j + 1) and v ij = v(k i + 
1, k j + 1). 

Proof. The theorem follows from direct computation. 

To the best of our knowledge, the above 
systems are new. They are integrable as they follow  from the compatibility 
condition of a discrete Lax pair and, as we explain  below, they admit 
symmetries in both lattice directions. Another mani festation of their 
integrability is their multi-dimensional consistenc y. If we consider any three 
systems Q (i,j), Q(j,k) and

 Q(k,i), where i = 6 j =6 k =6 i, then we can compute uijk
 and vijk 

in three different ways, provided by the correspond ing systems, all of which 
yield the same result. Another interpretation of th is construction is that two 
of the systems define an auto-B¨acklund transformat ion of the remaining 
one. 

Proposition 5.2. Suppose M, N where MȌ = Ȍi and σȌ = Ȍj are Darboux 

transformations for the operator L = ∂Ĳ − A, then 

d dĲ (MjN − NiM) = 0 (5.3) 

when restricted to MjN − NiM = 0. 

Proof. As M, N are Darboux transformations for L it follows that  

MĲ = AiM − MA 

NĲ = AjN − NA. 
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Hence 

dĲd (MjN −N iM)= (Mj)ĲN + MjNĲ −  (N i)ĲM −  N iMĲ  

= Uj i(MjN −  N iM) −  (MjN −  N iM)U = 

0. 

 

Corollary 5.3. The differential-difference equations derived in (3.5) define non-
local symmetries of the corresponding discrete systems Q(i,j). 

τne can confirm directly that the Ĳi-flow and Ĳj-flow define local gen-
eralised symmetries in the i-th and j-th lattice directi on respectively, for 
system Q (i,j). 

6 Related Integrable Systems 
poten-

In this section systems related to Q(1,2)
 and Q(1,4) are presented. For system 

Q(1,2) we have the following related six point equation and lo cal 
symmetries. Theorem 6.1. The system Q(1,2), as given in (5.1), is related via the 

potentiation 

u = _________________________  v = 
ĳ1 

−2 
(6.1) 

to the six-point equation 

(ĳ1 − ĳ2) ĳĳ1122 + (ĳ2ĳ112 − ĳ1ĳ122Ψ ĳ1122 + (ĳ122 − ĳ211Ψ ĳ1ĳ2 = 0. (6.2) 

With corresponding symmetries 

ĳĳ1ĳ-2 ____________________ ĳĳ2ĳ−1________  
ĳĲ1 = OĲ2 = . (6.3) 

(ĳ−1 − ĳ−2Ψ(ĳ1 − ĳ−1−2) (ĳ−2 − ĳ−1Ψ(ĳ2 − ĳ−1−2) 

Proof. We observe that the second equation in system Q(1,2) has the form 
of a conservation law as it can be written as 

(S1 − I) log v 2 = (S2 − I) log u. 

This suggests the introduction of a potential ĳ via the relations v2 = ĳ/ĳ2 

and u = ĳ/ĳ1. In terms of ĳ, the second equation of Q(1,2) becomes an 
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1 1 
 ________________________  + 01011 = 04014 + (6.4) 
0114 

under the reduction v1 = u = Ǔ1. Local symmetries of (6.4) are given by 

0 0 1 0 1 4   
Ĳ4 = 0 (I − S4-1) (6.5a) 

0014(01 + 04) + 1 
1 

s1 = 0 (I − S1-1) (6.5b) 
(011010 − 1)(0100-1 − 1). 

Proof. Focusing on the first equation of Q(1,4), it can be easily verified that it 
turns into an identity under the reduction u = 1/0 1, v = 1/0 (equivalently u = v 1), 
whereas the second equation of the same system beco mes the six-point 
equation (6.4). This reduction applied to (4.4) pro duces the T 4 flow given 
above. The symmetry corresponding the T 1 direction is not compatible with 
this reduction. To obtain the s 1 flow presented in (6.5) it is profitable to note 
that the six-point equation may be rewritten in the  following form 

(0S1 − 0114) (0014(01 + 04) + 1) = 0. (6.6) 

The quadrilateral equation 

 0014(01 + 04) + 1 = 0 (6.7) 

defines particular solutions of equation (6.6) and was derived in [17] in the 
context of second order integrability conditions fo r difference equations. 
Knowing from [17] that equation (6.7) admits a seco nd order symmetry in 
both directions, we can easily show that 

0s1 = 0 (I − ST1) 
(011010 − 1)(0100-1 − 1) 

identity, whereas the first equation becomes the si x-point scalar equation in 
the statement of the theorem. The T 1 symmetry follows from the introduction 
of 0 into (4.3). The T 2 symmetry follows from the invariance of (6.2) unde r  
the interchange of directions 1 and 2. 

Here, repeated indices denote higher order shifts i n the 
corresponding direction, e.g. 0 1122 = 0(k1 + 2, k2 + 2). Considering the 
system Q(1,4) we arrive at the following result. 

Theorem 6.2. The system Q(1,4), as given in (5.2), is related to the six-point  
equation 
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also defines a symmetry for the six-point equation (6.4) in the first lattice 
direction. It is worth noting that the denominator of the Ĳ4 symmetry is the 
defining polynomial of equation (6.7). 

Finally we have the following 
result regarding Miura transformations of the 6-poi nt equation (6.4). 

Theorem 6.3. The system (6.4) and its symmetries (6.5) are linked via the Miura 
transformations 

 Ȥ =  
1 

1 − ȥȥ1ȥ11 ,ȡ 
ȥ4ȥ14  

to the systems 

ȥȥ14(ȥ1 + ȥ4) + 1 , 

− 1Ψ = Ȥ4Ȥ14(Ȥ114 − 1) , (6.8) 

ȤĲ 4  = Ȥ(Ȥ −  1) ( I  −  SZ 1)  ,  
x4 oc i4 + Ȥ1 − 1Ψ + Ȥ1(Ȥ − 1) 

Ȥs1 = Ȥ(Ȥ − 1Ψ (Ȥ11Ȥ1 − Ȥ−1Ȥ−1−1) , 

and 

ȡ114(ȡ1 + ȡ11 − 1Ψ = ȡ(ȡ4 + ȡ14 − 1), (6.9) 

ȡĲ4 = ȡ (I − (ȡ14(1 − ȡ − ȡ1Ψ + ȡ + ȡ4 − ȡȡ4), 
ȡs1 = ȡ(ȡ1 + ȡ − 1Ψ(ȡ + ȡ−1 − 1) 1 

S i 2) 

ȡ + ȡ−1 − 1 +ȡ1 + ȡ 

respectively. 

Proof. Can be directly verified. 

Remark 6.4. The six-point 
equations (6.4), (6.8) and (6.9) may be considered as discrete analogues of 
third order hyperbolic equations [18]. To the best of our knowledge , 
equations (6.4) and (6.9) are new, and equation (6. 8) appeared for the first 
time in a different context in [19]. 
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7  C o n c l u s i o n s  

In this paper we presented the Lax-Darboux scheme r elated to the tetrahedral 
reduction group. More precisely, we studied the Dar boux transformations for 
the class of Lax operators which involve 3 ×3 matrices and are invariant under 
the action of this group. The discrete character of  these transformations 
allowed us to derive various discrete systems, all of which are integrable. 
Specifically, we derived new systems of differentia l-difference equations which 
we presented in Theorems 4.2 and 4.4. These semi-di screte equations define 
generalised symmetries of the new systems of differ ence equations given in 
Theorem 5.1. The latter systems are also related to  certain scalar difference 
equations by means of potentiation and reductions, as they are desribed in 
Theorems 6.1 and 6.2, respectively. Finally, we pre sented two different Miura 
transformations in Theorem 6.3 which relate system (6.4) and its symmetries to 
equations (6.8) and (6.9) and their corresponding s ymmetries, respectively. 

Acknowledgements 

This work was supported by the EPSRC grant EP/I038675/1 (AVM and PX) 
and by a grant from the Leverhulme Trust (GB and AVM) 

References 

[1] A.V. Mikhailov. Integrability of a two-dimensional generalization of the  
Toda chain. JETP Lett., 30(7):414–418, 1979. 

[2] A.V. Mikhailov. Reduction in integrable systems. The reduction group. 
JETP Lett., 32(2):187–192, 1980. 

[3] A.V. Mikhailov. The reduction problem and the inverse scattering 
method. Phys. D, 3(1& 2):73–117, 1981. 

[4] Mikhailov A. V. Reduction method in the theory of integrable equations 
and its applications to problems of magnetism and n onlinear optics. 
1987. Sc.D. Thesis, L.D.Landau Institute for Theore tical Physics, (in 
Russian). 

23 



[5] S. Lombardo and A.V. Mikhailov. Reduction groups and automorphic 
Lie algebras. Communications in Mathematical Physics, 258:179–202, 
2005. 

[6] S. Lombardo and A.V. Mikhailov. Reductions of integrable equations: 
dihedral group. Journal of Physics A: Mathematical and General, 
37:7727–7742, 2004. 

[7] S. Lombardo. Reductions of Integrable Equations and Automorphic Lie 
Algebra. PhD thesis, University of Leeds, Leeds, 2004. 

[8] R. Bury and A.V. Mikhailov. Automorphic Lie algebras and 
corresponding integrable systems. 2009. Draft. 

[9] R.T. Bury. Automorphic Lie Algebras, Corresponding Integrable Systems 
and their Soliton Solutions. PhD thesis, University of Leeds, Leeds, 2010. 

[10] Sara Lombardo and Jan A. Sanders. On the class ification of automorphic 
Lie algebras. Communications in Mathematical Physics, 299(3):793–824, 
2010. 

[11] V Knibbeler, S Lombardo, and J A Sanders. Automorphic Lie algebras 
with dihedral symmetry. Journal of Physics A: Mathematical and 
Theoretical, 47(36):365201, 2014. 

[12] V. Knibbeler, S. Lombardo, and J. A. Sanders. Higher dimensional 
Automorphic Lie Algebras. Found Comput Math, doi:10.1007/s10208- 
016-9312-1, 2016. 

[13] S. Konstantinou-Rizos, A. V. Mikhailov, and P.  Xenitidis. Reduction groups 
and related integrable difference systems of nonlin ear Schrödinger type. 
Journal of Mathematical Physics, 56(8):082701, 2015. 

[14] A. V. Mikhailov, A. B. Shabat, and R. I. Yamilov. Extension  of the 
module of invertible transformations. Classification of integrable sys-
tems. Comm. Math. Phys., 115(1):1–19, 1988. 

[15] V. M. Buchstaber and D. V. Leykin. Polynomial Lie Algebras. Func-
tional Analysis and Its Applications, 36(4):267–280, 2002. 

24 



[16] P. Xenitidis. Integrability and symmetries of difference equations: the  
Adler –Bobenko –Suris case. In Proceedings of the 4th Workshop “Group 
Analysis of Differential Equations and Integrable Systems”. 2009. arXiv: 
0902.3954. 

[17] Alexandre V. Mikhailov and Pavlos Xenitidis. Sec ond order integrability 
conditions for difference equations: An integrable e quation. Letters in 
Mathematical Physics, 104(4):431–450, 2013. 

[18] V.E. Adler. Toward a theory of integrable hyperbolic equations of third 
order. Journal of Physics A: Mathematical and Theoretical, 45:395207, 
2012. 

[19] V.E. Adler and V.V. Postnikov. On discrete 2d integrable equations of  
higher order. Journal of Physics A: Mathematical and Theoretical, 
47:045206, 2014. 

25 


