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Abstract—Low Power and Lossy Networks (LLNs) represent
one of the interesting research areas in recent years. The IETF
ROLL and 6LoWPAN working groups have developed new IP
based protocols for LLNs such as the RPL routing protocol.
In LLNs e.g. 6LoWPANs, heavy data traffic causes congestion
which significantly degrades network performance. In this paper,
we explore the impact of congestion on 6LoWPAN networks
where an extensive analysis is carried out with different scenarios
and parameters. Analysis results show that when congestion
occurs, the majority of packets are lost due to buffer overflow
as compared to channel loss. Also, we found that when the
application payload length is increased since IPv6 packets are
fragmented, the reassembly timeout parameter value has a
significant effect on network performance. Thus, it is important to
consider buffer occupancy and the reassembly timeout parameter
in protocol design, e.g. RPL, to improve network performance
when congestion does occur.

I. INTRODUCTION

Recently, LLNs such as IPv6 over low power wireless

personal area networks (6LoWPANs) have been recognized

as an important and challenging research area. LLNs are used

in different applications, ranging from wireless healthcare to

energy metering on the smart grid [1]. 6LoWPAN supports

the use of the TCP/IP architecture for wireless sensor nodes

and therefore it can participate in the Internet of Things (IoT)

[2]. However, when 6LoWPAN works with the TCP/IP model,

sensor nodes face many issues and problems due to energy

and buffer resources limitation. The Internet uses TCP (trans-

mission control protocol) and UDP (user datagram protocol)

as transport protocols where TCP has a congestion control

mechanism and UDP does not provide any congestion control

scheme. However, as TCP requires connection setup and termi-

nation before and after the data transmission, it is considered

inefficient for 6LoWPAN networks [3]. Therefore, one of the

main issues in 6LoWPAN is congestion which causes packet

loss, energy consumption and decreased throughput.

In this paper, we are addressing the problem of congestion in

6LoWPAN networks. The impact of congestion on 6LoWPAN

has been evaluated with regards to different sized networks and

various parameters and scenarios. Results show that with high

network traffic, the majority of packets are lost at node buffers

due to buffer overflow. Therefore, it is important to take buffer

occupancy into account in protocol design (e.g. IPv6 Routing

Protocol for LLNs (RPL)) to reduce the number of dropped

packets at the buffer. Also, simulation results show that the

value of the reassembly timeout parameter has significant

impact on network performance when congestion occurs as an

IPv6 packet is fragmented by SICSlowpan adaptation layer.

In [4], Teo et al. propose a new reassembly mechanism

called Multi-Reassemblies Buffer Management System (MR-

BMS) for 6LoWPAN networks. MR-BMS consists of three

components: buffer manager, list of reassembly buffer and

IP packet buffer. When a new fragment arrives at a node,

the buffer manager creates a new reassembly buffer to store

the incoming fragment and starts a reassembly timer. After

that, if the next incoming fragment belongs to the packet of

the first fragment, it is stored in the same buffer. Otherwise,

a new reassembly buffer is created to store the incoming

fragment. However, the authors do not show the importance of

the reassembly timeout parameter value in heavy data traffic

conditions.

The remainder of the paper is organized as follows: in

section 2, we present the results of congestion analysis in

6LoWPAN with and without fragmentation. Then, section 3

discusses simulation results and finally, section 4 concludes

this paper and indicates future work.

II. CONGESTION ANALYSIS IN 6LOWPAN NETWORKS

Congestion occurs when multiple sensor nodes start to send

packets concurrently at high data rate or when a node relays

many flows across the network. Thus, link collision on the

wireless channel and packet overflow at buffer nodes occur

in the network [5]. Recently, few papers have been presented

to investigate and address congestion in 6LoWPAN networks

[6], [7], [8], [9], but none considered congestion assessment

and analysis. In [10], Hull et al. did a testbed experiment in a

traditional wireless sensor network protocol stack with TinyOS

where B-MAC and single destination DSDV (Destination

Sequenced Distance Vector) routing protocol are used. In

this paper, experiments in 6LoWPAN wireless sensor network

using a protocol stack as shown in table I and the Contiki

OS [11] are considered.

In order to assess the number of lost packets at the

wireless channel as compared to at the sensor node (i.e.

buffer overflow), experiments using Contiki 2.7 OS and Cooja



TABLE I: Protocol stack

Layer Protocol Parameter value

Application Every node periodically
send packet to sink node

Transport UDP

Network uIPv6 + RPL objective function = MHROF

Adaptation SICSlowpan layer compression method = HC06

Data Link CSMA ( MAC layer)
Contikimac (RDC layer)
802.15.4 (framer)

buffer size = 8 packets
CCA count = 2
MAC retransmission = 3
channel check rate = 8 Hz

Physical CC2420 RF transceiver Max. packet length = 127 byte

TABLE II: Simulation parameters

Parameter Value

Simulation time 30 minutes for each simulation

Ratio model UDGM - Distance Loss

Node type Tmote Sky

Transmission range 50 m

Interference range 100 m

simulator [12] with different network sizes and various offered

loads were performed. In the networks, an average number

of nodes per personal operating space (POS)1 is 4. These

experiments have been executed with and without fragmen-

tation which is implemented at the SICSlowpan (adaptation)

layer. The SICSlowpan layer performs two main functions:

IPv6 header compression [14] and IPv6 fragmentation and

reassembly [15]. Before an IPv6 packet is transmitted over

an 802.15.4 link, the IPv6 header must be compressed by

using a compression header mechanism. After compression,

if the IPv6 packet size does not fit into a single 802.15.4

frame size, it must be fragmented. In each network, every node

sends packets periodically to a single sink node. The protocol

stack and simulation parameters which have been used in the

experiments are shown in tables I and II. Cooja simulator

implements a number of wireless channel models such as

Unit Disk Graph Medium (UDGM) - Distance Loss which is

used in the simulation since interference is considered [16]. In

UDGM - Distance Loss, the transmission range is modelled

as a disk where all nodes inside the disk can transmit and

receive packets with probability of SUCCESS RATIO TX

and SUCCESS RATIO RX respectively. In the Contiki OS,

all sending and receiving packets are stored in a common

buffer called the Rime buffer which contains the application

data and packet attributes such as RSSI value [17]. Some

protocols, which need to queue packets, can allocate a queue

buffer to store waiting packets such as the MAC protocol that

cannot send packets until the wireless channel becomes free.

A. Without Fragmentation

In this subsection, we present the congestion analysis results

without fragmentation where each single IPv6 packet sends

1The POS is defined as a physical space (coverage area) of a node since
other nodes inside this area can communicate with the node [13]
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Fig. 1: Packet loss [buffer size = 8 packets]
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Fig. 2: Number of lost packets in buffer and wireless

channel [buffer size = 8 packets]

over a one 802.15.4 frame without fragmentation. The network

sizes are set to be 15, 25 and 50 nodes and the offered loads

(packet/second) are 8/1, 4/1, 2/1, 1/1, 1/2, 1/4, 1/8, 1/16, 1/32,

and 1/64.

Firstly, we set the MAC buffer size to 8 packets (8 * 127

bytes) which is the default setting of the Contiki OS. Fig.

1 shows the packet loss in 15-node, 25-node and 50-node

networks respectively. Clearly, as offered load and number

of nodes increase, the packet loss rises in the network. For

example, with an offered load of one packet every second,

the packet loss increases from 37% to 76% as the number of

nodes in the network increases from 15 to 50. Fig. 2 shows

the number of lost packets, which are measured at the MAC

layer, due to buffer drops and channel loss. In this figure, a

logarithmic scale is used due to the big difference between

packet buffer drops and packet channel loss. It is clear that

with high offered load, the number of packets which are lost

at sensor nodes (due to buffer overflow) is much higher than

the lost packets in the wireless channel. For instance, when the

offered load is 8 packets per second and network size of 50

nodes, the total number of lost packets are up to 600,000 due to

buffer overflow compared with only 2,000 due to channel loss.

However, with low offered load, the number of lost packets

in the wireless channel is slightly higher than due to buffer

drops e.g. with network traffic of 1 packet per 16 seconds

and 50-node network, the lost packets due to buffer overflow

and channel loss are 3 and 18 respectively. From Fig. 2,

the number of dropped packets in the buffer increases as the

offered load and number of nodes in the network increase. We
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Fig. 3: Packet loss [buffer size = 16 packets]
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Fig. 4: Number of lost packets in buffer and wireless

channel [buffer size = 16 packets]

can see that with high traffic, the majority of packets are lost

at the buffer i.e. more than 90% of the total lost packets are

lost due to buffer overflow.

Secondly, we increase the buffer size to 16 packets to see

the impact of buffer size on the lost packets at the buffer. Fig.

3 shows packet loss with number of different network sizes

and offered loads. By comparing Fig. 1 with Fig. 3, it can be

seen that by doubling the buffer size, the packet loss decreases

with different offered loads. Similarly, the number of dropped

packets at the buffer decreases by a small amount as can be

seen by comparing Fig. 2 and Fig. 4. With the 8-packet

buffer size scenario, more than 90% of lost packets occurs in

the buffer with offered load 8/1, 4/1, 2/1 and 1/1. However,

by increasing the buffer size, the number of lost packets due

to buffer overflow is still dominant as compared with channel

loss.

Finally, we increase the node density with an average

number of nodes per POS to 12, as node density has an impact

on contention among nodes to access the wireless channel. We

simulate a new network with 50 nodes and POS of 12 and

compare it with the 50-node network which has POS of 4.

From Fig. 5, we can see that packet loss increases with high

POS. Also, the number of lost packets in both the buffer and

the wireless channel increases as shown in Fig. 6.

B. With Fragmentation

Next, in order to see the impact of increasing the application

payload length such IPv6 packet is fragmented on network per-

formance within congestion. The application payload length is

0

10

20

30

40

50

60

70

80

90

100

1/64 1/32 1/16 1/8 1/4 1/2 1/1 2/1 4/1 8/1

P
a
ck
e
t
Lo
ss
(%

)

Offered load per node (packet/second)

POS = 4 POS = 12

Fig. 5: Packet loss with varying POS
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Fig. 6: Number of lost packets in buffer and wireless

channel with varying POS

increased since every IPv6 packet is fragmented into two or

more fragments where each fragment is sent over a single

802.15.4 frame. In these experiments, 5-node, 15-node and

25-node networks as well as 8/1, 4/1, 2/1, 1/1, 1/2, 1/4, 1/8,

1/16, 1/32, and 1/64 offered loads (packet/second) are used.

Similar to, without fragmentation with high offered load,

the majority of packets are lost due to buffer overflow. On

the other hand, with low traffic load, the channel loss packets

are small and slightly higher than the buffer dropped packets.

However, there is an important parameter that should be

considered within fragmentation called ’reassembly timeout’.

When a node receives an initial fragment, it stores the frag-

ment in a buffer called the reassembly buffer and starts the

reassembly-timer countdown. When the reassembly timeout

expires and the node does not receive all fragments that belong

to the same IPv6 packet, the received fragments are discarded.

According to the standard protocol RFC 4944 [15], if the

reassembly timer does not expire and a new fragment, which

does not belong to the same packet that is being reassembled,

is received, this fragment is dropped. However, with SICSlow-

pan, which is the 6LoWPAN implementation in Contiki, the

previous packet fragments are discarded and the received new

fragment is stored in the buffer to start reassembling a new

packet. According to the standard protocol, the reassembly

timeout must be set to a maximum value of 60 seconds. To

notice the impact of the reassembly timeout parameter on

network performance, we have used different values (0.001,

0.005, 0.05, 0.5, 1, 10, 30 and 60 seconds) in the experiments.
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Fig. 7: Number of received packets (when broken into two

fragments) at sink in 5-node network
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Fig. 8: Number of received packets (when broken into two

fragments) at sink in 15-node network
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Fig. 9: Number of received packets (when broken into two

fragments) at sink in 25-node network

In 6LoWPAN, the routing schemes can be divided into two

categories: ’route over’ and ’mesh under’ [18]. With route

over, the routing decision is made at the routing layer and the

fragmentation and reassembly process is implemented at each

node through path from source to destination. In mesh under,

the routing decision is taken at SICSlowpan layer (adaptation

layer) as well as fragmentation and reassembly being executed

at source and destination nodes only. The Contiki OS supports

the ’route over’ scheme, which is used in these experiments,

where RPL performs the routing decision.

Firstly, the application payload length is set to 100 bytes

since every IPv6 packet is divided into two fragments. Figures

7, 8 and 9 show the number of received packet at the

sink node with different offered loads and various reassembly
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Fig. 10: Number of received packets (when broken into four

fragments) at sink in 5-node network
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Fig. 11: Number of received packets (when broken into four

fragments) at sink in 15-node network
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Fig. 12: Number of received packets (when broken into four

fragments) at sink in 25-node network

timeouts in 5-node, 15-node and 25-node networks respec-

tively. From these figures, it can be seen that with reassembly

timeout values of 1 ms and 5 ms, the number of received

packets at the sink is zero since the reassembly timeout is too

short and it expires early. In this case, a node drops the first

fragment before the second fragment arrives. It is clear that

with low data rate, the reassembly timeout has no or a tiny

impact on the number of received packets at the sink. On the

other hand, with high network traffic where congestion occurs,

the reassembly timeout value of 0.05 second has the highest

number of received packets as compared to others except for

the case of an offered load of 8 packets per second with a

25-node network, when 0.5 second is the best in terms of the

number of received packets.



Meanwhile, in order to determine the impact of the number

of fragments on the reassembly timeout parameter, we increase

the application payload length to 300 bytes where every IPv6

packet is fragmented into four fragments. Figures 10, 11 and

12 show the number of received packets at the sink in 5-node

network, 15-node network and 25-node network respectively.

As in the case of two fragments, the number of received

packets is zero for 1 ms and 5 ms reassembly timeouts. Also,

we can see that with low offered load; the reassembly timeout

has a little impact on the number of received packets. However,

with high offered load, a reassembly timeout of 0.05 second

has better performance in term of packet delivery ratio than

others in all scenarios except in a scenario of 8 packets per

second with 15-node network where 0.5 reassembly timeout

is best.

III. DISCUSSION

Firstly, in the scenarios not considering fragmentation, the

simulation results show that with different: network size,

offered load, buffer size and node density, the majority of

packets across the network are lost at the sensor node due

to buffer drops as compared to channel loss when congestion

occurs in 6LoWPAN networks. Also, as expected with high

offered loads (i.e. 1/1, 2/1, 4/1 and 8/1), the number of

lost packets in the wireless channel remains approximately

constant whereas, the number of lost packets at node buffers

is increasing as the offered load increases as shown in figures

2, 4 and 6. It should be stressed that the network is designed

to operate in low congestion conditions. This means that

during normal operation packet loss across the network will

predominantly be due to channel loss. When congestion does

occur due to periods of high traffic, buffer overflow loss at

nodes will predominate. This occurs because all neighbouring

nodes are forwarding packets to their parent without checking

buffer occupancy. In addition all layers above the MAC layer

send packets to the MAC layer without checking the available

MAC's buffer space. On the other hand, the MAC layer cannot

send the packets directly to the wireless channel without

checking its availability.

However, in the scenarios considering fragmentation, it is

obvious that the value of reassembly timeout parameter has

a significant effect on network performance when congestion

does occur while no impact has been noticed with low offered

load. Also, we can see that as the number of nodes in the

network and number of fragments increase, the reassembly

timeout has more effect on network performance. For example

with two fragments and the 5-node network scenario, the

offered loads 1/1, 1/2, 1/4, 1/8, 1/16, 1/32 and 1/64 has the

same number of received packets with different reassembly

timeouts whereas, in 25-node network with four fragments,

the only offered load 1/64 has the same received packets with

different values of reassembly timeout. Generally, it is clear

that with low data rate; as the probability of loss packets

(fragments) is low, the reassembly timeout parameter has no

impact on network performance. It is known that with low data

rate, high competition among nodes on the wireless channel

does not exist as well as buffer overflow does not occur. Thus,

when an intermediate node receives the first fragment of an

IPv6 packet, it would successfully receive the next incoming

fragments after a short time. Also, sending the next IPv6

packet would happen after a long time (e.g. one minute or

more). In this case, it does not matter what the value of

reassembly timeout is (e.g. 10, 20, 30 seconds etc.) since the

reassembly timer expires for the current assembled IPv6 packet

before receiving the next IPv6 packet. On the other hand, with

high data rate, the reassembly timeout value has an effect as

the probability of packet loss is high and the next IPv6 packet

would arrive after a very short time from receiving the current

packet. Therefore, it is important that the value of reassembly

timeout should be short (e.g. 50 ms) for high data rate.

In conclusion, it is clear that the majority of packets are lost

due to buffer overflow when there is congestion. Therefore,

buffer occupancy should be considered in protocol design such

as RPL. This will tackle the issue of congestion by reducing

buffer overflow and improving network performance. Also,

when the application payload size is increased, since IPv6

packets are divided into two or more fragments, the reassembly

timeout parameter needs careful consideration. The reassembly

timeout value should be small during periods of congestion or

if possible be adaptive according to network conditions.

IV. CONCLUSION AND FUTURE WORK

In this paper, we have presented a comprehensive analysis

on the impact of congestion issue in 6LoWPAN network under

Contiki OS and Cooja simulator with different parameters: net-

work size, network traffic load, buffer size, node density and

number of fragments (application payload size). Simulation

results show that when congestion does occur, the majority

of packets are lost at sensor nodes due to buffer overflow.

Also, the reassembly timeout parameter value has an impact

on network performance when IPv6 packets are fragmented at

the adaptation layer.

Finally, in order to improve network performance, the buffer

occupancy should be considered in different protocol designs

such as an objective function of RPL which is responsible

for network topology construction. Thus, considering buffer

occupancy as a metric in the RPL objective function to make

RPL aware of the buffer overflow at sensor nodes is left to be

carried out in the future.
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