[bookmark: _GoBack]Kirkwood-Buff Integrals for Aqueous Urea Solutions Based upon the Quantum Chemical Electrostatic Potential and Interaction Energies
Shuntaro Chiba,1* Tadaomi Furuta,2 and Seishi Shimizu3
1Education Academy of Computational Life Sciences, Tokyo Institute of Technology, J3-141 4259 Nagatsuta-cho, Midori-ku, Yokohama 226-8501 Japan
2School of Life Science and Technology, Tokyo Institute of Technology, B-62 4259 Nagatsuta-cho, Midori-ku, Yokohama 226-8501, Japan.
3York Structural Biology Laboratory, Department of Chemistry, University of York, Heslington, York YO10 5DD, United Kingdom



ABSTRACT
Cosolvents, such as urea, affect protein folding and binding, and the solubility of solutes. The modeling of cosolvents has been facilitated significantly by the rigorous Kirkwood-Buff (KB) theory of solutions, which can describe structural thermodynamics over the entire composition range of aqueous cosolvent mixtures based only on the solution density and the KB integrals (KBIs), i.e., the net excess radial distribution functions from the bulk. Using KBIs to describe solution thermodynamics has given rise to a clear guideline that an accurate prediction of KBIs is equivalent to accurate modeling of cosolvents. Taking urea as an example, here we demonstrate that an improvement in the prediction of KBIs comes from an improved reproduction of high-level quantum chemical (QC) electrostatic potential and molecular pairwise interaction energies. This rational approach to the improvement of the KBI prediction stems from a comparison of existing force fields, AMOEBA, and the generalized AMBER force field (GAFF), as well as the further optimization of the former to enable better agreement with QC interaction energies. Such improvements would pave the way towards a rational and systematic determination of the transferable force field parameters for a number of important small molecule cosolvents.

1. Introduction
Cosolvents, when added to water, are capable of shifting the equilibria of chemical processes, such as biomolecular conformation, protein-ligand binding, and solubility.1-5 Equilibrium shifting effect of cosolvents has been described using statistical thermodynamics in the form of the rigorous Kirkwood-Buff (KB) theory. The KB theory describes the thermodynamics of mixing, as well as the cosolvent-induced shifts in equilibria, by the use of the key quantity, the KB integral (KBI), i.e., the net excess radial distribution function (RDF) from the bulk, which can be defined for all possible combinations of molecular species in the solution. Since KBIs can be determined from experiments,6 an accurate computational modeling of liquid mixtures inevitably means an accurate reproduction of the experimental KBIs. The KB force fields (KBFF),7 widely used in computer simulations,8-15 have been developed to achieve this goal directly. Yet the process of force field optimization has been done purely by trial and error.7 Here we demonstrate an accurate modeling of cosolvents’ electrostatic potentials (ESP) and pairwise interaction energies, both of which can be calculated by high-level quantum chemistry (QC), lead to good agreement with experimental KBIs over a wide composition range.
We have chosen an aqueous urea mixture as a target, whose importance cannot be overemphasized; urea denaturation is routinely exploited in biochemical laboratories, as well as in the study of protein folding and stability;16 urea is also a well-known solubilizer.17 Despite its widespread applications, however, the precise molecular-based mechanism of the processes outlined above is still a matter of intense scientific investigation.18-20 Indeed, a recent recalculation of the transfer free energies for the side chain and the main chain analogues, and the subsequently revised picture that both the main chain and the side chain contribute to the urea-induced protein stability modifications, have demonstrated the subtlety of the problem.19-20
To have a comprehensive molecular-based understanding of how urea works, not only an extensive molecular simulation, but also an accurate force field model for urea and water are indispensable. While many force field models for urea have been developed,21-28 the prediction of the solution structure was shown to depend sensitively on the self-aggregation of urea molecules.29-30 The KBFF for urea developed by Weerasinghe and Smith has successfully overcome the aggregation problem with results agreeing with the experimental solution density and KBIs at a urea concentration of 8.02 mol L-1.30 
The thusly determined KBFF for urea has been widely applied to a number of biologically and industrially important molecules.8-15 Determination of KBFFs for other important cosolvents would be greatly desirable, yet KBFFs are available only for a limited number of solvent molecules,31-39 because optimizing each atom’s van der Waals (vdW) parameters and fixed point charges7 through trial and error to reproduce experimental KBI and solution density is an enormous undertaking. Moreover, transferability of such parameters to a wider variety of molecules in general are unfortunately not clear, which severely limits the applicability of these parameters. Hence, even for aqueous urea solutions, a rational approach to force field determination, aiming at transferability and an accurate reproduction of KBIs, is indispensable.
Transferability of force field parameters has been addressed by the generalized AMBER force field (GAFF) 40-41 as well as by the polarizable force field AMOEBA,42-43 both of which can be applied systematically to small molecules.40-41, 44 Recently, several studies employed polarizable force field to improve reproducibility of KBIs;15, 45-47 some of these studies showed a good agreement between experimental and calculated KBIs. However, the force field parameters employed by these studies have been optimized by utilizing the experimental data, such as the heat of vaporization, density, gas phase dipole moment. In contrast, AMOEBA combined with a tool for automated force field determination provides a systematic way to determine force field parameters directly from quantum mechanics without the aid of these experimental values.44 As discussed later, AMOEBA is superior to GAFF because of incorporation of atomic multipole moments and induced dipole moments. However, AMOEBA alone cannot yield accurate KBIs because of its deviations in pairwise molecular interaction energies from high level quantum chemical (QC) calculations. Indeed, further optimization of pairwise molecular interaction energies leads to better agreement with experimental KBIs.

2. Kirkwood-Buff integrals: theory and calculation
2.1. KBIs and thermodynamic quantities
For the purpose of reproducing the solution structure and thermodynamics of a urea-water mixture through extensive molecular dynamics (MD) simulations, the following are key: (i) the Kirkwood-Buff integral (KBI) calculation and (ii) the relationship between KBIs and thermodynamic quantities.6 The KBI, defined in Equation 1 in terms of number fluctuations, outlines the relationship between the structure and the thermodynamics of a solution:6 
		(1)
where  is averaged volume of the system,  is the number of species ,  stands for the ensemble average in the grand canonical ensemble, and  is the Kronecker delta, respectively. Eq. (1) implies the existence of a link between the KBI and thermodynamic quantities. This link has widely been exploited for the microscopic interpretation of thermodynamic data in terms of the KBIs. What is particularly useful is the alternative expression of KBIs via the radial distribution function (RDF) in Equation 2:6
,		(2)
where the RDF, , is defined in the grand canonical ensemble between the species  and  as a function of  (the center-of-mass (COM) distance between the two) and  is Avogadro’s number, respectively. Intuitively speaking, the KBI is the overall measure of attraction or repulsion of species. If a species  is overall attracted to species , the RDF exhibits peaks (higher than the bulk baseline, i.e., 1) that contribute positively to the KBI. If a species  is overall repelled or excluded from species , the RDF exhibits troughs (lower than the baseline, 1) that contribute negatively to the KBI. Shorter distances always result in negative contributions due to steric repulsion between species  and .48
The formulae relating the KBIs to thermodynamic quantities are useful for comparing the computationally obtained KBIs with experimental values. The KBIs have the following relationship6 to volumetric quantities, such as partial molar volume,  (Equation 3) and isothermal compressibility,  (Equation 4):
		(3) 
				(4)
where  and  are the Boltzmann constant and temperature, respectively.  (Equation 5) and  (Equation 6) can be defined in terms of the KBIs and number density,  of the species  as:
		(5)
	(6)
The KBIs are not only useful in providing volumetric information but also the thermodynamics of mixing, such as the mole fraction activity coefficients of the species ,  and molar excess Gibbs energy of the mixture, , using Equation 7:
		(7)
where  is the mole fraction of species i.
Eqs. (3)-(7) can be inverted to yield the following expressions, useful in the calculation of the KBIs based upon experimental thermodynamic data:
		(8)
		(9)
			(10)
Eqs. (8)-(10) were used to calculate the experimental KBIs for urea water mixture, which are shown in Table S1 of the Supporting Information. The derivation procedure of experimental  and  is described in Section S1 of the Supporting Information.

2.2. Calculation of the KBIs
Following Weerasinghe and Smith,32 as well as others,49-50 we have adopted the approximation that the KBI can be approximated by integrating between 0 to r (instead of 0 to ), as outlined in Equation 11:
	(11)
Note also that the RDF of the NPT ensemble has been used in this approximation instead of that of the grand canonical ensemble; under this approximation, RDFs can be readily obtained using isothermal-isobaric MD simulation. Then the numerical integration of the RDF to yield KBIs, which has been a standard approach in the calculation of KBIs, has been carried out. Such integration is referred to as the running-KB integral (RKBI), in which numerical integration can be carried out by a straightforward use of the simple rectangle method, however, it suffers from inaccuracy due to numerical error arising from the finite bin size. To rectify this inaccuracy, we have adopted a direct calculation of KBIs, which follows directly from Eq. (11) and the definition of RDF, and will hereafter be referred to as the direct KBI (DKBI). To use DKBI, the number of molecule pairs with distances of less than or equal to  have to be counted. The final KBIs were obtained by averaging KBIs calculated from individual MD simulations. The numerical difference between DKBI and RKBI is shown in the APPENDIX. Following Weerasinghe and Smith,32 we used averaged KBIs between 0.95 and 1.30 nm for analysis in the Results and Discussion section.

3. Computational details
In this study, the force field of urea was determined and optimized using the state-of-the-art computational method, the AMOEBA model, which has the advantage of being general and does not require force field adjustments through trial and error for the reproduction of the experimental KBIs. We also employed the generalized AMBER force field (GAFF), 40-41 which is a widely-used general force field. AMOEBA-based simulations were carried out using Tinker version 7.01,51 and GAFF-based simulations were carried out using AMBER 1452 with a GPU-accelerated code.53-54 Quantum chemical (QC) calculations for electrostatic potential (ESP) fitting were carried out using Gaussian 09.55

3.1. Parameter assignment
Here we detail how the force field parameters for urea were obtained. Electrostatics parameters of AMOEBA urea were assigned by Poltype version 1.1.3,44 which operated multiple calculation steps automatically starting with an input structure of urea. Note that ambiguities still persist regarding the precise structure of urea in the condensed phase.56-60 Here, the sp3-like pyramid structure was assumed for both nitrogen atoms. This is because planar urea has two imaginal frequencies and would not be appropriate for ESP fitting. First, the given structure was optimized at MP2/6-311G(d, p) level of theory, followed by the vibrational frequency calculation to confirm the optimized structure was not at a saddle point. The optimized structure’s density matrix at the same level of theory was inputted into the Distributed Multipole Analysis (DMA version 2.2.09),61 in order to compute partial charges, dipole moments, and quadrupole moments. These values were averaged based on the molecular symmetry, and were refitted to reproduce the ESP calculated at MP2/aug-cc-pVTZ level of theory using Potential module of TINKER with the convergence threshold of 0.1. During the refitting process, partial charges were not changed. The vdW parameter and polarizability of a dipole moment of each atom were assigned by Poltype. The valence parameters were initially assigned by Poltype and manually changed by comparing them to corresponding valence parameters of acetamide deposited in the TINKER parameter file (amoeba09.prm).42-43 The final parameter used in the present study is shown in Section S2 of the Supporting Information. We employed the AMOEBA water42 deposited in the TINKER parameter file directory for the water model.
The electrostatic parameters of the GAFF urea were assigned using the restricted electrostatic potential (RESP) fitting.62-63 The initial urea structure was optimized at HF/6-31G(d) level of theory, followed by the vibrational frequency calculation to confirm the optimized structure was not at a saddle point. Using the ESP, partial charges were computed using the Antechamber module of AMBER. The valence parameters were assigned by the Antechamber and additional improper torsion parameters were added by the Parmchk module. We employed SPC/E water64 for the water model.
                                                                                                                                                                                                                                                
3.2. Sampling of structures
The initial systems, covering a wide range of urea concentrations as shown in Table 1, were built to be a cubic shape using the Genbox module of GROMACS version 5.0.5.65-66 Sampling of the structures of solutions consisting of AMOEBA urea and water was carried out in the following manner. The initial system was minimized using the Minimize module of TINKER, with a convergence threshold of 41 kJ mol-1 nm-1 of a root mean square gradient, followed by a 1-ns equilibrium MD run using the Dynamics module. After equilibration, the system density and potential energy reached a plateau with the box sizes around 4.4−4.9 nm. To obtain statistically valid results, we performed several production MD runs for structure sampling with different total simulation times (as shown in Table 1) starting from different velocities, with a sampling interval of 2.5 ps. At low concentrations, statistical uncertainty in the KBI calculation was reported.32, 67 During the equilibrium and production runs we employed the Nosé-Hoover extended system isothermal-isobaric algorithm68 to integrate the equation of motion with a temperature of 298 K, pressure of 0.101325 MPa, and a time step of 0.5 fs. The vdW interaction was cut off at 1.2 nm, and the long range vdW energy correction was applied.69 The particle mesh Ewald for point multipoles algorithm70 was employed to calculate electrostatic interaction energy with a real space cutoff of 0.7 nm, 54 charge grids in the x, y, and z directions, and the β-spline interpolation order of 8 (default).
As for sampling used for the GAFF-based systems, a similar procedure was employed, i.e., the Sander module for minimization and the Pmemd module accelerated by the GPU code for MD simulation. Each individual run was performed for 20.5 ns and the last 20 ns was used for structure sampling. Relatively low calculation cost of AMBER enabled to extend simulation in order to attain statistical convergence of the results. During the MD runs, the equation of motion was integrated using the Langevin dynamics69 at 298 K, a collision frequency of 2 ps-1, and a time step of 2 fs. The lengths between hydrogen-hydrogen atoms and hydrogen-oxygen atoms were constrained using the SHAKE algorithm.71 The pressure was controlled by the Monte Carlo barostat with a target pressure of 0.101325 MPa. The vdW interaction cutoff was 1.0 nm and vdW parameters of different atom types were assigned using the Lorentz/Berthelot mixing rule. The particle mesh Ewald72-73 was employed to calculate electrostatic interaction energy with a real space cutoff of 1.0 nm, 48 charge grids in the x, y, and z directions, and the β-spline interpolation order of 4 (default).
In Section 4.4 we conducted MD simulations using the KBFF for urea.32 For these simulations, we replaced some of the parameters mentioned above to be consistent with those from the KBFF method outlined in Reference 28; i.e., the vdW interaction cutoff of 1.5 nm and the geometric mixing rule for the vdW parameter assignment were employed.32

4. Predicting Kirkwood-Buff integrals through accurate partial charges and pairwise interaction energies
4.1. Better charge fitting leads to an accurate KBI prediction: AMOEBA versus GAFF
Our goal is to establish a rational and systematic approach towards determining a transferable force field parameter for urea, which can reproduce experimental KBIs. To this end, it is imperative to identify the key factor, which affects the accuracy of KBI calculations. For the purpose of identifying the key factor, we start by comparing the two widely-used force fields, AMOEBA and GAFF, in the calculations of KBI.

4.1.1. AMOEBA is superior to GAFF
KBIs calculated using AMOEBA are closer to the experimental KBIs than the ones using GAFF, as can be clearly seen in Figure 1 (the raw data of KBIs are listed in Tables S1 (experimental) and S2 (calculated) of the Supporting Information). The difference between the experimental and the AMOEBA-calculated  and  are less than 12 cm3 mol-1, which is comparable to the experimental error of approximately 10 cm3 mol-1.74 As for , AMOEBA is in good agreement with the experimental values at high urea concentrations (6.20-7.83 mol L-1), whereas at lower concentrations AMOEBA reproduces the urea concentration dependence of  in a qualitative manner only. These errors at lower concentrations are discussed in Section 4.2 and 4.3. Note that the calculated RDFs converge for AMOEBA and GAFF (see Figures S1 and S2 of the Supporting Information).

4.1.2. AMOEBA, optimized for the gas-phase urea monomer, can nevertheless reproduce the thermodynamics of solution mixture reasonably well
Indeed, even though the AMOEBA force field was not optimized to reproduce solution thermodynamic properties of aqueous urea solutions, AMOEBA can nevertheless reproduce experimental thermodynamic quantities, as demonstrated by Figure 2, in which solution density , partial molar volumes  (Eq. (3)), the activity derivative  (Eq. (7)), isothermal compressibility  (Eq. (4)), and excess coordination numbers , are plotted against urea concentration. Figure 2 also shows that AMOEBA is superior to GAFF in terms of reproducibility of almost all the thermodynamic quantities. We also derived isothermal compressibility using the volume fluctuation,69 which gave closer values to the experimental values75 as can be seen in Figure 2. The isothermal compressibility of the neat water of SPC/E and AMOEBA were consistent with previous computationally-derived values for SPC/E76 and for AMOEBA.77-78 The discrepancy in the isothermal compressibility calculated with Eq. (4) and the volume fluctuation could be related to statistical uncertainty of these values, as reported previously.35 However, the reason for the discrepancy is not clear. Because the isothermal compressibility makes little contribution to the KBIs, this discrepancy would not affect our conclusions. The errors in the isothermal compressibility of AMOEBA values relative to experimental values would originate from AMOEBA water parameters,42 because the errors in all the urea concentrations are almost the same and would originate the error for neat water. Recently developed water models for AMOEBA,77-78 which can reproduce these experimental isothermal compressibility and other thermodynamic properties, can be used to lessen the error. 

4.2. Accurate pairwise interaction energies lead to improved KBIs
We hypothesize that the accuracy in the KBI calculations using AMOEBA comes from the accuracy in modeling pairwise interaction energies. To examine the validity of this hypothesis, we calculated the urea-urea, urea-water, and water-water interaction energies using AMOEBA and GAFF, and compared them to the corresponding energies in the gas phase calculated using QC. 

4.2.1. Calculation details of QC pairwise energies
The pair structures were extracted from the trajectories of the 0.51-mol L-1 solution system that were used to calculate the corresponding KBIs in Section 4.1. The dimer and monomer structures were fixed during the calculation. We extracted 500 pairs with a COM distance between 0-0.5 nm and 500 pairs with a COM distance between 0.5-0.7 nm, respectively. For the QC calculation, we employed MP2/aug-cc-pVTZ level of theory with the counterpoise correction79-80 to be consistent with the way the AMOEBA force field was derived.43

4.2.2. AMOEBA outperformed in terms of reproduction of QC pairwise energies
Superiority of AMOEBA in reproducing the QC pairwise interaction energies is demonstrated in Table 2, which lists the correlation coefficients, R, and root mean squared errors (RMSE) for AMOEBA (original) and GAFF. AMOEBA is superior in terms of all the statistical parameters, i.e. R came closer to 1 and RMSE to 0, to GAFF. Further, the robustness indicated by the statistical parameters for AMOEBA indicates that it reproduced pairwise interaction energies well. It is worth noting that improvements in RMSE for interaction energies (u-u, u-w, w-w) of AMOEBA compared to GAFF may seem slight, 3.80 versus 2.38, 3.72 versus 1.33, and 2.81 versus 0.877 kJ mol-1, respectively. However, these improvements are reflected significantly in the KBI calculations.
In conducting molecular simulations of a heterogeneous system, it is essential to balance solvent-solvent, solvent-solute, and solute-solute interaction energies.81 The discrepancy between experimental and calculated KBIs would be attributed to the imbalance. We believe that improving reproducibility of pairwise interaction energies would further improve KBIs and related thermodynamic quantities.

4.2.3. Incorporating polarizable effect was essential to reproduce QC pairwise interaction energies.
The improvement in reproducing QC interaction energies is achieved by incorporating the polarizable effect, which is realized by the presence of induced dipoles. To show the significance of induced dipole inclusion, we calculated the correlation coefficient and RMSE using AMOEBA without the induced dipole with the pair structures described above (the used trajectory was “AMOEBA original 0.5 mol L-1”). The results are included in Table 2. When induced dipoles were absent from the calculations – as in AMOEBA original and AMOEBA without the induced dipole – all relevant parameters deteriorated.
In Figure 3, differences between AMOEBA and the QC interaction energies, , of the original calculation and the one without the induced dipole are plotted as a function of the COM distances, with the RMS of the errors for urea-urea, urea-water, water-water interactions superimposed. The RMS values of  using the AMOEBA "Original" were smaller than those using the AMOEBA "without induced dipole" in most cases, which suggest that incorporation of the induced dipole corrects interaction energies of adjacent molecules. In spite of such a correction, urea-urea interaction energies ranging between 0.3 to 0.4 nm were deteriorated with the incorporation of the polarizable effect, which indicates that there is a room for improving induced dipole and/or ESP parameters.  However, the concentration of dimers in this range was small – 12% –  making it unclear if improving the parameters can affect KBI calculations.
In addition, we confirmed that the solution density calculated employing AMOEBA without the induced dipole also significantly deviated from the experimental density (See Section S5 of the Supporting Information).

4.3. Optimizing pairwise interaction energies makes KBIs more accurate
We have shown that a relatively small improvement in pairwise interaction energy significantly improves the KBI calculation. Here, we show that a further improvement can be achieved by optimizing parameters for the pairwise interaction energy. We carried out the optimization only for AMOEBA, because of its superiority to GAFF in the reproduction of KBIs and other thermodynamic quantities. In the previous sections we employed the original vdW parameters, which were transferred from the existing parameters (amoeba09.prm)43 to keep their transferability. The vdW parameters assigned were the same as those of acetamide. However, further improvement could be achieved by refining the parameters to reproduce the QC pairwise interaction energy. We used 1000 urea-water structures and their energies and simultaneously optimized the vdW parameters using the Newton-Raphson method with NonlinearModelFit function in Mathematica version 10.0.82

4.3.1. Optimization procedure of vdW parameters
We optimized the vdW parameters to reproduce the difference between the QC interaction energy and the electrostatic term of AMOEBA interaction energy,  based on the interaction energy of urea-water dimers. The vdW energy, , is described by the buffered-14-7 vdW interactions:42


where  is the absolute well depth of vdW interaction potential defined between two i atoms, occurring at the distance,  between these atoms.  is the distance between atoms i and j. As for a hydrogen atom that connects to a nitrogen atom, its position is modified towards the nitrogen atom to reduce their bond distance by a reduction factor before calculating . The change in position was applied only to the vdW calculation. The reduction factor was also optimized. The original , , and the reduction factor are shown in Table 3. During the fitting we applied a set of restrictions outlined in Table 3 to maintain parameters not to deviate from the original force field.  The upper and lower limits of the restriction reflect the maximum and minimum values for each element in the existing parameters, amoeba09.prm, in which only polar hydrogen parameters were considered for the hydrogen atom.
 
4.3.2. Optimized vdW parameters were verified to be applicable to wide composition range
The optimized vdW parameters gave better estimation of pairwise interaction energies as shown in the “vdW Opt (AMOEBA original 0.5 mol L-1)” section of Table 2. We first compare the results for the “original” and “vdW Opt” for the urea-water interaction, because these interaction energies were used for the optimization. The vdW optimization improved the correlation coefficient R from 0.983 to 0.985 and the RMSE from 1.33 kJ mol-1 to 1.27 kJ mol-1, respectively. For urea-urea interaction energy, the vdW optimization improved RMSE from 2.38 kJ mol-1 to 2.32 kJ mol-1. The improvement for urea-urea pairs validates the optimization as the urea-urea interaction energies were not part of the optimization process. The optimized vdW parameters are shown in Table 3 (vdW Opt). We also confirmed that these optimized parameters can be used at a higher concentration as outlined in Table 2, which shows improvement of interaction energies for urea-urea and urea-water dimers whose structures were extracted from the simulation at 7.83 mol L-1. Note that when employing the optimized parameters to a system consisting of compounds other than urea and water, verification of applicability of the parameters would be required.
 
4.3.3. Improved pairwise interactions lead to better KBIs
With the goal of evaluating how much KBIs and related thermodynamic quantities change with the parameter optimization, we conducted MD simulations to calculate the KBIs and related thermodynamic quantities using the same sampling procedure as described in Section 3.2. Calculated densities improved as seen in Figure 4a. RMSE of calculated densities relative to the experimental density improved to 7.1×10-3 g mL-1 from 8.7×10-3 g mL-1. In addition, the calculated KBIs improved overall as can be seen in Figure 4b. Interestingly, the optimization hardly affects the KBIs of the higher-concentration systems (6.20- and 7.83-mol L-1 systems). This is consistent with the observations of Weerasinghe and Smith30 as they found that the KBIs of urea at 8.02 mol L-1 were relatively insensitive to slight variations of vdW parameters, σ (±0.01 nm) and ε (±0.1 kJ mol-1). On the other hand,  at low concentrations (0.51- to 3.1-mol L-1) improved significantly (approximately 27-54%) without deteriorating and even improving  and . We conclude that reproducing QC interaction energies of urea and water molecules improves the quality of the parameters and reproduces the experimental KBIs. These findings for optimization provide an important insight for developing FF parameters for novel molecules. In addition, we observed improvements in calculated thermodynamic quantities including the densities, partial molar volumes of urea, the activity derivatives, and all the coordination numbers as shown in Figure S5 of the Supporting Information. The KBIs and the relevant thermodynamic properties are tabulated in Table S2 and S5 of the Supporting Information, respectively.
Recently Bin et al. demonstrated that inclusion of polarizability lead to improvements in calculating KBIs by MD simulation of an aqueous methanol solution, an N-methylacetamide solution, and an acetamide solution modeled with the Drude polarizable force field.46-47 However, these models had difficulties in reproducing the activity derivatives. The performance of the Drude polarizable model can be rationalized by examining pairwise interaction energies and improvements can be achieved by optimizing force field parameters to reproduce dimer integration energies as employed in this study.

4.4. Optimized AMOEBA parameters reproduced KBIs comparable to the experimentally-derived parameters.
It is useful to know how well the experimentally-derived parameter for urea, the KBFF for urea, 32 performs for the current systems compared to the original and optimized AMOEBA. We conducted MD simulations to derive KBIs and thermodynamic quantities using the same urea solution systems employing the procedure described in Section 3.2.
The KBFF for urea gave the best performance in reproducing solution densities relative to experimental values over the wide composition range as shown in Figure 4a. The RMSE observed was 8.5 × 10-4 g mL-1, which was ten times smaller than that of vdW-optimized AMOEBA. The KBIs were comparable to those of the vdW-optimized AMOEBA parameters as seen in Figure 4b. However, we observed that the KBIs of the KBFF urea also suffered from disagreement at lower concentrations. This might be because the parameter set was optimized to reproduce experimental KBIs at 8.02 mol L-1. The KBIs and related thermodynamic properties are given in Table S2 and Table S6 of the Supporting Information. 
It should be noted that the parameters for AMOEBA original and optimized AMOEBA were determined systematically to reproduce the ESP of urea at MP2/aug-cc-pVTZ level of theory for the gas phase monomer and pairwise interaction energies for gas phase dimers, and were not optimized for the reproduction of the experimental solution density nor KBIs. The better performance of KBFF has nothing to do with reproducibility of pairwise interaction energy as confirmed in Table 2. Since the parameters of KBFF urea were determined through trial and error to reproduce the experimental density and KBIs, they describe condensed-state properties through effective potential.
Since AMOEBA parameters can be improved further to reproduce pairwise interaction energies achieving an error comparable to that of AMOEBA water dimers (1 kJ mol-1), we believe the systematic improvement would give better KBIs and thermodynamic parameters.

5. Conclusion
Accuracy in the computational prediction of mixed solvents can be assessed by the agreement with the experimental Kirkwood-Buff integrals (KBIs) and solution density. Taking aqueous urea mixture as an example, we have demonstrated that a better agreement with experimental KBIs can be achieved by an accurate modeling of the electrostatic potential (ESP) and molecular pairwise interaction energies calculated by high-level quantum chemical (QC) calculations.
Previously, an accurate prediction of KBIs has been achieved by the optimization of atomic partial charges and vdW parameters through trial and error30 to reproduce experimental solution density and KBIs at a certain urea concentration, which has limited the availability of KBFFs to a wider range of cosolvents as well as the transferability of atomic force field parameters. Our rational strategy will pave the way towards a set of transferable atomic force field parameters which can accurately predict KBIs.
The rationale for our approach has risen from a comparison between the two common force fields: the generalized AMBER force field (GAFF) and the polarizable force field (AMOEBA). The superiority of AMOEBA over GAFF was attributed to the former’s better modeling of the QC-calculated ESP and incorporation of polarizability (which is realized using the induced dipole). Moreover, an even better agreement with experimental KBIs was achieved through a better reproduction of the gas-phase molecular interaction energies calculated by QC.
Thus, we now have a rational benchmark for optimizing force field parameters for the prediction of KBIs and solution density: an accurate modeling of ESP with induced dipole and molecular pairwise interaction energies, both of which can be calculated in the gas phase via high-level QC. 

APPENDIX
We calculated the KBI without numerically integrating the RDF. Useful technical information is gained by comparing the RKBI and DKBI. Figure 5 shows differences between KBIs calculated using RKBI and DKBI. The maximum error was 3 cm3 mol-1 and was smaller than experimental error74 but not negligible. Since the errors of  and  depend on concentration, adverse effects arise when the relationship between KBIs and concentration is studied. The errors accumulate for a short distance in all the cases with the same curve shape. In a range where RDF = 0, the difference between RKBI and DKBI originates entirely from the difference between the numerical summation of sphere shell volumes and the analytical volume of the sphere, i.e. , indicating that the RKBI would cause a significant error in the calculation of KBIs for a solute with a large radius. Accumulation of error stopped and the error reached a plateau for a range of longer distances as the numerical error decreases when RDF moves closer to unity according to Eq. (11).  Other numerical integration rules, such as the trapezoidal rule, the Simpson’s rule, and the cubic spline interpolation, would alleviate the error. Note that we employed the most primitive numerical integration rule. However, since any integration method bears numerical error, the DKBI gives better estimates of KBIs. Alternatively, as has been used in recent studies,15, 49 it is useful to employ the Schnell’s sub-box method, by which KBIs could be obtained by direct analysis of molecule number fluctuations in small sub-boxes embedded in a larger reservoir without numerical integration of RDF.50
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Figure 1. Comparison of the calculated and experimental KB integrals plotted against the molar concentration of urea. The subscripts u and w refer to urea and water, respectively. The error bar represents a standard error for a calculated value.
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Figure 2. Superiority of AMOEBA in reproducing thermodynamic quantities. Solution density, , partial molar volume, , activity derivative, , isothermal compressibility, , and excess coordination numbers, , as a function of urea concentration, are plotted against molar concentrations of urea.  was calculated using Eq. (4) or the volume fluctuation formula ().69 The latter is plotted with a thin line marked with an arrow.
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Figure 3. Improvements in the reproducibility of pairwise interaction energies by incorporating the induced dipole value. Difference between pairwise interaction energies,  (black dots, the left y-axis), of molecules i and j for AMOEBA and quantum chemistry calculations are plotted as a function of the center of mass (COM) distance. The root mean squares (RMS) of  in COM distance for every 0.1 nm are superimposed (sky blue boxes, the right y-axis). The results for AMOEBA original (left) and AMOEBA without induced dipoles (right) are plotted.
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Figure 4. Improvements in the vdW-optimized AMOEBA and comparison to KBFF for urea. a) The differences between experimental and calculated densities, δd, are plotted against urea concentration. b) The calculated KBIs of various parameters are plotted against the urea concentration along with experimental values (Exp). The KBIs at 7.83-mol L-1 solution in this study were consistent with the literature values32 of KBFF urea at 8.02 mol L-1. The error bars represent standard errors for the calculated values.
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Figure 5. Error caused by numerical integration of running KB integral (RKBI) method as a function of integral interval, r.  is the difference of the KB integrals for calculations with RKBI versus direct KB integral (DKBI) methods. The errors are plotted for various concentrations with the standard error (SE) in thin lines. As for  and , SEs are too small to distinguish.





Table 1. Simulation settings for different urea concentrations.
	c
mol L-1 a
	# of Urea b
	# of Water b
	# of Simulations
	Simulation Time (ns) c

	
	
	
	
	AMOEBA
	GAFF

	0
	0
	3000
	10
	3.5
	20.5

	0.51
	28
	2972
	100
	8
	20.5

	1.01
	56
	2944
	50
	5
	20.5

	2.06
	118
	2882
	30
	5
	20.5

	3.15
	186
	2814
	22
	3.5
	20.5

	6.20
	402
	2598
	22
	3.5
	20.5

	7.83
	536
	2464
	15
	3.5
	20.5


a) c stands for  mole concentration.
b) Numbers of urea and water molecules calculated using the experimental mole concentration, c, and density.
c) The first 0.5 ns were not used for structure sampling.


Table 2. Comparison of performance of various parameters in reproducing QC interaction energies.
	parameter
	trajectories used for sampling
	urea-urea
	urea-water
	water-water

	
	
	R
	RMSE
kJ mol-1
	R
	RMSE
kJ mol-1
	R
	RMSE
kJ mol-1

	AMOEBA
	original
	AMOEBA original            0.5 mol L-1
	0.972 
	2.38
	0.983 
	1.33
	0.982 
	0.88

	
	w/o induced dipole
	
	0.966 
	3.12
	0.972 
	2.46
	0.945 
	1.69

	
	vdW Opt
	
	0.972 
	2.32
	0.985 
	1.27
	Same as for Original 

	
	original
	AMOEBA original            7.8 mol L-1
	0.976
	2.58
	0.984
	1.45
	0.989
	0.758

	
	vdW Opt
	
	0.978
	2.44
	0.985
	1.41
	Same as for Original

	GAFF
	GAFF
0.5 mol L-1
	0.966
	3.80
	0.950
	3.20
	0.923
	2.60

	KBFF
	KBFF
0.5 mol L-1
	0.966
	3.96
	0.963
	2.15
	0.942
	2.93


R is a correlation coefficient for interaction energies calculated with each model versus interaction energies calculated with quantum chemistry. These interaction energies were used to calculate a root mean square error (RMSE).


Table 3. Original and optimized vdW parameters.
	class
	original
	vdW Opt
	restriction

	
	 nm
	
kJ mol-1
	Reduction
	 nm
	
kJ mol-1
	Reduction
	 nm
	
kJ mol-1
	Reduction

	C
	0.382
	0.443504
	
	0.382
	0.422584
	
	0.378-0.382
	0.422584-
0.443504
	

	N
	0.371
	0.46024
	
	0.371
	0.46024
	
	0.371
	0.43932-
0.46024
	

	H
	0.259
	0.092048
	0.9
	0.27
	0.058594828
	0.9
	0.12-
0.27
	0.056484-
0.092048
	0.9-0.91

	O
	0.33
	0.468608
	
	0.33
	0.468608
	
	0.33
	0.468608
	


 is the distance at which vdW energy between two atoms, , is minimum with its value of . Reduction is a factor that is applied to reduce the distance between a heavy atom and the connected hydrogen atom by changing the position of the hydrogen atom. The restriction was applied during the optimization.
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