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Abstract: This paper presents a methodology for rapid development of Ukrammogwhological
disambiguation resources for a Ukrainian pdrspeech (PoS) tagger and lemmatiser now used in
our hybrid MT system. The work is motivated by the need to disaratdégnorphological features
that result in different translations in rule-based MT and to addressf-watabulary (OOV)
problem in statistical MT by training factored models. Without morphological digamtion a
larger training or development corpus would be needed to achiesetaole coverage. Ukrainian,
as many other under-resourced languages, does not have publédgede wide-coverage
morphological annotation resources in standardised form. However, & bamller-scale non-
disambiguating tagger with a lexicon of 15k frequent lemmas, whichr£@@9k unique word
forms and generates on average 1.5 ambiguous tags per tokeybget al., 2009). It is based on
a systematic linguistic description and a rich tagset for the Ukrainian mogyhdeveloped
within the MULTEXT-East project (Erjavec, 2012; Kotsyba et al., 2010).th@rother hand, for a
better-resourced language, such as Russian, there exist open macphaliigambiguation
resources, e.g., parameter files for the language-independent Trar tagiged on a large
manually annotated Russian corpus, with estimated tag emission and trapsitiatbilities
(Sharoff, Nivre, 2011). Our methodology is based on the assumgkiat the syntax and
morphology in historically related languages change slower than the leg@sentences in them
should normally have similar sequences of corresponding mopbaldeatures, even when large
parts of the lexicon are no longer cognate. Under this assumptianariséion probabilities for
the Ukrainian tags are estimated via systematically mapping the tags in shiarRtransition
parameter file into the Ukrainian tagset. This mapping is not straightforamadd requires
linguistic expertise in both languages, as even closely related lasghage many unique
category/value combinations, resulting in different tagsets. Neverthédesdevelopment time is
much smaller than would be required for manually annotating theirifkmacorpus needed for
training the TnT tagger from scratch. Our baseline system described irafi@s gives only an
unsupervised approximation of the tag sequences in the Ukrainianscdtpalso uses tag
emissions that are trivially derived from the seed lexicon, with equbhpility settings for tags
emitted by ambiguous word forms, and only lemmas mapped or lgzetted from the sample
lexicon. However, this baseline is relatively strong as it gives an acceatabiecy and coverage
for morphological annotation tasks. We report evaluation results for thénldkranews corpus
and we outline techniques for improving the baseline system, witkhle iterative re-estimation
of emission and transition probabilities and iterative learning of ilegribperations for
lemmatisation of previously unseen word forms. Resources are malyeafraggable in a public
domain oghttp://corpus.leeds.ac.uk/svitlana/tntjtia/

1 We would like to thank Svitlana Babych (lana.bak@dmail.com) for her contribution to the projecthe
analysis of the tagset structures and the developmemé afidpping rule base.
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1. Introduction

Creation of morphological analysis and disambiguation tools, especiallfidbly
inflected but under-resourced languages is an important task for MT dexlopas
well as for other natural language processing technologies. In this wapdgscribe a
method for rapid development of resources for Ukrainian morpholagjgainbiguation
and present an evaluation of our freely available tagger that uses dtiisdwlogy.
Normally morphological disambiguation tools are trained on disambiguatestadion
in amanually checked corpus. Since no such resource is available fonidkragxistimg
taggers leave out the disambiguation stage, only generating a set ofsittlgpdags for
each word form (Kotsyba et al., 2009), or do not include the dispmmtion by design,
e.g., when the intended primary usage is spell checking (R3@ir%). Earlier systems
used methods of rule-based or semi-supervised disambiguatioheirstages of
contextual and syntactic analysis (Perebeynos et al., 1989, Gryaznukhind @9%al,
51), but no such tools have been released in the public domairgisadburacy and
coverage remains unknown, especially for corpora that include ewgatrvocabulary.

Our methodology takes an alternative approach: instead of training diseatidn
from scratch on a manually checked corpus we rewrite tags for a clodated
language (Russian) into the Ukrainian tagset. Russian, as a much bettecagso
language, has good quality morphological disambiguation resources uarstged
formats, used by freely available tagger engines (Sharoff ande,NA@11). In our
experiment we follow the method used in (Reddy and Sharoff, 231rBwriting tags in
the parameter file that is used by a language-independent engine of thaggeT for
calculating tag transition probabilities. The file contains raw frequencies fwidnodl
tags in the Russian corpus, and their sequences, up the lengtbeofThe assumption
behind this methodology is that morphosyntactic systems in historicalgted
languages change much slower than the lexicon, so such texts $tawmaldsimilar
sequences of corresponding morphological features, even when largef plagtéexicon
are no longer cognate.

The central problem for our approach is characterising correspondenezheton-
trivial mismatches in Ukrainian and Russian morphosyntax. Even thoughy tags in
Ukrainian and Russian have the same configuration of grammatical d¢esegmd
values, e.g., adjectives in both languages have 7 grammatical valuéise faase
category, 3 for the gender and 2 for the number, but tags aftgain information that
cannot be mapped in a straightforward way across these two langeagesfor
Ukrainian — productive synthetic (i.e., one-word) forms for superlative adjectives
(Hatieapriwuii — ‘the most beautiful’), synthetic future tense for imperfective verbs
(nucamumy — ‘1 will be writing’), first-person plural imperativeidino — ‘let’s go’),
impersonal middle-voice verb formebiimo — “killed’), more regular use of the vocative
case for all Ukrainian nounsuonue — ‘boy!’, wawxo — ‘cup!’, even though a small
number of nouns in Russian have developed new vocative :forams— ‘mum’’); for
Russian non-mapping features in grammar include active participdesediui —
‘having seen’, mawigywuu ‘floating’), reflexive participles sgeopeswuiics — ‘having
started to brn’), short predicative adjectivesopow — ‘he is good’). All these forms are
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grammatically impossible in the other language. Russian morpbaldgatures in tags
that are not in the Ukrainian system were rewritten into their functiorddiyest
Ukrainian counterparts, which have similar usage. However, Ukrainian tagmgnis
from the Russian system never appear in the rewritten transitidmaltplity file; they
only have emission probabilities in the lexicon, and cannot be usedonlsiguation of
any OOV forms. So rewriting of the Russian tagset in the trangitwwability file gives
only an approximate model of Ukrainian tag combinations.

Our evaluation methodology addresses the question to what extent this
approximation would cover disambiguation for a Ukrainian corpod, how much the
mismatches between morphosyntactic systems for this pair of closely relatghge
would interfere with the performance of the tagger.

The paper is organised as follows: Section 2 gives an overview of thefus
morphological annotation in MT paradigms and how it affects the requitenfien
morphological taggers, Section 3 describes the development of the disambiguation
resources for the Ukrainian tagger, Section 4 presents tagger evaluation resthis and
performance of the tagger disambiguation component and Sectiotlirtes conclusions
and future work. Resources are released in the public domain on
[http://corpus.leeds.ac.uk/svitlana/tntjua/

2. Useof Morphological resourcesin MT systems

Morphological processing tools are widely used for a range of compathlioguistic
tasks, and are often part of a broader processing pipeline, e.g., gapimngrom text
normalisation and feeding into the syntactic and semantic anédygis Cunningham et
al., 2002). These tools work with different linguistic representations imecidde
different processing stages, usually depending on the purpdse til. Morphological
analysers may or may not include disambiguation, lemmatization ormatgm
generation of paradigms, and differ in the level of linguistic details itatieand forms:
some use broad paof-speech classes (sufficient for less inflected languages), others
also process morphological subclasses (regular grammatical categories andldlesir v
such as person, number, gender, case, tense, etc.). MT systemsqais® specific
functionality from the morphological tools, normally, depending on theavthitecture
or system type.

If differences between system requirements and the outputarphological
processing tools are representational, a new functionality can be added in a
straightforward way, but often non-trivial modifications are needed. éx@ample,
taggers developed for standard corpus annotation, such as TnT (B0, or
TreeTagger (Schmid, 1994; 1995) work in the analysis directig@serating
morphological tags and lemmas for text forms, however, they caeneasily extended
for working into the generation direction to produce text formsrgigenmas and tags
the functionality needed for factored SMT (Koehn, 2010: 316) fombioing
independently translated lemmas and tags into surface forms (e.g., Genmnaa Haus
+ NN.plur = Hauser): in theory it is possible to reverse the direction by taggidg
lemmatising a large corpus, but there is no guarantee that it will cover dlfevars for
all lemmas.

In the statistical MT architecture morphological annotation of corpora is used for
training factored models, which allow the system to translate lemmas aptaiumical
features separately and to combine the lexical and morphological facttie terget
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side, generating correct inflected target forms even foobutcabulary (OOV) source
words, in case if the phrase tables contain translations of theimdsmand
morphological features. This addresses the sparse data problem in iiiatyed
languages, and may potentially affect reordering decisions, checkamgnmtical
coherence and agreement in the target sentences (Kuhn, 201(F&16)ed models are
essential for extending system coverage for language pairs where laatlel parpora

are not available. Morphological disambiguation functionality for taggers is insed
SMT, primarily for training factored translation and language models on a
disambiguated corpus.

In the rule-based MT architecture (RBMT) morphological analysis is a standard
processing stage that identifies features of word forms in theestext, such as lemmas
(dictionary forms), parts of speech (word classes, e.g., noun, psioun), additional
morphological features, which are used in further stages of syntactic, searalyisis
and bilingual transfer. Correct translation equivalents often rely on sudcessf
morphological disambiguation (1):

Their weightchanges.(VERB.3pers.sing) every day
vs. (1)
Some people record their weigiitanges.(NOUN.plur) every day,

where the word form changes requires different translation equivalents aependts

part of speech). However, RBMT systems traditionally apply rule-basadhbiguation
techniques, or make an assumption that morphological ambiguity is resoiVgdher
processing levels, such as the syntactic and semantic analysis (ekj.,10@§: 33), so

their morphological components generated all possible tag+lemma combinations for
each word form without the morphology-level statistical disambiguation.

In addition, morphosyntactic representations for RBMT are often more complex a
include information needed for highly detailed syntactic analysis anedgohological
generation, such as inflection classes, changes in stem, semantic types, and expected
morphological values for slots in subcategorization frames. In a hybridréifework
this information can be partially learnt from large corpora annotated andbdigaated
with standard PoS taggers (e.g., Babych et al., 2014).

Our approach to hybrid MT combines a core RBMT system with SMT tedsiqu
exploring synergies between rich linguistic representations and statisticasgiray
methods, which include purpose-built statistical disambiguation leedkberle et al.,
2012). For example, in SMT target language models can be defined overcasgaén
any factors or their sets (Kuhn, 2010: 319). We generalise thisagpto translation
models as well, creating alignments in a richly annotated and morphologically
disambiguated corpus across different factors (e.g., alignmentsdretmultiword
linguistic constructions underspecified either for lexical or for morpholbdgedures).
Morphological annotation and disambiguation, therefore, is the central cemipio our
research and development of hybrid MT systems, where the challenge é&ntifyid
proper place of statistical and rule-based components within the general anghitectu
choosing the best performing components from either RBMT or SMddmms.

At present, as mentioned in Section 1, publicly available morphological reséurces
Ukrainian with the large coverage do not include statistical disambiguatiopocemt,
and this limits their applicability for a number of SMT and Hybrid MT applicati@ur
approach addresses this problem by deriving disambiguation resdorcggrainian
from a better-resourced closely related language.
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3. Development of the morphological disambiguation resour ces
for Ukrainian

3.1.  Theoverview of thetagger

We developed morphological disambiguation resource for Ukrainian, in sastésed

format of tag transition frequencies file for the language-independgitieeof the TnT
tagger (Brants, 2000). In the first stage the morphological lexiconlbk lemmas
(~200k inflected forms) from the Ukrainian non-disambiguating taggetsyba et al.,

2009) has also been converted into the format used by the TnT tadgger,
representation of the tag emission frequency file.

The lexicon contains only frequent Ukrainian words (c.f. commerciat\walerage
systems for Ukrainian use over 100k lemmas). However, this lexioeers about 93%
of tokens in Ukrainian news texts (~90% excluding digits and patioi). The TnT
tagger generates tags for missing words using the tag transition fcezgjeas we will
explain below, but lemmatization is currently available for the word forom fthis
lexicon. An alternative solution is to use a much larger Ukrainian lexicon deveimped
open-source Ukrainian spelling platforms, such as ispel-uk (Ry8irh)2However, the
advantage of Kotsyba et al.’s Ukrainian morphological lexicon is that the tagset has been
developed in the standardised MULTEXT format (Erjavec, 2012; Kotsyba @04aD),
which makes the mapping much easier between tagsets of the closelyleglgtedjes.
It also allows us to test the performance of our disambiguation cteady on the larger
number of word forms missing from the tag emission lexic@uar future work will
include integration of Rysin’s and Kotsyba et al.’s lexicons, to improve tagging accuracy
and lemmatization coverage. Table 1 describes the size and tag distribution in Kotsyba et
al.’s lexicon.

Unique lemmas 15,162
Unique {word forms+pos tag} combinatior| 300,292
Unigue word forms 205,348

unique tags (pos+morphology 1,239

Average word-form ambiguity 1.46
(tags per word form

Average paradigm siz 13.54

(word forms per lemma
Table 1. Ukrainian lexicon from (Kotsyba et al., 2009) used for tag emissgon fil

Emission frequencies are all set to the default valuél6f because disambiguated tag
frequencies in the Ukrainian corpus is unknown. This file looks @asrsin Figure 2.

cneoza 1 Ncfsnn 1
cneozaMm 1 Ncfpdn 1
CNbo3amMu 1 Nefpin 1
cneozax 1 Ncfpln 1
cnbosw 4 Ncfsgn 1 Nefpvn 1 Ncfpnn 1 Necfpan 1
cneozo 1 Ncfsvn 1
cneosolw 1 Ncfsin 1
cneo3y 1 Ncfsan 1

2 1

cneosi Ncfsln Ncfsdn 1 Figure 2. Tag emission file
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In this example some inflected word forms of the Ukrainian nomnsa (‘sl’oza’ — ‘a
teardrop) are listed with their default emission frequencies. All belong to theogpart
speech aun, but differ in their values of the grammatical categories of Case and
Number. The form cawosi (‘sl’ozi’, in the last line) is ambiguous between
{Number.Singular, Case.Locative} and {Number.Singular, Case Dati¢egn a
teardrop’ vs. ‘to a teardrop’); a more complex ambiguity exists for the formvosu
(‘sl’0zy’, in the line 5), which in the spoken form either has the stress on the first
syllable, which is ambiguous between {Number.Plural, Case.Nominative
Case.Accusative | Case.Vocative} (a systematic ambiguity for all Ukraingammate
plural nouns); or it has the stress on the second syllable, havingathes of
{Number.Singular, Case.Genitive}.

As stress is not marked in writing, all four possibilities are added tdishef
ambiguous tags. In the general case it is not possible to estimate if atie of
{Number,Case} combinations would be more frequent in corpus:dbpends on a
specific lexical item. For example, the same stress-related ambiguity between
{Number.Plural, Case.Nominative} and {Number.Singular, Case.Gehiliso”zy —
sI’ozy”) applies for a number of other nouns. In a 500k corpulkeofkrainian fiction
prose, which has been manually disambiguated for the frequencyndigtiof the 20-th
century Ukrainian prose (Perebyinis, (Ed.), 1984) the plurah fawr normally more
frequent for nouns whichedote objects existing in pairs, e.g.: ‘hands’, ‘feet’ (ru”ky,
no”’hy), but singular forms are more frequent for nouns that agisingle objects, e.g.,
‘head” (holovy”). For this reason all the frequencies in this tag emission file haen
set to the same default value, which might causertain number of errors, but allows
us to have a working system without the need to manually annotateeallarginian
corpus.

In our implementation, the tag probabilities and sequence probabilities anatedti
from the transition frequency file. The TnT engine uses this filenforphological
disambiguationso rapid induction of this information for the Ukrainian tagset alltovs
create the missing morphological disambiguation tools for Ukrainian;isathie main
purpose of our experiment. The transition frequency file contaiqmisdrequencies for
single tags, and for tag sequences of two and three tags. Thplexarthe data in this
file is given in Figure 3.

r 182333
Ncfpnn 170
- 15
R 8
28

SENT 28 Figure 3. Transition frequencies for tags

Pd

The tags sequences here are represented in tabulated format (frequenciestémy each
after the tab show the number of occurrence with the preceding héytedrtags).
Normally frequency counts for this file should be calculated fromaaually checked
tagged and morphologically disambiguated corpus. Such corpus needse to
representative, covering a reasonable number of potential tags and ambigudus
forms, which have different tags in different morphosyntactictecds. Importantly,
frequency counts for tags sequences need to be large enough ¢ogeoan their true
probabilities (when absolute counts are converted into relative frequenciedivided
by the length of the corpus). Understandably, creation of suchpasctor a new under-
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resourced language such as Ukrainian would be a large-scale time-consumjng task
which would involve an extensive manual annotation effort, often not fedsibteams,
who develop freely available morphological resources.

Our alternative approach described further in this section involves a smailer,
quicker, but a more linguistically qualified effort for induction of tiioe frequency
information for Ukrainian from tag transition frequencies calculated on ssi&u
morphologically disambiguated corpus. Russian is a much betdeurced language,
with a high quality manually disambiguated corpus, developed rwithé Russian
National Corpus (RNC) project (Sharoff, 2005).

Our assumption is that in a closely related language the ordering of papseath,
their morphological categories and values will be similar, mainly becaasgraimmar
system in languages undergoes historical changes at a much slower Izaeecbto the
lexical or phonological systems. As a result, a much higher proportfon o
morphosyntactic similarities between Ukrainian and Russian exist compared to
relatively smaller amount of similarities in the lexicon: grammatical similaritiesdeclu
the system of grammatical categories, the inflection and declension sylsteyagarts
of the verb morphology, the word order), even though the Ukraiand Russian
languages separated by the end of the Early Proto-Slavonic period, aroui@ the
century AD, acquiring their distinctive phonological, grammatical and lexical features
and integrating the elements of tlebstratum languages: Iranian substratum for
Ukrainian (e.g., fricativeh € g), and Baltic for Russian (e,qa < 0 in unstressed
position) (Pivtorak, 1988: 52, 92; Schenker, 1993: 114).

We suggest that a way for rapid development of morphosyntactic dissatibiy
resources for Ukrainian is to reuse frequencies of tag transitions calcolated
disambiguated corpus for a closely related language, by translatiRusisean tags set
into corresponding Ukrainian tags. This development route is much faasible for
smaller but highly qualified research teams, who work on similare@i®jof creating
morphologically disambiguation tools for other under-resourced #geg) and can be
replicated for this scenario.

A challenge for our approach is that the tag sets for closely relatecitggggare not
the same, so Russian tags have to be rewritten into their closest flogiqdity
equivalent tags for Ukrainian. The task rewiring tagsets becomes ifie satent)
similar to the development of a rule-baddd system, with similar imperfections and
approximate results, mainly because of systematic morphological differeatesen
the languages. Categories and values within tags are often structured dyjffeasntl
discussed in Section 1, some grammatical values for categories could b mnighia
Ukrainian target system (e.g., reflexive participles, short predicative adjectives), some
are missing in the Russian source system (e.g., vocative casdathugpexdjectives,
imperative first person plural, impersonal and imperfective future yvetios), which
would necessarily lead to approximations and imperfect technical decisidinsling
and mapping the corresponding tags.

Another theoretical limitation for our route is that there are contrastive distribltion
and usage differences between Ukrainian and Russian for certairopapsech. For
example, Ukrainian would use a different syntactic perspective for the exam@lg
suggested by Gryaznukhina, as the reflexive participle with its correisgosituctural
links cannot be used in the Ukrainian sentence:
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Ru: [Jemu, ysuoesuiue 3a20pesuiylocst  Kpbluly, 3aKpu4aiu
N PastParticpl PastParticiplRefl N \%
Children, seeing burning roof,  shouted
‘Children who saw the burning roof, shouted’

Uk: TMobauuswu, wo 3aeopiecs dax,  Oimu  3aKpUHAIU (4)
V.Adv.Past Conj V N N \%
Having seen,  that burns roof, children shouted

‘Having seen that the roof burns, children shouted’

If the differences highlighted by this example are frequiat performance of our
morphological disambiguation method will be affected, as this wouleromide the
assumption about strong parallelism between tag sequence probabilities maskaaid
Russian On the other hand, a working disambiguation system for Ukrainiaslamad
with our methodology allows us to empirically test to what extent sucheseg
asymmetries are widespread and how much they affect the performareetioe (e.qg.,
for specific subject domains and genres).

In the final processing stage we lemmatize word forms using disambiguated
tags and the mapping {word form + tag} lemma, which we derive from Kotsyba et
al.’s lexicon. In most cases the combination of a word form and its PoS tag
unambiguously determines lemma, so this mapping is determinigtide tags are
generated both for known and unknown words (using tag ti@msprobabilities),
lemmatization at the moment only covers 15k frequent Ukrainian lemmas liexibon.
However, this problem will be addressed in future using a larger fasallable lexicon
and heuristic lemmatization procedures, learnt from the existing lemmatized lewicon,
rewritings inflected word forms.

The tagger produces a standard word-per-line tab-separated formatregHighds
for the form, POS tag and lemma, as used in IMS Corpus Workbeweft,(E010), see
Figure 5:

flict
Tam
cnso3n  Ncfpnn
! SENT
Xmapu  Ncfsgn
nebenuHi
naunu
Han

HaMK

Spsa

,
CTpyMyBANG
Aans Ncfsnn
,

i

BipUnoch

, -

wo
T
Ha
Te
moauHL  Ncfsdy

[=F=F=)=]

»
o6 Q
pagout Nc-pan
NLAKPECANT K

,
nedans Ncfsnn
SENT

Pg----pna
P

Pp-1-ypin

AKMIA

=P Tam

Chb0O3a
!
xMapa

Ncfsdn  <unknown>

Vmpis-p naucTu

HAA
M1

s
Vmpis-sf
<unknown:>

<unknown>

H

1
Vmpis-sn BLPHTUCA
wo
v

Ha

Te
nigguHa
wob
papout
Vmen nigkpecnnTh

ne4dans

Figure 5. Output generated by the Ukrainian tagger
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3.2.  Mapping of Russian tagsinto the Ukrainian tagset

Both the Ukrainian and Russian tagsets used in our experimeathesn developed
within the MULTEXT-East project, which facilitates rewriting task, as comsymnbols
are typically used for the same values of grammatical features. Howeverd#reof
these features and the structure of the tags (i.e., the set oéfetlitey include) are often
different, which normally reflects differences in morphological systems

Russian Ukrainian
1 "Ncs Necsnn
2 ANc\-p([ngdail])$ Ne-p\g<l>n
3 "Npe(s|p)([ngdaill)ys Npm\g<1>\g<2>y
4 MMo\-pas Mla-pan
5 AMomsa$ Mlomsay
6 "M([comI])([mfn\-IN[\-1)([ngdail])5 Mi\g<1>\g<3>p\g<d>
7 *M([coml])([mfr\-]){[sp\-]){[ngdail])s MI\g<1>\g<2>\g<3>\g<d>
& Mvio[mfn][sp][ngdail]--—-n$ Mr
9 *Mo$ Mr
10 AMcS Mle-pn
11 AMc-s$ Mic-pn
12 ~Sp\-([gdail))$ Sps\g<1>
13 ASpcs Speg
14 *PA\\-\-pa$ Pd--n-sga
15 AP\\A\-sg$ Pd—ypaa
16 *P\-\-msa$ Pd--mnsaa

17 P([pdisgr\-])([12])([mfr\-])([sp])([ngdail])5

18 *P{[pdisgrxz\-I{[3])([mfr\-1){[sp]}([ngdail])$
19 ~P([pdisgrz\-)([\-1)(Imf\-])([spl)([ngdaill)s
20 *P\A(N-IN DU -[vD)S

21 APAA(Imnf\-1)([sp])([ngdail])-([yn])$

Pp-\g<2>\g<3>y\g<d>\g<5>n
Pp-\g<2>\g<3>-\g<4>\g<5en
Pd-\g<2>\g<3>-\g<4>\g<5>a
Pz--\g<l>-\g<2>\g<3»a

Pz--\g<1>\g<4>\g<2>\g<3>n

22 *P\A\\-([gdali])s Px-—y-\g<l>n

23 *P§ Pd--eeeet

24 "Wmi\-\-sn{[am])\-([pe))$ Vm\g<2>is-sn

25 miN-([12])([sp])\-([am])\-pS Vmpip\g<1>\g<2>

26 Ami\-([12])([sp])\-([am])\-e$ Vmeif\g<1>\g<2>

27 Wmg-—{am]-p$ Vmpgp

28 "Wmg[fs]---[am]-e$ Vmeg

29 Wm\-{[pfI}([123]){[sp])\-{[am])\-([pel)$ Vm\g<5>i\g<1>\g<2>\g<3>
30 AWm{[sI\(IsDUImfn D) ((amIN\-([pel)$ Vim\g<5>i\g<1>-\g<2>\g<3>
31 ~vmi([psIN[13])pmps([p])$ Vmpip\g<2>p

32 “Vmil([ps])([13])pmps([e])$ Vmeif\g<2>p

33 AV([ma\-]){limng))([pfs\-1)([2123\-1)([sp\-D([mfr\-1)([apm\-I(\-1)([peb\-))$ Vig<1>\g<9>\g<2>\g<3>\g<d>\g<5>\g<6>
34 ~vmp([ps)\-([sp(Imfr\-([al)[fs1)([pb)) [ngdali])$ Ap-\g<3>\g<2>\g<7>\g<5>-\g<6>\g<d>\g<l>
35 svmp([psI\-([sp)(Imfn\-I)(ImIN[f) ([pbe])([ngdali$ Ap-\g<3x\g<2>\g<7>\g<5>-\g<6>p

36 "Vmp([ps)\-([sp)([mfn\-])([p])I[s]){[pbe])$ Ap-\g<3>\g<2>nf-\g<6>\g<d>

37 ~vmp([ps)\-(sp])([mf\-1)([ap]){[fs])([pbel)([ngdalil)$ Ap-\g<3>\g<2>\g<7>\g<5>-\g<6>\g<4>
38 "vm\~([ps])\-pn([a])f([e])is Ap--pif-\g<3>a

39 AVm\-{[ps])\-pn{[a])f([pb])i Ap--pif-\g<3>a\g<1>

40 AWm\-{[ps))\-pn{[pm])fi[peb])i$ Ap--pif-\g<3>p

Ap-\g<3>\g<2>\g<7>\g<5>-\g<6>\g<d>\g<1>
Ap-\g<3>\g<2>\g<7>\g<5>-\g<6>p

41 “Wm\-{[ps])\-{[spl)([mfr\-I){[a)){[fs]){[pb]){[ngdali})$
42 m\-([ps])\-{[sp])([mfr\-I{[mI)([f])([pbe]){[ngdali])$

43 m\-([ps])\-{[sp))([mfr\-1){[p])([s])([pbe])$

44 vm\-{[ps])\-([sp])(Imfn\-]){[ap])([fs]){[pbel)([ngdalil)$

45 m\-([ps])\-{[spl)([mfe\-IH[aD([P-DU[p])S
46 Wm\-{[ps])\-{[spl)([mfr\-IH[a))[P\-D)( [bel)s

Ap-\g<3>\g<2>nf\g<6>\g<d>
Ap-\g<3>\g<2>\g<7>\g<5>-\g<6>\g<4>
Ap-\g<3>\g<2anf-\g<6>\g<d>\g<1>
Ap-\g<3>\g<2>nf-\g<6>\g<d>

47 "Wm\-{[ps])\-([sp]) ((mfn\-I){[m])([f\-1){[pbe])$ Ap-\g<3>\g<2>nf-\g<6>p
48 *Afp(Im\-])([sp])af?$ Afp\g<1>\g<2>afn

49 MAfp(ImI)([sI\-((sD)$ Afp\g<1>\g<2>nf

50 ~afp([mfn\-)([spI)\-((sf)5 Afp\g<1>\g<2>n\g<3>
51 "Afpnpif$ Afp-pif

52 AA([fs])([pesh([mfn\-1)([sp])([nagdli])s A\g<1>\g<2>\g<3>\g<d>\g<5>f
53 ~Af([pc])$ Af\g<1>msnf

54 ~Af([pel)\AA-fS Af\g<1>msnf

55 “Wmis Vmbn

56 MVmi\AA\A-mS Vmbn

57 "Wm$ Vmbn

58 AVMAAAAAAN-dS Vmbn

59 AVm------f$ Vmbn

60 "Vm-—-mfS Vmbn

61 "Vm---sn-—-d$ Vmbn

62 "Vm--1p-—pS$ Vmbn

Table 2. Regular expressions for mapping Russian tags into Ukrainian tagset
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Tag rewriting is performed with 62 regular expression mappings rstiowable 2. It
can be seen from the Table that the main effort went into rewrifilRussian tags for
verbs, which is understandable, given major differences betweeainidkr and Russian
verb forms systems, mainly the structure of participles. For example; paaticiple
forms belong to the verbal paradigm in Russian, but in Ukrainian finestion as
adjectives, which is reflected in their annotation, covered by the regulassigns 34
through 47. Other operations included rewriting Russian predicative adjetisarsing
some missing categories (e.g., animate for adjectives in the accusagiyeocahanging
order of grammatical categories in tags. However creation of these rgwulés can be
done much faster than annotating and manually checking a representatple s a
Ukrainian corpus for training the disambiguation tools for the tagger.

4. Evaluation of the Ukrainian tagger

Evaluation of the tagger performance is done on a corpus of Ukraieias texts, on a
section of about 1000 words selected from the 250MW corpus.isnetraluation
experiment we identified only broader paftspeech errors (which is mostly needed for
lemmatisation), but not errors within morphological subclasses (categodeshms).
Performance parameters of the tagger are shown in Table 3.

Word forms | (Percent) Excluding (Percent)
+ punctuation
punctuation
Samplelength 999 100.0% 793 100%
Punctuation (+numerals) 206 20.6%
Unknown words 74 7.4% 74 9.3%
Known wor ds (coverage) 925 92.6% 719 90.7%
Wrong PoS 54 5.4% 54 6.8%
Correct PoS (perfor mance) 945 94.6% 739 93.2%
Accuracy for
Unknown:
Correct Unknown 53 71.6%
Errors: Error type Error type Errors for
counts: percentages: Unknown
Wrong Unknown 21 38.9% 28.4%
Disambiguation errors 23 42.6%
Lexicon errors 10 18.5%
(All error types) (54) (100%)

Table 3. Evaluation of the Ukrainian TnT tagger

It can be seen from Table 3 that the tagger achieves over 90% lexicon cowéttage,
correct tags generated overall for 93% word forms in the corpusvikaad unknown
words put together). Among the 74 unknown word forms, %l1aBe tagged correctly,
and 28.4% have wrong tags.
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Also, 54 found errors can be classified into 3 types: Wrong tagrfknown word
forms (38.9% of all errors), disambiguation errors for kndanrms (42.6%) and the
errors coming from wrong annotation of the lexicon (18.5%).

For our tasks performance of the Ukrainian TnT tagger (93.2%) istabbeggiven
the small size of the lexicon), its performance on unknown wordsgvthersystem tries
to guess a tag using our transition frequency file, is also relatiighy(h1.6%).

5. Conclusions and futurework

In our approach to rapid development of morphological disambiguabiols for an
under-resourced language (Ukrainian) the tag transition probabilities are déduced
table of frequencies that is calculated on a manually checked corpussifiRwvhich is

a better-resourced closely related language. The results indicate that our appoach
potential, as it requires a smaller but a more qualified development effort, ashiem
non-trivial rewriting of tags that needs to reflect differences in nadggfical system
between the two languages.

Future work will include a more systematic evaluation of the taggerrpafce on
different text types and using a finer grained evaluation of morpitaloglasses and
sub-classes (parts of speech and the values of grammatical categories)ingnfirev
coverage of the lexicon, lemmatization and the accuracy of tagging via ierativ
estimation of the tag emission and transition probabilities, combining statisticalland
based disambiguation techniques and learning token rewriting operations for
lemmatization from the examples in the lexicon.
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